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#### Abstract

In this paper, we use a geometric technique developed by González-Prieto, Logares, Muñoz, and Newstead to study the $G$-representation variety of surface groups $\mathfrak{X}_{G}\left(\Sigma_{g}\right)$ of arbitrary genus for $G$ being the group of upper triangular matrices of fixed rank. Explicitly, we compute the virtual classes in the Grothendieck ring of varieties of the $G$-representation variety and the moduli space of $G$-representations of surface groups for $G$ being the group of complex upper triangular matrices of rank 2,3 , and 4 via constructing a topological quantum field theory. Furthermore, we show that in the case of upper triangular matrices the character map from the moduli space of $G$-representations to the $G$-character variety is not an isomorphism.
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## 1 Introduction

Let $X$ be a closed connected manifold with finitely generated fundamental group $\pi_{1}(X)$, and $G$ an algebraic group over a field $k$. The set of group representations $\rho: \pi_{1}(X) \rightarrow G$,

$$
\mathfrak{X}_{G}(X)=\operatorname{Hom}\left(\pi_{1}(X), G\right),
$$

carries a natural structure of an algebraic variety, and is called the $G$-representation variety of $X$. Indeed, given a set of generators $\gamma_{1}, \ldots, \gamma_{n}$ of $\pi_{1}(X)$, the morphism

$$
\mathfrak{X}_{G}(X) \rightarrow G^{n}, \quad \rho \mapsto\left(\rho\left(\gamma_{1}\right), \ldots, \rho\left(\gamma_{n}\right)\right)
$$

identifies the $G$-representation variety $\mathfrak{X}_{G}(X)$ with a subvariety of $G^{n}$, and this structure can be shown to be independent of the chosen generators. When $X=\Sigma_{g}$ is a closed oriented surface of genus $g$, the $G$-representation variety is the closed subvariety of $G^{2 g}$ given by

$$
\begin{equation*}
\mathfrak{X}_{G}\left(\Sigma_{g}\right)=\left\{\left(A_{1}, B_{1}, \ldots, A_{g}, B_{g}\right) \in G^{2 g} \mid \prod_{i=1}^{g}\left[A_{i}, B_{i}\right]=1\right\} . \tag{1.1}
\end{equation*}
$$

The algebraic group $G$ acts by conjugation on the variety $\mathfrak{X}_{G}(X)$, so one can look at the categorical quotient (the affine GIT quotient)

$$
\mathcal{M}_{G}(X)=\mathfrak{X}_{G}(X) / / G,
$$

which is known as the moduli space of $G$-representations.

When the group $G$ is a linear algebraic group $\left(G \leq \mathrm{GL}_{r}(k)\right.$ for some $\left.r>0\right)$, there exists another natural variety that parametrizes $G$-representations up to conjugation, which is defined as follows. To a representation $\rho: \pi_{1}(X) \rightarrow G$ we can associate its character

$$
\chi_{\rho}: \pi_{1}(X) \rightarrow k, \quad \gamma \mapsto \operatorname{tr}(\rho(\gamma))
$$

The image of the so-called character map

$$
\chi: \mathfrak{X}_{G}(X) \rightarrow k^{\Gamma}, \quad \rho \mapsto \chi_{\rho}
$$

is called the $G$-character variety and is denoted by $\chi_{G}(X)$. By results from [6], there exists a finite set of elements $\gamma_{1}, \ldots, \gamma_{a} \in \pi_{1}(X)$ such that $\chi_{\rho}$ is determined by the images $\left(\chi_{\rho}\left(\gamma_{1}\right), \ldots, \chi_{\rho}\left(\gamma_{a}\right)\right)$ for any $\rho$. This way, $\chi_{G}(X)$ can be identified with the image of the map $\mathfrak{X}_{G}(X) \rightarrow k^{a}$ given by $\rho \mapsto\left(\chi_{\rho}\left(\gamma_{1}\right), \ldots, \chi_{\rho}\left(\gamma_{a}\right)\right)$, which indeed provides $\chi_{G}(X)$ a natural structure of a variety. Again, this structure is independent of the chosen $\gamma_{i}$.

Note that the character map $\chi$ is a $G$-invariant morphism: indeed the trace map is invariant under conjugation. Since the affine GIT quotient is a categorical quotient, we obtain a natural morphism

$$
\begin{equation*}
\bar{\chi}: \mathcal{M}_{G}(X) \rightarrow \chi_{G}(X) \tag{1.2}
\end{equation*}
$$

The map $\bar{\chi}$ is an isomorphism, for instance, in the case of $G=\mathrm{SL}_{n}(\mathbb{C}), \mathrm{Sp}_{2 n}(\mathbb{C})$ or $\mathrm{SO}_{2 n+1}(\mathbb{C})$ [6, 8, 20].

The study of $G$-character varieties received a lot of attention. For instance, when $X$ is the underlying topological space of a smooth complex projective variety, the moduli space of $G$ representations, $\mathcal{M}_{G}(X)$ is one of the moduli spaces studied in non-abelian Hodge theory. In the case of a smooth complex projective curve $C$ and the algebraic group $G=\mathrm{GL}_{n}(\mathbb{C})$, the character variety $\mathcal{M}_{G}(C)$ parametrizes vector bundles over $C$ of rank $n$ and degree zero equipped with a flat connection. With this identification, the Riemann-Hilbert correspondence [32] provides a real analytic isomorphism between the character variety and the moduli space of $G$-flat connections on the curve $C$. Moreover, the Hitchin-Kobayashi correspondence [31] gives a real analytic isomorphism between $\mathcal{M}_{G}(C)$ and the moduli space of semistable $G$-Higgs bundles of rank $n$ and degree zero on $C$. These correspondences were used by Hitchin [18] to compute the Poincaré polynomial of twisted character varieties for $G=\mathrm{GL}_{2}(\mathbb{C})$.

However, these correspondences are far from being algebraic. As a result, the mixed Hodge structures of the above-mentioned moduli spaces have been extensively studied, for instance, via the virtual Deligne-Hodge polynomial, or E-polynomial

$$
e(X)=\sum_{k, p, q}(-1)^{k} h_{c}^{k ; p, q}(X) u^{p} v^{q} \in \mathbb{Z}[u, v]
$$

encoding the dimensions $h_{c}^{k ; p, q}(X)=\operatorname{dim}_{\mathbb{C}} H_{c}^{k ; p, q}(X)$ of the associated graded components with respect to the weight and Hodge filtrations of the mixed Hodge structures on the compactly supported cohomology of a complex variety $X$. It follows from the excision long-exact sequence on cohomology and from the Künneth formula (see [7]) that the $E$-polynomial extends to a motivic measure

$$
e: \mathrm{K}\left(\operatorname{Var}_{\mathbb{C}}\right) \rightarrow \mathbb{Z}[u, v]
$$

from the Grothendieck ring of varieties to the polynomial ring in two variables $\mathbb{Z}[u, v]$, that maps the class of a complex variety $[X] \in \mathrm{K}\left(\operatorname{Var}_{\mathbb{C}}\right)$ to its $E$-polynomial $e(X)$.

Inspired by the Weil conjectures, an arithmetic approach was introduced by Hausel and Rodríguez-Villegas [16] to compute the $E$-polynomial of twisted $\mathrm{GL}_{n}(\mathbb{C})$-character varieties by
counting its number of points over finite fields. In fact, using a theorem of Frobenius [10, 36] relating the number of points of a $G$-representation variety over a finite field $\mathbb{F}_{q}$ to the dimensions of the irreducible representations of $G$ over $\mathbb{F}_{q}$, Hausel and Rodríguez-Villegas show that the number of points of the twisted character variety over the finite fields $\mathbb{F}_{q}$ of $q$ elements is a polynomial $p(q) \in \mathbb{Z}[q]$ in $q$, which in turn by a theorem of Katz, computes the $E$-polynomial of the complex twisted character variety by setting $q=u v$. This method was extended to the cases of $\mathrm{SL}_{r}(\mathbb{C})$-character varieties $[26], \mathrm{GL}_{r}(\mathbb{C})$-character varieties with a generic parabolic structure [25], or non-orientable surfaces [21].

Recently, a geometric approach was introduced by Logares, Muñoz, and Newstead [22] by dividing the representation variety into pieces and computing the $E$-polynomial piecewise. Using this technique, Martínez and Muñoz [24] gave an explicit expression for the $E$-polynomial of the $\mathrm{SL}_{2}(\mathbb{C})$-representation variety. Moreover, by combining the arithmetic and geometric approaches, Baraglia and Hekmati [2] gave explicit expressions for the cases $G=\mathrm{GL}_{3}(\mathbb{C}), \mathrm{SL}_{3}(\mathbb{C})$.

The recursive patterns in these computations lead González-Prieto, Logares, and Muñoz [14] to develop a new method using topological quantum field theories (TQFTs) to compute the virtual class of the representation varieties in the Grothendieck ring of varieties $K\left(\operatorname{Var}_{\mathbb{C}}\right)$. TQFTs, originated from physics, were first introduced by Witten [35] and axiomatized by Atiyah [1]: a TQFT is given by a monoidal functor

$$
Z: \mathbf{B d}_{n} \rightarrow R \text {-Mod }
$$

from the category of bordisms to the category of $R$-modules for some commutative ring $R$. In particular, any closed manifold $X$ can be seen as a bordism $X: \varnothing \rightarrow \varnothing$, so we obtain an $R$ module map $Z(X): R \rightarrow R$, since $Z(\varnothing)=R$ by monoidality. As a consequence, any closed manifod $X$ has an associated invariant $Z(X)(1) \in R$. In [14], González-Prieto, Logares and Muñoz construct a lax monoidal TQFT with $R=\mathrm{K}\left(\operatorname{Var}_{\mathbb{C}}\right)$ such that the associated invariant for a closed manifold $X$ is the virtual class of the representation variety $\mathfrak{X}_{G}(X)$. Then, a closed surface $X=\Sigma_{g}$ of genus $g$ can be considered as a composition of bordisms

so that computing the TQFT for these smaller bordisms will yield the virtual class of $\mathfrak{X}_{G}\left(\Sigma_{g}\right)$ for all $g$. This method was used in [11] and [13] to compute the virtual class of the (parabolic) $\mathrm{SL}_{2}(\mathbb{C})$-character variety in $\mathrm{K}\left(\operatorname{Var}_{\mathbb{C}}\right)$. A clear advantage of this method is that it not only computes the $E$-polynomial of the representation variety, but more generally, its class in the Grothendieck ring of varieties.

### 1.1 Main results

Virtual classes of representation varieties. In this paper, we focus on the groups of complex upper triangular matrices $\mathbb{U}_{n}$ of rank $n=2,3,4$. We compute the virtual classes of the corresponding representation varieties in a suitably localized Grothendieck ring of varieties (see Theorems 3.3, 3.10 and 3.12).
Theorem 1.1. Let $q=\left[\mathbb{A}_{\mathbb{C}}^{1}\right]$ be the class of the affine line in the Grothendieck ring of varieties over $\mathbb{C}$. Then
(i) the virtual class of the $\mathbb{U}_{2}$-representation variety $\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)$ is

$$
\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)\right]=q^{2 g-1}(q-1)^{2 g+1}\left((q-1)^{2 g-1}+1\right),
$$

(ii) the virtual class of the $\mathbb{U}_{3}$-representation variety $\mathfrak{X}_{\mathbb{U}_{3}}\left(\Sigma_{g}\right)$ is

$$
\begin{aligned}
{\left[\mathfrak{X}_{\mathbb{U}_{3}}\left(\Sigma_{g}\right)\right]=} & q^{3 g-3}(q-1)^{2 g}\left(q^{2}(q-1)^{2 g+1}+q^{3 g}(q-1)^{2}\right. \\
& \left.+q^{3 g}(q-1)^{4 g}+2 q^{3 g}(q-1)^{2 g+1}\right),
\end{aligned}
$$

(iii) the virtual class of the $\mathbb{U}_{4}$-representation variety $\mathfrak{X}_{\mathbb{U}_{4}}\left(\Sigma_{g}\right)$ is

$$
\begin{aligned}
{\left[\mathfrak{X}_{\mathbb{U}_{4}}\left(\Sigma_{g}\right)\right]=} & q^{12 g-6}(q-1)^{8 g}+q^{12 g-6}(q-1)^{2 g+3}+q^{10 g-4}(q-1)^{2 g+3} \\
& +q^{10 g-3}(q-1)^{4 g+1}+q^{8 g-2}(q-1)^{6 g+1}+q^{8 g-2}(q-1)^{4 g+2} \\
& +2 q^{10 g-4}(q-1)^{6 g+1}+3 q^{12 g-6}(q-1)^{6 g+1}+3 q^{12 g-6}(q-1)^{4 g+2} \\
& +q^{10 g-4}(q-1)^{4 g+1}(2 q-3) .
\end{aligned}
$$

By setting $q=u v$ in the above formulae, we obtain the $E$-polynomials of the representation varieties $\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right), \mathfrak{X}_{\mathbb{U}_{3}}\left(\Sigma_{g}\right)$ and $\mathfrak{X}_{\mathbb{U}_{4}}\left(\Sigma_{g}\right)$.

We remark that in an independent work [15], González-Prieto, Logares, and Muñoz computed the virtual class of the $A G L_{1}$-representation varieties, where $A G L_{1}$ is the general affine group of the line. Their result can be deduced from our result on $\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)$ through the isomorphism of groups $\mathbb{G}_{m} \times \mathrm{AGL}_{1} \xrightarrow{\sim} \mathbb{U}_{2}$ (see Remark 3.4).

We also provide a more general result with parabolic structures involved in the case of $\mathbb{U}_{2}$, see Theorem 3.5 of the paper.

Theorem 1.2. Let $\Sigma_{g}$ be a compact oriented surface of genus $g$, with parabolic data

$$
Q=\left\{\left(S_{1}, \mathcal{J}_{\lambda_{1}}\right), \ldots,\left(S_{k}, \mathcal{J}_{\lambda_{k}}\right),\left(S_{k+1}, \mathcal{M}_{\mu_{1}, \sigma_{1}}\right), \ldots,\left(S_{k+\ell}, \mathcal{M}_{\mu_{\ell}, \sigma_{\ell}}\right)\right\}
$$

(i) If $\prod_{i=1}^{k} \lambda_{i} \prod_{j=1}^{\ell} \mu_{j} \neq 1$ or $\prod_{i=1}^{k} \lambda_{i} \prod_{j=1}^{\ell} \sigma_{j} \neq 1$, then

$$
\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}, Q\right)\right]=0 .
$$

(ii) Otherwise, and if $\ell=0$, then

$$
\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}, Q\right)\right]=q^{2 g-1}(q-1)^{2 g}\left((-1)^{k}(q-1)+(q-1)^{2 g+k}\right),
$$

(iii) and if $\ell>0$, then

$$
\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}, Q\right)\right]=q^{2 g+\ell-1}(q-1)^{4 g+k} .
$$

In particular, we obtain that the representation varieties for $\mathbb{U}_{2}, \mathbb{U}_{3}$, and $\mathbb{U}_{4}$, and the representation varieties with parabolic structures for $\mathbb{U}_{2}$ are of balanced type, meaning that their virtual classes are generated by the virtual class of the affine line. This can be seen in relation to Higman's conjecture [17], which states that the number $C_{n}(q)$ of conjugacy classes of $\mathbb{U}_{n}\left(\mathbb{F}_{q}\right)$ over finite fields $\mathbb{F}_{q}$ is polynomial in $q$, for all $n$. Indeed, using Burnside's lemma, one can relate the number of $\mathbb{F}_{q}$-points of the $\mathbb{U}_{n}$-representation variety of a surface of genus 1 to the number of conjugacy classes:

$$
\left|\mathfrak{X}_{\mathbb{U}_{n}\left(\mathbb{F}_{q}\right)}\left(\Sigma_{1}\right)\right|=\left|\mathbb{U}_{n}\left(\mathbb{F}_{q}\right)\right| C_{n}(q) .
$$

Now, Higman's conjecture along with Katz's theorem imply that the $E$-polynomial of $\mathfrak{X}_{\mathbb{U}_{n}(\mathbb{C})}\left(\Sigma_{1}\right)$ is a polynomial in $u v$. We ask whether a motivic version of Higman's conjecture holds.

Conjecture 1.3. Let $\Sigma_{g}$ be a closed oriented surface of genus $g$. The class $\left[\mathfrak{X}_{\mathbb{U}_{n}(\mathbb{C})}\left(\Sigma_{g}\right)\right]$ of the $\mathbb{U}_{n}$-representation varieties in the Grothendieck ring of varieties is of balanced type for all $n$ and $g$.

The moduli space of $G$-representations and $G$-character varieties. In this paper, we study the moduli space of $G$-representations of compact oriented surfaces $\Sigma_{g}$ for the linear groups $\mathbb{U}_{n}$ with $n \geq 2$. As these groups are non-reductive, there is no guarantee, a priori, that the categorical quotient $\mathcal{M}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right)$ is of finite type over $\mathbb{C}$. Nevertheless, we show the following result.

Theorem 1.4. For all $n \geq 1$ and $g \geq 0$, there exists an isomorphism of varieties

$$
\mathcal{M}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right) \cong\left(\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}\right)^{2 n g}
$$

Furthermore, we show that the map $\bar{\chi}$ of (1.2) fails to be an isomorphism.
Theorem 1.5. For $n \geq 2$ and $g \geq 1$, the natural morphism

$$
\bar{\chi}: \mathcal{M}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right) \rightarrow \chi_{\mathbb{U}_{n}}\left(\Sigma_{g}\right)
$$

is not an isomorphism.
The paper is organized as follows. In Section 2, we construct a topological quantum field theory (TQFT) computing the virtual classes of the representation varieties $\mathfrak{X}_{G}\left(\Sigma_{g}\right)$ in the Grothendieck ring of varieties. We mainly follow [12, 13, 14, 33]. The novelty of this section lies in Proposition 2.17, which can be used to 'reduce' the TQFT. While not strictly necessary to perform computations, it does allow for a simplification of the computations. In Section 3, we will apply this theory to the groups of upper triangular matrices $G=\mathbb{U}_{n}$ of rank $n=2,3,4$. We prove our main theorems, Theorems 1.1 and 1.5. Explicitly, we compute the classes of the representation varieties $\mathfrak{X}_{G}\left(\Sigma_{g}\right)$ in a suitably localized Grothendieck ring of varieties for the groups of upper triangular matrices $\mathbb{U}_{2}, \mathbb{U}_{3}, \mathbb{U}_{4}$. Moreover, we show that the natural morphism

$$
\bar{\chi}: \mathcal{M}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right) \rightarrow \chi_{\mathbb{U}_{n}}\left(\Sigma_{g}\right)
$$

fails to be an isomorphism for $\mathbb{U}_{n}$ when $n \geq 2$ and $g \geq 1$.

## 2 TQFTs and representation varieties

In this section, we follow $[12,13,14,33]$ to construct a topological quantum field theory (TQFT) that computes the virtual classes of the representation varieties $\mathfrak{X}_{G}\left(\Sigma_{g}\right)$ in the Grothendieck ring of varieties $\mathrm{K}\left(\operatorname{Var}_{k}\right)$. More precisely, we construct a lax monoidal TQFT $Z$ over the ring $\mathrm{K}\left(\operatorname{Var}_{k}\right)$ such that the invariant associated to a closed manifold $X$ is $Z(X)(1)=\left[\mathfrak{X}_{G}(X)\right] \in$ $\mathrm{K}\left(\operatorname{Var}_{k}\right)$. This construction allows to solve a more general problem: if $\Lambda$ is the set of conjugacyclosed subsets of $G$, one can put a parabolic structure $Q=\left\{\left(S_{1}, \mathcal{E}_{1}\right), \ldots,\left(S_{s}, \mathcal{E}_{s}\right)\right\}$ with data in $\Lambda$ on $\Sigma_{g}$, such that the invariant associated to $\left(\Sigma_{g}, Q\right)$ is the class of the variety

$$
\begin{aligned}
\mathfrak{X}_{G}\left(\Sigma_{g}, Q\right)=\{ & \left(A_{1}, B_{1}, \ldots, A_{g}, B_{g}, C_{1}, \ldots, C_{s}\right) \in G^{2 g+s} \mid \\
& \left.\prod_{i=1}^{g}\left[A_{i}, B_{i}\right] \prod_{i=1}^{s} C_{i}=1 \text { and } C_{i} \in \mathcal{E}_{i}\right\} .
\end{aligned}
$$

The novelty of this section is Proposition 2.17, which allows us to modify the TQFT and simplify the computations. The rest is added for the sake of completeness. We begin by defining the categories involved in the construction of the TQFT.

### 2.1 The 2-category of bordisms

Let $i: M \rightarrow \partial W$ be an inclusion, where $W$ is an $n$-dimensional oriented manifold with boundary, and $M$ an ( $n-1$ )-dimensional closed oriented manifold. (All manifolds we consider are assumed to be smooth.) Take a point $x \in i(M)$, let $\left\{v_{1}, \ldots, v_{n-1}\right\}$ be a positively oriented basis for $T_{x} i(M)$ with respect to the orientation induced by $M$, and pick some $w \in T_{x} i(M)$ that points inwards compared to $W$. Then if $\left\{v_{1}, \ldots, v_{n-1}, w\right\}$ is a positively oriented basis for $T_{x} W$, we say $x$ is an in-boundary point, and an out-boundary point otherwise. Note that this is independent of the chosen vectors $v_{i}$ and $w$. If all $x \in i(M)$ are in-boundary (resp. out-boundary) points, we say $i$ is an in-boundary (resp. out-boundary).

Definition 2.1. Given two $(n-1)$-dimensional closed oriented manifolds $M$ and $M^{\prime}$, a bordism from $M$ to $M^{\prime}$ is an $n$-dimensional oriented manifold $W$ (with boundary) with maps

$$
M^{\prime} \xrightarrow{i^{\prime}} W \stackrel{i}{\longleftrightarrow} M,
$$

where $i$ is an in-boundary, $i^{\prime}$ an out-boundary and $\partial W=i(M) \sqcup i^{\prime}\left(M^{\prime}\right)$. Two such bordisms $W, W^{\prime}$ are said to be equivalent if there exists an orientation-preserving diffeomorphism $W \xrightarrow{\sim} W^{\prime}$ such that

commutes.
For a more precise definition of bordisms, see [27] or [19].
Suppose we have bordisms $W: M \rightarrow M^{\prime}$ and $W^{\prime}: M^{\prime} \rightarrow M^{\prime \prime}$. One can glue $W$ and $W^{\prime}$ as topological spaces by identifying the images of $M^{\prime}$, which we denote by $W \sqcup_{M^{\prime}} W^{\prime}$. By [27, Theorem 1.4], there exists a smooth manifold structure on $W \sqcup_{M^{\prime}} W^{\prime}$ such that the inclusions $W \rightarrow W \sqcup_{M^{\prime}} W^{\prime}$ and $W^{\prime} \rightarrow W \sqcup_{M^{\prime}} W^{\prime}$ are diffeomorphisms onto their images, which is unique up to (non-unique) diffeomorphism. Hence $W \sqcup_{M^{\prime}} W^{\prime}$ belongs to a well-defined equivalence class, and moreover this class only depends on the classes of $W$ and $W^{\prime}$. Namely, if $\tilde{W}: M \rightarrow M^{\prime}$ and $\tilde{W}^{\prime}: M^{\prime} \rightarrow M^{\prime \prime}$ are equivalent to $W$ and $W^{\prime}$, respectively, then any such manifold structure on $W \sqcup_{M^{\prime}} W^{\prime}$ induces such a manifold structure on $\tilde{W} \sqcup_{M^{\prime}} \tilde{W}^{\prime}$ via the homeomorphism $W \sqcup_{M^{\prime}} W^{\prime} \rightarrow$ $\tilde{W} \sqcup_{M^{\prime}} \tilde{W}^{\prime}$, showing $W \sqcup_{M^{\prime}} W^{\prime}$ and $\tilde{W} \sqcup_{M^{\prime}} \tilde{W}^{\prime}$ are equivalent. This implies that equivalence classes of bordisms can be composed to obtain an equivalence class of bordisms $M \rightarrow M^{\prime \prime}$.

The discussion above gives rise to the following definition.
Definition 2.2. The category of $n$-bordisms, denoted $\mathbf{B d} \mathbf{d}_{n}$, is defined as follows. Its objects are ( $n-1$ )-dimensional closed oriented manifolds, and morphisms $M \rightarrow M^{\prime}$ are equivalence classes of bordisms from $M$ to $M^{\prime}$. Composition is given by gluing along the common boundary: if $W: M \rightarrow M^{\prime}$ and $W^{\prime}: M^{\prime} \rightarrow M^{\prime \prime}$, then $W^{\prime} \circ W=W \sqcup_{M^{\prime}} W^{\prime}: M \rightarrow M^{\prime \prime}$.

Definition 2.3. The category of pointed $n$-bordisms, denoted $\mathbf{B d} \mathbf{p}_{n}$, is the 2-category consisting of:

- Objects: pairs $(M, A)$ with $M$ an $(n-1)$-dimensional closed oriented manifold, and $A \subset M$ a finite set of points intersecting each connected component of $M$.
- 1-morphisms: a map $\left(M_{1}, A_{1}\right) \rightarrow\left(M_{2}, A_{2}\right)$ is given by a class of pairs $(W, A)$ with $W: M_{1} \rightarrow M_{2}$ a bordism, and $A \subset W$ a finite set intersecting each connected component of $W$ such that $A \cap M_{1}=A_{1}$ and $A \cap M_{2}=A_{2}$. Two such pairs ( $W, A$ ) and ( $W^{\prime}, A^{\prime}$ )
are in the same class if there is a diffeomorphism $F: W \rightarrow W^{\prime}$ such that $F(A)=A^{\prime}$ and such that the diagram

commutes.
The composition of $(W, A):\left(M_{1}, A_{1}\right) \rightarrow\left(M_{2}, A_{2}\right)$ and $\left(W^{\prime}, A^{\prime}\right):\left(M_{2}, A_{2}\right) \rightarrow\left(M_{3}, A_{3}\right)$ is $\left(W \sqcup_{M_{2}} W^{\prime}, A \cup A^{\prime}\right):\left(M_{1}, A_{1}\right) \rightarrow\left(M_{3}, A_{3}\right)$.
- 2-morphisms: a map $(W, A) \rightarrow\left(W^{\prime}, A^{\prime}\right)$ is given by a diffeomorphism $F: W \rightarrow W^{\prime}$ such that $F(A) \subset A^{\prime}$ and (2.1) commutes.

Note that so far, no identity morphism exists for $(M, A)$, unless $M=A=\varnothing$. For this reason, we loosen the definition of a bordism a bit, and allow $M$ itself to be seen as a bordism $M \rightarrow M$, so that $(M, A)$ will be the identity morphism for $(M, A)$.

In this paper, we also consider manifolds which carry a so-called parabolic structure. Fix a set $\Lambda$ and call it the parabolic data. We say a parabolic structure on a manifold $M$ is a finite set $Q=\left\{\left(S_{1}, \mathcal{E}_{1}\right), \ldots,\left(S_{s}, \mathcal{E}_{s}\right)\right\}$ with $\mathcal{E}_{i} \in \Lambda$ and the $S_{i}$ are pairwise disjoint compact submanifolds of $M$ of codimension 2 with a co-orientation (i.e. an orientation of its normal bundle) such that $S_{i} \cap \partial M=\partial S_{i}$ transversally.

Definition 2.4. Let $\Lambda$ be a set. The 2 -category of pointed $n$-bordisms with parabolic structures over $\Lambda$, denoted $\mathbf{B d}_{n}(\Lambda)$, is the 2-category consisting of:

- Objects: triples $(M, A, Q)$ with $M$ an $(n-1)$-dimensional closed oriented manifold, $Q$ a parabolic structure on $M$, and $A \subset M$ a finite set of points not intersecting any of the $S_{i}$ of $Q$.
- 1-morphisms: a map $\left(M_{1}, A_{1}, Q_{1}\right) \rightarrow\left(M_{2}, A_{2}, Q_{2}\right)$ is given by a class of triples $(W, A, Q)$ where $W: M_{1} \rightarrow M_{2}$ is a bordism, $Q$ a parabolic structure on $W$, and $A \subset W$ a finite set intersecting each connected component of $W$ but not intersecting any of the $S_{i}$ of $Q$, such that $A \cap M_{1}=A_{1}, A \cap M_{2}=A_{2},\left.Q\right|_{M_{1}}=Q_{1}$ and $\left.Q\right|_{M_{2}}=Q_{2}$. Here we use the notation $\left.Q\right|_{M_{i}}=\left\{\left(S_{j} \cap M_{i}, \mathcal{E}_{j}\right) \mid\left(S_{j}, \mathcal{E}_{j}\right) \in \Lambda\right\}$. Two such triples $(W, A, Q)$ and $\left(W^{\prime}, A^{\prime}, Q^{\prime}\right)$ are in the same class if there is a diffeomorphism $F: W \rightarrow W^{\prime}$ such that $F(A)=A^{\prime}$ and $(S, \mathcal{E}) \in Q$ if and only if $(F(S), \mathcal{E}) \in Q^{\prime}$ and such that the diagram

commutes.
The composition of bordisms $(W, A, Q):\left(M_{1}, A_{1}, Q_{1}\right) \rightarrow\left(M_{2}, A_{2}, Q_{2}\right)$ and $\left(W^{\prime}, A^{\prime}, Q^{\prime}\right)$ : $\left(M_{2}, A_{2}, Q_{2}\right) \rightarrow\left(M_{3}, A_{3}, Q_{3}\right)$ is given by $(W, A, Q) \circ\left(W^{\prime}, A^{\prime}, Q^{\prime}\right)=\left(W \sqcup_{M_{2}} W^{\prime}, A \cup A^{\prime}, Q \sqcup_{M_{2}}\right.$ $Q^{\prime}$ ), where $Q \sqcup_{M_{2}} Q^{\prime}$ denotes the union of $Q$ and $Q^{\prime}$ but where we glue pairs $(S, \mathcal{E}) \in Q$ and $\left(S^{\prime}, \mathcal{E}\right) \in Q^{\prime}$ that have a common boundary (in $M_{2}$ ).
- 2-morphisms: a map $(W, A, Q) \rightarrow\left(W^{\prime}, A^{\prime}, Q^{\prime}\right)$ is given by a diffeomorphism $F: W \rightarrow W^{\prime}$ such that $F(A) \subset A^{\prime}$ and $(F(S), \mathcal{E}) \in Q^{\prime}$ for each $(S, \mathcal{E}) \in Q$ and such that (2.2) commutes.

Actually, $\mathbf{B d p}_{n}$ can be seen as a particular case of $\operatorname{Bdp}_{n}(\Lambda)$ for $\Lambda=\varnothing$. The category $\operatorname{Bdp}_{n}(\Lambda)$ (and thus $\mathbf{B d p}_{n}$ as well) is a monoidal category. The tensor product is given by taking disjoint unions:

$$
(M, A, Q) \sqcup\left(M^{\prime}, A^{\prime}, Q^{\prime}\right)=\left(M \sqcup M^{\prime}, A \cup A^{\prime}, Q \cup Q^{\prime}\right)
$$

for objects, and similarly for bordisms. The unital object is $(\varnothing, \varnothing, \varnothing)$, which we also denote simpy by $\varnothing$.

Note that (non-empty) parabolic structures can only exist on manifolds of dimension $\geq 2$. In particular for $\mathbf{B d p}_{2}(\Lambda)$, its 1-dimensional objects have $Q=\varnothing$ and the parabolic structures of its 2-dimensional bordisms are of the form $\left\{\left(p_{1}, \mathcal{E}_{1}\right), \ldots,\left(p_{s}, \mathcal{E}_{s}\right)\right\}$ with $p_{i}$ points on the interior of the bordism that have a preferred orientation of small loops around them.

### 2.2 The Grothendieck ring of varieties

Definition 2.5. Let $S$ be a variety over a field $k$ (i.e., a reduced separated scheme of finite type over $k$ ). The Grothendieck ring of varieties over $S$, denoted $\mathrm{K}(\operatorname{Var} / S)$, is defined as the quotient of the free abelian group on the set of isomorphism classes of varieties over $S$, by relations of the form

$$
[X]=[X \backslash Z]+[Z]
$$

where $Z$ is a closed subvariety of $X$ and $X \backslash Z$ is its open complement. Multiplication is distributively induced by

$$
[X] \cdot[Y]=\left[\left(X \times_{S} Y\right)_{\mathrm{red}}\right]
$$

which is indeed associative and commutative. It follows that $[\varnothing]=0$ and $[S]=1$ in $\mathrm{K}(\operatorname{Var} / S)$. When $S$ is the base field $k$ we denote the Grothendieck ring of varieties by $\mathrm{K}\left(\operatorname{Var}_{k}\right)$. To distinguish between the classes of different rings, we will write $[X]_{S}$ for the class of $X$ in $\mathrm{K}(\operatorname{Var} / S)$ and for the class of $X$ in $\mathrm{K}\left(\mathbf{V a r}_{k}\right)$ we will simply write $[X]$.

Notice that $\mathrm{K}(\operatorname{Var} / S)$ is a monoid object in the category of $\mathrm{K}\left(\operatorname{Var}_{k}\right)$-modules. Indeed, $\mathrm{K}(\operatorname{Var} / S)$ has a natural $\mathrm{K}\left(\operatorname{Var}_{k}\right)$-module structure induced by

$$
[T] \cdot[X]_{S}=\left[T \times_{k} X\right]_{S}
$$

for $T$ a variety over $k$ and $X$ a variety over $S$, such that the multiplication map $[X]_{S} \cdot[Y]_{S}=$ $\left[\left(X \times_{S} Y\right)_{\mathrm{red}}\right]_{S}$ is $\mathrm{K}\left(\operatorname{Var}_{k}\right)$-bilinear.

Now, we describe module maps $\mathrm{K}(\operatorname{Var} / X) \rightarrow \mathrm{K}(\operatorname{Var} / Y)$ which will be used in defining the TQFT. Let $f: X \rightarrow Y$ be a morphism of varieties over $k$. Composition with $f$ yields a functor

$$
\begin{aligned}
f_{!}: \operatorname{Var} / X & \rightarrow \mathbf{V a r} / Y \\
(V \xrightarrow{g} X) & \mapsto(V \xrightarrow{f g} Y) .
\end{aligned}
$$

As $f_{!}$sends isomorphisms to isomorphisms, and also $T \times_{k} f_{!} V=f_{!}\left(T \times_{k} V\right)$ for any variety $T$ over $k$, we have that $f_{!}$induces a $\mathrm{K}\left(\mathbf{V a r}_{k}\right)$-module morphism

$$
f_{!}: \mathrm{K}(\operatorname{Var} / X) \rightarrow \mathrm{K}(\operatorname{Var} / Y)
$$

Note that this map will in general not be a ring morphism. For example, the unit $[X]_{X} \in$ $\mathrm{K}(\operatorname{Var} / X)$ need not be sent to the unit $[Y]_{Y} \in \mathrm{~K}(\operatorname{Var} / Y)$.

Similarly, pulling back along $f$ yields a functor

$$
f^{*}: \operatorname{Var} / Y \rightarrow \operatorname{Var} / X
$$

sending $W \xrightarrow{h} Y$ to $W \times_{Y} X \xrightarrow{f^{*} h} X$. Also $f^{*}$ induces a map,

$$
f^{*}: \mathrm{K}(\operatorname{Var} / Y) \rightarrow \mathrm{K}(\operatorname{Var} / X),
$$

which is a $\mathrm{K}\left(\operatorname{Var}_{k}\right)$-module morphism as $T \times_{k} f^{*}(V)=T \times_{k}\left(V \times_{Y} X\right) \cong\left(T \times_{k} V\right) \times_{Y} X=$ $f^{*}\left(T \times_{k} V\right)$ for any variety $T$ over $k$. In contrast to $f_{!}$, the map $f^{*}$ is a ring morphism as $\left(V \times_{Y} W\right) \times_{Y} X \cong\left(V \times_{Y} X\right) \times_{X}\left(W \times_{Y} X\right)$ for any $V, W$ over $Y$.

Example 2.6. The rings $\mathrm{K}(\operatorname{Var} / X)$ are objects of the category of $\mathrm{K}\left(\operatorname{Var}_{k}\right)$-Mod. Moreover, given a variety $Z$ over $k$ with morphisms $f: Z \rightarrow X$ and $g: Z \rightarrow Y$, we have an induced $\mathrm{K}\left(\operatorname{Var}_{k}\right)$-module morphism $g!\circ f^{*}: \mathrm{K}(\operatorname{Var} / X) \rightarrow \mathrm{K}(\operatorname{Var} / Y)$.

$$
\mathrm{K}(\operatorname{Var} / X) \xrightarrow{f^{*}} \mathrm{~K}(\operatorname{Var} / Z) \xrightarrow{g!} \mathrm{K}(\operatorname{Var} / Y) .
$$

Remark 2.7. The functors $f^{*}$ and $f$ ! are adjoint, as for any varieties $V \xrightarrow{v} X$ and $W \xrightarrow{w} Y$ there is a bijection

$$
\operatorname{Hom}_{\operatorname{Var} / Y}\left(f_{!} V, W\right) \cong \operatorname{Hom}_{\operatorname{Var} / X}\left(V, W \times_{Y} X\right)
$$

natural in $V$ and $W$. Namely, by the universal property of the fiber product, to give a morphism $\varphi: V \rightarrow W \times_{Y} X$ is to give morphisms $V \xrightarrow{r} W$ and $V \xrightarrow{s} X$ such that $w \circ r=f \circ s$, and requiring $\varphi$ to be over $X$ means to have $s=v$. Hence, to give $\varphi$ over $X$ is to give $V \xrightarrow{r} W$ such that $w \circ r=v$, i.e. a morphism $V \xrightarrow{r} W$ over $Y$. The naturality of this bijection is easily seen.

In this paper, the target category of the TQFT is the 2-category of $\mathrm{K}\left(\operatorname{Var}_{k}\right)$-modules with twists.

Definition 2.8. Let $R$ be a commutative ring. Given $R$-module morphisms $f, g: M \rightarrow N$, we say $g$ is an immediate twist of $f$ if there exists an $R$-module $P$ and $R$-module morphisms $f_{1}: M \rightarrow P, f_{2}: P \rightarrow N$ and $h: P \rightarrow P$ such that $f=f_{2} \circ f_{1}$ and $g=f_{2} \circ h \circ f_{1}:$


We say a twist from $f$ to $g$ is a finite sequence $f=f_{0}, f_{1}, \ldots, f_{n}=g: M \rightarrow N$ of $R$-module morphisms such that $f_{i+1}$ is an immediate twist of $f_{i}$.

Now the 2-category of $R$-modules with twists, denoted $R$ - $\operatorname{Mod}_{t}$, is the category whose objects are $R$-modules, its 1 -morphisms are $R$-module morphisms, and its 2 -morphisms are twists.

### 2.3 The 2-category of spans

Definition 2.9. Given a category $\mathcal{C}$ with pullbacks, we define the 2 -category $\operatorname{Span}(\mathcal{C})$ as follows:

- Its objects are the objects of $\mathcal{C}$.
- An arrow from $C$ to $C^{\prime}$ is given by a diagram $C \leftarrow D \rightarrow C^{\prime}$ in $\mathcal{C}$, called a span. Composition of the spans $C \leftarrow D \rightarrow C^{\prime}$ and $C^{\prime} \leftarrow D^{\prime} \rightarrow C^{\prime \prime}$ is given by the span $C \leftarrow E \rightarrow C^{\prime \prime}$ such that the square in

is a pullback square.
- A 2-morphism from $C \leftarrow D \rightarrow C^{\prime}$ to $C \leftarrow D^{\prime} \rightarrow C^{\prime}$ is given by an arrow $D \rightarrow D^{\prime}$ such that the following diagram commutes:


The category $\operatorname{Span}^{\mathrm{op}}(\mathcal{C})$ is defined analogously on categories with pushouts, where we reverse all arrows.

If $\mathcal{C}$ is a monoidal category, then $\operatorname{Span}(\mathcal{C})$ naturally has the structure of a monoidal category as well. The tensor product and unital object naturally carry over, the associator will be given by the span

$$
A \otimes(B \otimes C) \stackrel{\mathrm{id}}{\longleftarrow} A \otimes(B \otimes C) \xrightarrow{\alpha_{A, B, C}}(A \otimes B) \otimes C
$$

and the left and right unitor by

$$
I \otimes A \stackrel{\mathrm{id}}{\longleftarrow} I \otimes A \xrightarrow{\lambda_{A}} A \quad \text { and } \quad A \otimes I \stackrel{\mathrm{id}}{\longleftrightarrow} A \otimes I \xrightarrow{\rho_{A}} A
$$

We are ready to construct the TQFT computing the classes of the representation varieties $\mathfrak{X}_{G}\left(\Sigma_{g}\right)$ in $K\left(\operatorname{Var}_{k}\right)$.

### 2.4 Constructing the TQFT

Definition 2.10. Let $(X, A)$ be a pair of topological spaces. The fundamental groupoid of $X$ w.r.t. $A$ denoted $\Pi(X, A)$ is the groupoid category whose objects are elements of $A$, and an arrow $a \rightarrow b$ for each homotopy class of paths from $a$ to $b$. Composition of morphisms is given by concatenation of paths. Indeed this construction only depends on the homotopy type of $(X, A)$. In particular, if $A=\left\{x_{0}\right\}$ is a single point, we obtain the fundamental group $\pi_{1}\left(X, x_{0}\right)$.

Note that if $f:(X, A) \rightarrow\left(X^{\prime}, A^{\prime}\right)$ is a map of pairs of topological spaces, there is an induced functor $\Pi(X, A) \rightarrow \Pi\left(X^{\prime}, A^{\prime}\right)$ between groupoids, mapping an object $a \in A$ to $f(a) \in A^{\prime}$ and an arrow $\gamma: a \rightarrow b$ to $f \circ \gamma$. This allows us to construct the following functor.

Definition 2.11. The geometrization functor is a 2 -functor $\Pi$ : $\mathbf{B d} \mathbf{p}_{n} \rightarrow \operatorname{Span}^{\mathrm{op}}(\mathbf{G r p d})$, with Grpd the category of groupoids, defined as follows:

- To each object $(X, A)$ we assign the fundamental groupoid $\Pi(X, A)$.
- For each 1-morphism $(W, A):\left(X_{1}, A_{1}\right) \rightarrow\left(X_{2}, A_{2}\right)$ we assign the cospan

$$
\Pi\left(X_{1}, A_{1}\right) \xrightarrow{i_{1}} \Pi(W, A) \stackrel{i_{2}}{\longleftarrow} \Pi\left(X_{2}, A_{2}\right)
$$

with $i_{1}$ and $i_{2}$ induced by inclusions.

- For each 2-morphism $(W, A) \rightarrow\left(W, A^{\prime}\right)$ given by diffeomorphism $F: W \rightarrow W^{\prime}$ with $F(A) \subset A^{\prime}$, we obtain a groupoid morphism $\Pi F$ yielding the commutative diagram

which is a 2-morphism in $\operatorname{Span}^{\text {Op }}(\mathbf{G r p d})$.
The Seifert-van Kampen theorem for fundamental groupoids [5] provides that $\Pi$ defined above is indeed a functor (for more details see [12]).

Suppose $X$ is a compact connected manifold (possibly with boundary), $A \subset X$ a finite set of points, and denote $\mathcal{G}=\Pi(X, A)$. We write $\mathcal{G}_{a}=\operatorname{Hom}_{\mathcal{G}}(a, a)$ for $a$ in $\mathcal{G}$. Since a compact connected manifold has the homotopy type of a finite CW-complex, every $\mathcal{G}_{a}=\pi_{1}(X, a)$ is a finitely generated group.

The groupoid $\mathcal{G}$ has finitely many connected components, where we say objects $a, b \in \mathcal{G}$ are connected if $\operatorname{Hom}_{\mathcal{G}}(a, b)$ is non-empty. Pick a subset $S=\left\{a_{1}, \ldots, a_{s}\right\} \subset A$ such that each connected component of $\mathcal{G}$ contains exactly one of the $a_{i}$. Also pick an arrow $f_{a}: a_{i} \rightarrow a$ for each $a \in A$ (with $a_{i} \in S$ in the connected component of $a$ ) such that $f_{a_{i}}=\operatorname{id}_{a_{i}}$ for each $a_{i} \in S$. Now if $G$ is a group, then a morphism of groupoids $\rho: \mathcal{G} \rightarrow G$ is uniquely determined by the group morphisms $\rho_{i}: \mathcal{G}_{a_{i}} \rightarrow G$ and a choice of $\rho\left(f_{a}\right) \in G$. Namely, any $\gamma: a \rightarrow b$ in $\mathcal{G}$ can be written as $\gamma=f_{b} \circ \gamma^{\prime} \circ\left(f_{a}\right)^{-1}$ for some $\gamma^{\prime} \in \mathcal{G}_{a_{i}}$ (with $a_{i} \in S$ in the connected component of $a$ and $b$ ). The elements $\rho\left(f_{a}\right)$ can take any value for $a \notin A \backslash S$ (and $\rho\left(f_{a_{i}}\right)=1 \in G$ for $a_{i} \in S$ ), so if $\mathcal{G}$ has $n$ objects and $s$ connected components, we have

$$
\begin{equation*}
\operatorname{Hom}_{\operatorname{Grpd}}(\mathcal{G}, G) \cong \operatorname{Hom}\left(\mathcal{G}_{a_{1}}, G\right) \times \cdots \times \operatorname{Hom}\left(\mathcal{G}_{a_{s}}, G\right) \times G^{n-s} \tag{2.3}
\end{equation*}
$$

If $G$ is an algebraic group, each of these factors naturally carries the structure of an algebraic variety. Namely, each $\mathcal{G}_{a_{i}}$ is finitely generated, so $\operatorname{Hom}\left(\mathcal{G}_{a_{i}}, G\right)$ can be identified with a subvariety of $G^{m}$ for some $m>0$. This gives $\operatorname{Hom}(\mathcal{G}, G)$ the structure of an algebraic variety, and this structure can be shown not to depend on the choices.

Definition 2.12. Let $X$ be a compact connected manifold (possibly with boundary) and $A \subset X$ a finite set. Then we define the $G$-representation variety of $(X, A)$ to be

$$
\mathfrak{X}_{G}(X, A)=\operatorname{Hom}_{\operatorname{Grpd}}(\Pi(X, A), G) .
$$

Note that the functor $\operatorname{Hom}_{\operatorname{Grpd}}(-, G)$ sends pushouts to pullbacks, so we obtain an induced 2-functor

$$
\mathcal{F}: \mathbf{B d p}_{n} \rightarrow \operatorname{Span}\left(\mathbf{V a r}_{k}\right),
$$

which we refer to as the field theory. This functor sends an object $(M, A)$ to $\mathfrak{X}_{G}(M, A)$, a bordism $(W, A):\left(M_{1}, A_{1}\right) \rightarrow\left(M_{2}, A_{2}\right)$ to the span

$$
\mathfrak{X}_{G}\left(M_{1}, A_{1}\right) \longleftarrow \mathfrak{X}_{G}(W, A) \longrightarrow \mathfrak{X}_{G}\left(M_{2}, A_{2}\right),
$$

and a 2-morphism given by diffeomorphism $F:(W, A) \rightarrow\left(W^{\prime}, A^{\prime}\right)$ with $F(A) \subset A^{\prime}$ to an inclusion of the corresponding varieties.

Recall that $\operatorname{Var}_{k}$ is a monoidal category, the tensor product being $\times_{k}$ and the unital object $\operatorname{Spec} k$, so the category $\operatorname{Span}\left(\operatorname{Var}_{k}\right)$ is monoidal as well. Following the above construction,
one can see that $\mathcal{F}$ is a monoidal functor. Indeed, $\mathfrak{X}_{G}(\varnothing)=\operatorname{Hom}_{\operatorname{Grpd}}(\varnothing, G)$ is a point, and $\mathfrak{X}_{G}\left(X \sqcup X^{\prime}, A \cup A^{\prime}\right) \cong \mathfrak{X}_{G}(X, A) \times_{k} \mathfrak{X}_{G}\left(X^{\prime}, A^{\prime}\right)$ as can be easily shown from (2.3). Also, $\mathcal{F}$ is seen to be symmetric.

The last step in constructing the TQFT is the quantization functor

$$
\mathcal{Q}: \operatorname{Span}\left(\operatorname{Var}_{k}\right) \rightarrow \mathrm{K}\left(\mathbf{V a r}_{k}\right)-\mathbf{M o d}_{t},
$$

which assigns to an object $X$ the $\mathrm{K}\left(\operatorname{Var}_{k}\right)$-module $\mathrm{K}(\operatorname{Var} / X)$, and to a span $X \stackrel{f}{\longleftarrow} Z \xrightarrow{g} Y$ the morphism $g!\circ f^{*}: \mathrm{K}(\operatorname{Var} / X) \rightarrow \mathrm{K}(\operatorname{Var} / Y)$ (see Example 2.6). Given a 2-morphism

we see that $\left(g_{1}\right)!\circ\left(f_{1}\right)^{*}=\left(g_{2}\right)!\circ h_{!} \circ h^{*} \circ f_{2}^{*}$, which defines an (immediate) twist from $\left(g_{1}\right)!\circ\left(f_{1}\right)^{*}$ to $\left(g_{2}\right)!\circ\left(f_{2}\right)^{*}$. For a proof that $\mathcal{Q}$ is a lax (symmetric) monoidal 2-functor, see [11, Theorem 4.13].
Remark 2.13. Contrary to $\mathcal{F}$, the quantization functor $\mathcal{Q}: \operatorname{Span}\left(\operatorname{Var}_{k}\right) \rightarrow \mathrm{K}\left(\operatorname{Var}_{k}\right)-\operatorname{Mod}_{t}$ is not a monoidal functor. Namely, even though there is a natural map

$$
\begin{aligned}
& \mathcal{Q}(X) \otimes \mathcal{Q}(Y)=\mathrm{K}(\operatorname{Var} / X) \otimes \mathrm{K}(\operatorname{Var} / Y) \rightarrow \mathrm{K}(\operatorname{Var} /(X \times Y))=\mathcal{Q}(X \times Y), \\
& {[V \rightarrow X] \otimes[W \rightarrow Y] \mapsto[V \times W \rightarrow X \times Y],}
\end{aligned}
$$

this map need not be an isomorphism. Relaxing the condition of this natural map to be an isomorphism, we obtain the notion of a lax monoidal functor.

At last, we define the symmetric lax monoidal TQFT as the composition of the field theory and the quantization functor

$$
Z=\mathcal{Q} \circ \mathcal{F}: \operatorname{Bdp}_{n} \rightarrow \mathrm{~K}\left(\mathbf{V a r}_{k}\right)-\operatorname{Mod}_{t} .
$$

Now, any closed connected oriented manifold $X$ of dimension $n$, with a point $\star$ on $X$, can be viewed as a bordism $(X, \star): \varnothing \rightarrow \varnothing$. Then $\mathcal{F}(X, \star)$ is the span

$$
\star \stackrel{t}{\leftarrow} \mathfrak{X}_{G}(X, \star)=\mathfrak{X}_{G}(X) \xrightarrow{t} \star
$$

and $Z(X, \star)(1)=t_{!} t^{*}(\star)=t_{!}\left(\left[\mathfrak{X}_{G}(X)\right]_{\mathfrak{X}_{G}(X)}\right)=\left[\mathfrak{X}_{G}(X)\right]$ as desired.

### 2.5 Parabolic structures

Let $\Lambda$ be a set of conjugacy-closed subsets of $G$. We will slightly modify the construction above to obtain a (lax symmetric) TQFT $Z_{\Lambda}: \operatorname{Bdp}_{n}(\Lambda) \rightarrow \mathrm{K}\left(\operatorname{Var}_{k}\right)-\mathbf{M o d}_{t}$. This will be an extension of $Z$ in the sense that it yields the same modules and morphisms as $Z$ in the absence of parabolic structures, i.e., $Z_{\Lambda}(X, A, \varnothing)=Z(X, A)$.

Let $X$ be a compact manifold (possibly with boundary) with a parabolic structure $Q$ given by

$$
Q=\left\{\left(S_{1}, \mathcal{E}_{1}\right), \ldots,\left(S_{s}, \mathcal{E}_{s}\right)\right\}
$$

and $A \subset X$ a finite set intersecting each connected component of $X$, but not intersecting $S=\cup_{i} S_{i}$. Then the representation variety of $(X, A, Q)$ is defined as

$$
\mathfrak{X}_{G}(X, A, Q)=\left\{\rho: \Pi(X-S, A) \rightarrow G \left\lvert\, \begin{array}{c}
\rho(\gamma) \in \mathcal{E}_{i} \text { for all loops } \gamma \text { around } S_{i}  \tag{2.4}\\
\text { positive w.r.t. the co-orientation, } \\
\text { for all }\left(S_{i}, \mathcal{E}_{i}\right) \in Q
\end{array}\right.\right\},
$$

where ' $\gamma$ around $S_{i}$ ' means a non-zero loop $\gamma$ in $\Pi(X-S, A)$ which is zero in $\Pi\left(X-\left(S-S_{i}\right), A\right)$. Since the $\mathcal{E}_{i}$ are conjugacy-closed, the condition on the loops $\gamma$ around $S_{i}$ is independent on the chosen base point. Indeed, this definition of $\mathfrak{X}_{G}(X, A, Q)$ agrees with Definition 2.12 for $Q=\varnothing$. When $X$ is connected, we write

$$
\mathfrak{X}_{G}(X, Q)=\mathfrak{X}_{G}(X, \star, Q) .
$$

In the particular case of $X=\Sigma_{g}$ with parabolic structure $Q=\left\{\left(S_{1}, \mathcal{E}_{1}\right), \ldots,\left(S_{s}, \mathcal{E}_{s}\right)\right\}$ (coorientation induced from orientation on $\Sigma_{g}$ ), we find

$$
\begin{aligned}
\mathfrak{X}_{G}\left(\Sigma_{g}, Q\right)=\{ & \left(A_{1}, B_{1}, \ldots, A_{g}, B_{g}, C_{1}, \ldots, C_{s}\right) \in G^{2 g+s} \mid \\
& \left.\prod_{i=1}^{g}\left[A_{i}, B_{i}\right] \prod_{i=1}^{s} C_{i}=1 \text { and } C_{i} \in \mathcal{E}_{i}\right\} .
\end{aligned}
$$

Consider the modified field theory $\mathcal{F}_{\Lambda}: \mathbf{B d p}_{n}(\Lambda) \rightarrow \operatorname{Span}\left(\operatorname{Var}_{k}\right)$ that maps an object $(M, A, Q)$ to $\mathfrak{X}_{G}(M, A, Q)$, a bordism $(W, A, Q):\left(M_{1}, A_{1}, Q_{1}\right) \rightarrow\left(M_{2}, A_{2}, Q_{2}\right)$ to the span

$$
\mathfrak{X}_{G}\left(M_{1}, A_{1}, Q_{1}\right) \longleftarrow \mathfrak{X}_{G}(W, A, Q) \longrightarrow \mathfrak{X}_{G}\left(M_{2}, A_{2}, Q_{2}\right)
$$

induced by the inclusions and a 2-morphism given by diffeomorphism $F: W \rightarrow W^{\prime}$ with $F(A) \subset A^{\prime}$ to an inclusion of the corresponding varieties (see [12]). It is easy to see that this functor is still monoidal. We obtain the resulting (lax symmetric) TQFT

$$
Z_{\Lambda}=\mathcal{Q} \circ \mathcal{F}_{\Lambda}: \operatorname{Bdp}_{n}(\Lambda) \rightarrow K\left(\operatorname{Var}_{k}\right)-\operatorname{Mod}_{t}
$$

To a closed connected oriented manifold $X$ with parabolic structure $Q$ is now associated the invariant

$$
Z_{\Lambda}(X, A, Q)(1)=\left[\mathfrak{X}_{G}(X, A, Q)\right] .
$$

Since $Z_{\Lambda}$ is understood to be an extension of the earlier TQFT $Z: \mathbf{B d p} p_{n} \rightarrow \mathrm{~K}\left(\operatorname{Var}_{k}\right)$ Mod $_{t}$, and since it is clear what set $\Lambda$ we consider, we will just write $Z$ for $Z_{\Lambda}$.

### 2.6 Field theory in dimension 2

We focus on the case of dimension $n=2$. Let $X=\Sigma_{g}$ be a closed oriented 2-dimensional surface of genus $g$, possibly with a parabolic structure $Q$. Now $\Sigma_{g}$ can be considered as a bordism $\varnothing \rightarrow \varnothing$, and after taking a suitable finite set $A \subset \Sigma_{g}$, be written as a composition of the following bordisms:


Here $L_{\mathcal{E}}$ denotes the cylinder with parabolic structure $\{(\star, \mathcal{E})\}$ with $\mathcal{E} \in \Lambda$. Now indeed, if we write $Q=\left\{\left(p_{1}, \mathcal{E}_{1}\right), \ldots,\left(p_{s}, \mathcal{E}_{s}\right)\right\}$ for the parabolic structure on $\Sigma_{g}$, we have

$$
\begin{equation*}
\left(\Sigma_{g}, A, Q\right)=D^{\dagger} \circ L^{g} \circ L_{\mathcal{E}_{1}} \circ \cdots \circ L_{\mathcal{E}_{s}} \circ D . \tag{2.6}
\end{equation*}
$$

Of course, the category $\operatorname{Bdp}_{2}(\Lambda)$ consists of more objects and morphisms than just the ones mentioned in (2.5). However, as we are only interested in closed connected surfaces (possibly
with a parabolic structure), we will restrict our attention to a subcategory of $\mathbf{B d p}_{2}(\Lambda)$ : we say a strict tube is any composition of the bordisms in (2.5), and let $\mathbf{T b}_{2}(\Lambda)$ be the subcategory of $\mathbf{B d} \mathbf{p}_{2}(\Lambda)$ whose objects are disjoint copies of $\left(S^{1}, \star\right)$ and bordisms are disjoint unions of strict tubes. Note that $\mathbf{T b}_{2}(\Lambda)$ is still monoidal (with the same monoidal structure as $\mathbf{B d p} \mathbf{p}_{2}(\Lambda)$ ). We refer to $\mathbf{T} \mathbf{b}_{2}(\Lambda)$ as the category of tubes.

We restrict $Z$ to a functor $\mathbf{T b}_{2}(\Lambda) \rightarrow \mathrm{K}\left(\operatorname{Var}_{k}\right)$ - $\mathbf{M o d}_{t}$, and explicitly describe what the TQFT does to our objects and bordisms in (2.5).

The fundamental groups $\pi_{1}(D)$ and $\pi_{1}\left(D^{\dagger}\right)$ are trivial, implying $\mathfrak{X}_{G}(D)=\mathfrak{X}_{G}\left(D^{\dagger}\right)=\star$. Since $\pi_{1}\left(S^{1}, \star\right)=\mathbb{Z}$, we have $\mathfrak{X}_{G}\left(S^{1}, \star\right)=\operatorname{Hom}(\mathbb{Z}, G)=G$ and since $\Pi(\varnothing)$ is the empty groupoid, we have $\mathfrak{X}_{G}(\varnothing)=\star$. Hence the field theory for $D$ and $D^{\dagger}$ is given by

For the bordism $L$, call its two basepoints $a$ and $b$. The surface of $L$ is homotopic to a torus with two punctures, so its fundamental group (w.r.t. $a$ ) is the free group $F_{3}$. We pick generators $\gamma, \gamma_{1}, \gamma_{2}$ as depicted in the following image, and a path $\alpha$ connecting $a$ and $b$ :


According to (2.3) we can now identify

$$
\mathfrak{X}_{G}(L) \cong \operatorname{Hom}\left(F_{3}, G\right) \times G \cong G^{4}, \quad \rho \mapsto\left(\rho(\gamma), \rho\left(\gamma_{1}\right), \rho\left(\gamma_{2}\right), \rho(\alpha)\right) .
$$

A generator for $\pi_{1}\left(S^{1}, b\right)$ is given by $\alpha \gamma\left[\gamma_{1}, \gamma_{2}\right] \alpha^{-1}$, and so the field theory for $L$ is found to be

$$
\begin{array}{cccccc}
\mathcal{F}(L): & G & \longleftarrow & G^{4} & \longrightarrow & G \\
& g & \longleftarrow & \left(g, g_{1}, g_{2}, h\right) & \mapsto & h g\left[g_{1}, g_{2}\right] h^{-1} . \tag{2.7}
\end{array}
$$

Finally for the bordism $L_{\mathcal{E}}$, call its two basepoints $a$ and $b$. The fundamental group (w.r.t. $a$ ) of the cylinder with a puncture is the free group $F_{2}$. We pick generators $\gamma, \gamma^{\prime}$ as depicted in the following image, and a path $\alpha$ connecting $a$ and $b$ :


Using (2.4) we can now identify

$$
\mathfrak{X}_{G}\left(L_{\mathcal{E}}\right) \cong G^{2} \times \mathcal{E}, \quad \rho \mapsto\left(\rho(\gamma), \rho(\alpha), \rho\left(\gamma^{\prime}\right)\right) .
$$

A generator for $\pi_{1}\left(S^{1}, b\right)$ is given by $\alpha \gamma \gamma^{\prime} \alpha^{-1}$, and so the field theory for $L_{\mathcal{E}}$ is found to be

$$
\begin{array}{cccccc}
\mathcal{F}\left(L_{\lambda}\right): & G & \longleftarrow & G^{2} \times \mathcal{E} & \longrightarrow & G \\
& g & \leftarrow & (g, h, \xi) & \mapsto & h g \xi h^{-1} .
\end{array}
$$

Finally, using (2.3) and (2.6) we can express the class of the character variety $\mathfrak{X}_{G}\left(\Sigma_{g}, Q\right)$ in terms of the TQFT (see also [11, Theorem 4.11]).

Theorem 2.14. Let $\Sigma_{g}$ be the closed oriented surface of genus $g$ with parabolic structure $Q=$ $\left\{\left(S_{1}, \mathcal{E}_{1}\right), \ldots,\left(S_{s}, \mathcal{E}_{s}\right)\right\}$. Then,

$$
\begin{align*}
{\left[\mathfrak{X}_{G}\left(\Sigma_{g}, Q\right)\right] } & =\frac{1}{[G]^{g+s}}\left[\mathfrak{X}_{G}\left(\Sigma_{g},\{g+s+1 \text { points }\}, Q\right)\right] \\
& =\frac{1}{[G]^{g+s}} Z\left(D^{\dagger} \circ L^{g} \circ L_{\mathcal{E}_{1}} \circ \cdots \circ L_{\mathcal{E}_{s}} \circ D\right)(1) . \tag{2.8}
\end{align*}
$$

Note that $[G]$ might be a zero-divisor. Indeed, in this paper, we focus on the groups of upper triangular matrices $\mathbb{U}_{n}$ of rank $n=2,3,4$ whose classes are products of the class of the punctured affine line $\left[\mathbb{A}_{k}^{1} \backslash\{0\}\right]$ and the class of the affine line $\left[\mathbb{A}_{k}^{1}\right]$, where the latter is a zero divisor in $\mathrm{K}\left(\mathbf{V a r}_{k}\right)$ [4, 23]. However, one can consider a suitable localization of $\mathrm{K}\left(\mathbf{V a r}_{k}\right)$, the localization with the classes of $\left[\mathbb{A}_{k}^{1}\right]$ and $\left[\mathbb{A}_{k}^{1} \backslash\{0\}\right]$, in which the computation described by (2.8) holds.

### 2.7 Reduction of the TQFT

Let $Z: \mathcal{B} \rightarrow R$ - $_{\text {Mod }}^{t}$ be a (lax monoidal) TQFT, where $\mathcal{B}$ is some kind of bordism category (e.g., $\mathbf{B d p}_{n}, \operatorname{Bdp}_{n}(\Lambda)$ or $\left.\mathbf{T b}_{2}(\Lambda)\right)$ and $R$ is a commutative ring. For some TQFTs there is a symmetry, such as a group action, which can be used to 'reduce' the TQFT, allowing for a simplification of the computations. In this section, we will show how such a reduction can be obtained.

For each object $M \in \mathcal{B}$, let

$$
Z(M) \underset{\beta_{M}}{\stackrel{\alpha_{M}}{\rightleftarrows}} N_{M}
$$

be $R$-module morphisms, with $N_{M}$ an $R$-module. Assume that $N_{\varnothing}=Z(\varnothing)$ with $\alpha_{\varnothing}$ and $\beta_{\varnothing}$ the identity maps. Let $V_{M}$ be a submodule of $N_{M}$ such that $\left(\alpha_{M^{\prime}} \circ Z(W) \circ \beta_{M}\right)\left(V_{M}\right) \subset V_{M^{\prime}}$ for all bordisms $W: M \rightarrow M^{\prime}$ in $\mathcal{B}$. In particular, $\left(\alpha_{M} \circ \beta_{M}\right)\left(V_{M}\right) \subset V_{M}$ for any $M$.

Lemma 2.15. Suppose that the map $\alpha_{M} \circ \beta_{M}: V_{M} \rightarrow V_{M}$ is invertible for all $M \in \mathcal{B}$. Then for every $W: M \rightarrow M^{\prime}$ there exists a unique $R$-linear map $\tilde{Z}(W): V_{M} \rightarrow V_{M^{\prime}}$ such that the following diagram commutes:


Proof. Indeed, the above diagram is well-defined by the assumption that $\left(\alpha_{M^{\prime}} \circ Z(W) \circ\right.$ $\left.\beta_{M}\right)\left(V_{M}\right) \subset V_{M^{\prime}}$. We are looking for an $R$-linear map $\tilde{Z}(W): V_{M} \rightarrow V_{M^{\prime}}$ such that $\tilde{Z}(W) \circ \alpha_{M}=$ $\alpha_{M^{\prime}} \circ Z(W)$. Precomposing this equality with $\beta_{M} \circ\left(\alpha_{M} \circ \beta_{M}\right)^{-1}$ gives

$$
\begin{equation*}
\tilde{Z}(W)=\alpha_{M^{\prime}} \circ Z(W) \circ \beta_{M} \circ\left(\alpha_{M} \circ \beta_{M}\right)^{-1} . \tag{2.9}
\end{equation*}
$$

This shows there is a unique choice of $\tilde{Z}(W)$, and it is easy to see that this choice makes the diagram commute: any $x \in \beta_{M}\left(V_{M}\right)$ can be written as $x=\beta_{M}(y)$ for some $y \in V_{M}$, so

$$
\tilde{Z}(W) \circ \alpha_{M}(x)=\tilde{Z}(W) \circ\left(\alpha_{M} \circ \beta_{M}\right)(y)=\alpha_{M^{\prime}} \circ Z(W) \circ \beta_{M}(y)=\alpha_{M^{\prime}} \circ Z(W)(x) .
$$

Now our goal is to construct a 2-functor $\tilde{Z}: \mathcal{B} \rightarrow R-\operatorname{Mod}_{t}$ with $\tilde{Z}(M)=V_{M}$ and $\tilde{Z}(W): V_{M}$ $\rightarrow V_{M^{\prime}}$ for any $W: M \rightarrow M^{\prime}$ as above. From (2.9) we see that a twist from $Z\left(W_{1}\right)$ to $Z\left(W_{2}\right)$ induces a twist from $\tilde{Z}\left(W_{1}\right)$ to $\tilde{Z}\left(W_{2}\right)$. Note that $\tilde{Z}$ preserves compositions of 1-morphisms if the following additional assumption holds:

$$
Z(W)\left(\beta_{M}\left(V_{M}\right)\right) \subset \beta_{M^{\prime}}\left(V_{M^{\prime}}\right) \quad \text { for any bordism } \quad W: M \rightarrow M^{\prime}
$$

Namely if so, let $W: M \rightarrow M^{\prime}$ and $W^{\prime}: M^{\prime} \rightarrow M^{\prime \prime}$ be bordisms. Then

is a commutative diagram by the previous lemma. We have $\tilde{Z}\left(W^{\prime}\right) \circ \tilde{Z}(W) \circ \alpha_{M}=\alpha_{M^{\prime \prime}} \circ Z\left(W^{\prime}\right) \circ$ $Z(W)=\alpha_{M^{\prime \prime}} \circ Z\left(W^{\prime} \circ W\right)$, so uniqueness implies that $\tilde{Z}\left(W^{\prime} \circ W\right)=\tilde{Z}\left(W^{\prime}\right) \circ \tilde{Z}(W)$, and hence $\tilde{Z}$ is a functor.

Summarizing, we obtain the following definition.
Definition 2.16. For each object $M$ in $\mathcal{B}$, let $Z(M) \underset{\beta_{M}}{\stackrel{\alpha_{M}}{\underset{~}{~}}} N_{M}$ be $R$-module morphisms with $N_{M}$ an $R$-module, and $V_{M} \subset N_{M}$ a submodule. If
(i) $N_{\varnothing}=Z(\varnothing)$ and $\alpha_{\varnothing}, \beta_{\varnothing}$ are identity maps,
(ii) $\left(\alpha_{M^{\prime}} \circ Z(W) \circ \beta_{M}\right)\left(V_{M}\right) \subset V_{M^{\prime}}$ for all bordisms $W: M \rightarrow M^{\prime}$,
(iii) the restriction $\alpha_{M} \circ \beta_{M}: V_{M} \rightarrow V_{M}$ is invertible for all $M$,
(iv) $Z(W)\left(\beta_{M}\left(V_{M}\right)\right) \subset \beta_{M^{\prime}}\left(V_{M^{\prime}}\right)$ for all bordisms $W: M \rightarrow M^{\prime}$,
then we speak of a reduction of the TQFT, and call the functor $\tilde{Z}$ of Lemma 2.15 the reduced TQFT.

The whole point of the reduced TQFT $\tilde{Z}$ is that it computes the same invariants as $Z$ for closed manifolds, while allowing for easier computations. Indeed, if $W: \varnothing \rightarrow \varnothing$ is a bordism, then

$$
\tilde{Z}(W)(1)=\tilde{Z}(W) \circ \alpha_{\varnothing}(1)=\alpha_{\varnothing} \circ Z(W)(1)=Z(W)(1)
$$

In Section 3, we will apply this to the category $\mathcal{B}=\mathbf{T b}_{2}(\Lambda)$ and TQFT of Section 2.5 , as follows. We have $Z\left(S^{1}, \star\right)=\mathrm{K}(\operatorname{Var} / G)$, and there is an action of $G$ on itself by conjugation. Suppose there are conjugacy-closed strata $\mathcal{C}_{1}, \ldots, \mathcal{C}_{n}$ for $G$, with maps $\pi_{i}: \mathcal{C}_{i} \rightarrow C_{i}$ whose fibers are precisely the orbits of $G$. Then we have an induced decomposition $K(\operatorname{Var} / G)=\mathrm{K}\left(\operatorname{Var} / \mathcal{C}_{1}\right) \oplus$ $\cdots \oplus \mathrm{K}\left(\operatorname{Var} / \mathcal{C}_{n}\right)$, and the maps $\left(\pi_{i}\right)$ ! and $\left(\pi_{i}\right)^{*}$ induce maps

$$
\begin{equation*}
\mathrm{K}\left(\operatorname{Var} / \mathcal{C}_{1}\right) \oplus \cdots \oplus \mathrm{K}\left(\operatorname{Var} / \mathcal{C}_{n}\right) \stackrel{\pi_{!}}{\stackrel{\pi^{*}}{\rightleftarrows}} \mathrm{~K}\left(\operatorname{Var} / C_{1}\right) \oplus \cdots \oplus \mathrm{K}\left(\operatorname{Var} / C_{n}\right) \tag{2.10}
\end{equation*}
$$

which by slight abuse of notation we denote by $\pi^{*}$ and $\pi_{!}$. For bordisms $W:\left(S^{1}, \star\right) \rightarrow\left(S^{1}, \star\right)$, we write $Z_{\pi}(W)=\pi!\circ Z(W) \circ \pi^{*}$ as a shorthand. Let $V \subset \bigoplus_{i=1}^{n} \mathrm{~K}\left(\operatorname{Var} / C_{i}\right)$ be a submodule on which $\eta=\pi!\pi^{*}$ is invertible. Now, not any such stratification will satisfy the conditions for a reduction. To make this precise, consider the variety $\Delta=\left\{\left(g_{1}, g_{2}\right) \in G^{2} \mid g_{1} \sim g_{2}\right\}$ of the pairs of conjugate elements of $G$, and the conjugation map

$$
c: \quad G^{2} \rightarrow \Delta, \quad(g, h) \mapsto\left(g, h g h^{-1}\right)
$$

The stratification of $G$ naturally induces a stratification of $\Delta$, whose strata we denote by $\Delta_{i}=\left\{\left(g_{1}, g_{2}\right) \in \mathcal{C}_{i}^{2}: g_{1} \sim g_{2}\right\}$, and the map $c_{!} c^{*}$ naturally restricts to a map $\mathrm{K}\left(\operatorname{Var} / \Delta_{i}\right) \rightarrow$ $\mathrm{K}\left(\operatorname{Var} / \Delta_{i}\right)$.

Proposition 2.17. Let $G$ be an algebraic group, stratified by conjugacy-closed strata $\mathcal{C}_{i}$, with maps $\pi_{i}: \mathcal{C}_{i} \rightarrow C_{i}$ whose fibers are precisely the orbits of $G$, and let $V \subset \bigoplus_{i=1}^{n} \mathrm{~K}\left(\operatorname{Var} / C_{i}\right)$ be a submodule. Assume that
(i) $Z_{\pi}(W)(V) \subset V$ for all bordisms $W:\left(S^{1}, \star\right) \rightarrow\left(S^{1}, \star\right)$,
(ii) the map $\eta=\pi!\pi^{*}: V \rightarrow V$ is invertible,
(iii) $[\{1\}] \in \pi^{*} V$ and whenever $X \in V$ then $X_{i}=\left.X\right|_{C_{i}} \in V$ as well,
(iv) for each stratum $\mathcal{C}_{i}$, the stabilizers $\mathrm{Stab}_{i}$ of the points are all isomorphic and special. ${ }^{1}$

Then the maps in (2.10) and the submodule $V$ yield a reduction of the TQFT.
Proof. The only remaining condition to show is (iv) of Definition 2.16, and it suffices to show this holds for the bordisms $D, D^{\dagger}, L$ and $L_{\mathcal{E}}$. This holds for $D$ by assumption (iii), and for $D^{\dagger}$ trivially because $V_{\varnothing}=\mathrm{K}\left(\operatorname{Var}_{k}\right)$. For $L$, we consider the associated span $\mathcal{F}(L)$ given by

$$
\begin{array}{ccccc}
G & \stackrel{p}{\leftrightarrows} & G^{4} & \xrightarrow{q} & G, \\
g & \leftarrow & \left(g, g_{1}, g_{2}, h\right) & \mapsto & h g\left[g_{1}, g_{2}\right] h^{-1}
\end{array}
$$

and also the modified span

$$
\begin{array}{ccccc}
G & \stackrel{\tilde{p}}{\leftrightarrows} & G^{3} & \xrightarrow{\tilde{q}} & G, \\
g & \longleftrightarrow & \left(g, g_{1}, g_{2}\right) & \mapsto & g\left[g_{1}, g_{2}\right] .
\end{array}
$$

It is not hard to see that

$$
\begin{equation*}
q!p^{*}=\left(p_{2}\right)!c!c^{*}\left(p_{1}\right)^{*} \tilde{q} \tilde{p}^{*} \tag{2.11}
\end{equation*}
$$

with $p_{1}, p_{2}: \Delta \rightarrow G$ the projections, as both sides of the equality send $X \xrightarrow{f} G$ to

$$
\begin{array}{ccc}
\left\{\left(x, g, g_{1}, g_{2}, h\right) \in X \times G^{4} \mid g=f(x)\right\} & \longrightarrow & G, \\
\left(x, g, g_{1}, g_{2}, h\right) & \mapsto & h g\left[g_{1}, g_{2}\right] h^{-1} .
\end{array}
$$

Let us describe the restrictions $\left(c_{!} c^{*}\right)_{i}: \mathrm{K}\left(\operatorname{Var} / \Delta_{i}\right) \rightarrow \mathrm{K}\left(\operatorname{Var} / \Delta_{i}\right)$. For any $X \xrightarrow{f} \Delta_{i}$, the pullback $c^{*} X \rightarrow X$ is a Stab $_{i}$-torsor, so by assumption (iv), it is Zariski-locally trivial, yielding $\left[c^{*} X\right]_{X}=\left[\mathrm{Stab}_{i}\right][X]_{X}$. In particular, the restrictions $\left(c_{!} c^{*}\right)_{i}$ are given by scalar multiplication with $\left[\mathrm{Stab}_{i}\right]$.

Now, take any $X \in V$, let $Y=\tilde{q}!\tilde{p}^{*} \pi^{*} X \in \mathrm{~K}(\operatorname{Var} / G)$, and decompose $Y=\sum_{i=1}^{n} Y_{i}$ with each $Y_{i} \in \mathrm{~K}\left(\mathbf{V a r} / \mathcal{C}_{i}\right)$ according to the stratification of $G$. Then $\pi_{!} Y=\pi_{!} \tilde{q}!\tilde{p}^{*} \pi^{*} X=$ $\frac{1}{[G]} Z_{\pi}(L)(X)$ lies in $V$ by (i), so $\pi_{!} Y_{i}=\left(\pi_{!} Y\right)_{i}$ lies in $V$ by (iii). Furthermore, $\left(p_{2}\right)_{!} c!c^{*}\left(p_{1}\right)^{*} Y_{i}=$ $\left[\operatorname{Stab}_{i}\right]\left(p_{2}\right)_{!}\left(p_{1}\right)^{*} Y_{i}=\left[\operatorname{Stab}_{i}\right] \pi^{*} \pi_{!} Y_{i} \in \pi^{*} V$, so it follows using (2.11) that

$$
Z(L)\left(\pi^{*} X\right)=\sum_{i} \pi^{*} \pi!Y_{i} \in \pi^{*} V
$$

A completely similar argument shows that $Z\left(L_{\mathcal{E}}\right)\left(\pi^{*} V\right) \subset \pi^{*} V$ as well.

[^0]In this paper, we consider the groups of upper triangular matrices $\mathbb{U}_{2}, \mathbb{U}_{3}$ and $\mathbb{U}_{4}$ over $\mathbb{C}$. For these groups, there exists a natural stratification given by the types of conjugacy classes. In particular, for each stratum, the stabilizers of the points are isomorphic and special, hence satisfying condition (iv) of the proposition above.

Now we see that the reduced TQFT leads to a simplification of the computation, as it allows us to work over $\mathrm{K}\left(\operatorname{Var} / C_{i}\right)$ instead of $\mathrm{K}\left(\operatorname{Var} / \mathcal{C}_{i}\right)$. This is reflected in the computations by the fact that we can get rid of the conjugation by $h$ as in the span of $\mathcal{F}(L)(2.7)$.

Remark 2.18. For the groups $G$ and strata $\mathcal{C}_{i}$ we consider in the next sections, it might be that the map $\eta=\pi!\pi^{*}$ is not invertible as a $\mathrm{K}\left(\operatorname{Var}_{k}\right)$-module morphism. However, one can replace the ring $\mathrm{K}\left(\mathbf{V a r}_{k}\right)$ by a suitable localization (often it suffices to invert $[G]$ ), to make $\eta$ is invertible. As a consequence, the resulting classes $\left[\mathfrak{X}_{G}(X, Q)\right]$ will only be defined in that localization. This is not unreasonable, since $[G]$ needs to be invertible anyway in order to apply (2.8). Also in many cases we can still extract algebraic data from the localized class: given a multiplicative system $S \subset \mathrm{~K}\left(\mathbf{V a r}_{k}\right)$ and an element $\bar{x} \in S^{-1} \mathrm{~K}\left(\mathbf{V a r}_{k}\right)$ that admits a lift $x \in \mathrm{~K}\left(\mathbf{V a r}_{k}\right)$, this lift is defined up to a sum of annihilators of elements of $S$. If $\varphi: \mathrm{K}\left(\operatorname{Var}_{k}\right) \rightarrow R$ is a ring morphism with $R$ a domain such that $\varphi(s) \neq 0$ for all $s \in S$, then $\varphi(a)=0$ for any annihilator $a$ of any $s \in S$. Hence $\varphi(x)$ is independent on the choice of lift. The example to have in mind here is the $E$-polynomial $e: K\left(\operatorname{Var}_{\mathbb{C}}\right) \rightarrow \mathbb{Z}[u, v]$. Since $e(q)=u v \neq 0$, where $q=\left[\mathbb{A}_{\mathbb{C}}^{1}\right] \in \mathrm{K}\left(\operatorname{Var}_{\mathbb{C}}\right)$, to compute the $E$-polynomial of some variety $X$ over $\mathbb{C}$ it is sufficient to know its class in the localized ring $S^{-1} \mathrm{~K}\left(\operatorname{Var}_{\mathbb{C}}\right)$ for $S=\left\{1, q, q^{2}, \ldots\right\}$. (Similarly we could invert $q-1$ or $q+1$.)

## 3 Applications

In this section, we apply the technique developed in Sections 2.6 and 2.7 to compute the class of the $G$-representation varieties $\mathfrak{X}_{G}\left(\Sigma_{g}\right)$ in the Grothendieck ring $\mathrm{K}\left(\operatorname{Var}_{\mathbb{C}}\right)$, with $G$ being the groups of complex upper triangular $n \times n$ matrices for $n=2,3,4$. We prove our main theorems, Theorems 1.1 and 1.5. We also discuss generalizations of Theorem 1.1 to representation varieties with parabolic structures.

### 3.1 Upper triangular $2 \times 2$

We denote the group of $2 \times 2$ upper triangular matrices over $\mathbb{C}$ by

$$
\mathbb{U}_{2}=\left\{\left.\left(\begin{array}{ll}
a & b \\
0 & c
\end{array}\right) \right\rvert\, a, c \neq 0\right\} .
$$

It is easily seen that the class of $\mathbb{U}_{2}$ in the Grothendieck ring of varieties is $\left[\mathbb{A}_{\mathbb{C}}^{1}\right]\left[\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}\right]^{2}=$ $q(q-1)^{2}$. Moreover, this group contains the following three types of conjugacy classes according to their orbit with respect to conjugation.

1. All scalar matrices $\left(\begin{array}{cc}\lambda & 0 \\ 0 & \lambda\end{array}\right)$ have a singleton orbit.
2. All matrices of the form $\left(\begin{array}{cc}\lambda & b \\ 0 & \lambda\end{array}\right)$ with $b \neq 0$ are conjugate to the Jordan block $\left(\begin{array}{ll}\lambda & 1 \\ 0 & \lambda\end{array}\right)$, and thus have an orbit isomorphic to $\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}$.
3. All remaining matrices in $\mathbb{U}_{2}$ are of the form $\left(\begin{array}{ll}\lambda & b \\ 0 & \mu\end{array}\right)$, with $\lambda, \mu \neq 0$, which are conjugate if and only if they have the same diagonal. Hence, these matrices have an orbit isomorphic to $\mathbb{A}_{\mathbb{C}}^{1}$.

We denote these three types of conjugacy classes by

$$
\mathcal{S}=\left\{\left.\left(\begin{array}{cc}
\lambda & 0 \\
0 & \lambda
\end{array}\right) \right\rvert\, \lambda \neq 0\right\}, \quad \mathcal{J}=\left\{\left.\left(\begin{array}{cc}
\lambda & b \\
0 & \lambda
\end{array}\right) \right\rvert\, \lambda, b \neq 0\right\},
$$

$$
\mathcal{M}=\left\{\left.\left(\begin{array}{ll}
\lambda & b \\
0 & \mu
\end{array}\right) \right\rvert\, \lambda, \mu \neq 0, \lambda \neq \mu, b \in \mathbb{C}\right\}
$$

and the orbits of their elements by

$$
\mathcal{S}_{\lambda}=\left\{\left(\begin{array}{cc}
\lambda & 0 \\
0 & \lambda
\end{array}\right)\right\}, \quad \mathcal{J}_{\lambda}=\left\{\left.\left(\begin{array}{cc}
\lambda & b \\
0 & \lambda
\end{array}\right) \right\rvert\, b \neq 0\right\}, \quad \mathcal{M}_{\lambda, \mu}=\left\{\left.\left(\begin{array}{cc}
\lambda & b \\
0 & \mu
\end{array}\right) \right\rvert\, b \in \mathbb{C}\right\}
$$

for any $\lambda, \mu \neq 0$ with $\lambda \neq \mu$. It is easy to see that the classes of these varieties in $\mathrm{K}\left(\operatorname{Var}_{\mathbb{C}}\right)$ are given by

$$
\begin{array}{lll}
{[\mathcal{S}]=q-1,} & {[\mathcal{J}]=(q-1)^{2},} & {[\mathcal{M}]=q(q-1)(q-2)} \\
{\left[\mathcal{S}_{\lambda}\right]=1,} & {\left[\mathcal{J}_{\lambda}\right]=q-1,} & {\left[\mathcal{M}_{\lambda, \mu}\right]=q}
\end{array}
$$

We denote the orbit spaces by $S, J$ and $M=\left\{(\lambda, \mu) \in \mathbb{C}^{*} \times \mathbb{C}^{*} \mid \lambda \neq \mu\right\}$ respectively. We remark that both $S$ and $J$ are isomorphic to $\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}$ as varieties. The quotient maps that identify the orbits are

$$
\begin{aligned}
& \pi_{\mathcal{S}}: \mathcal{S} \rightarrow S:\left(\begin{array}{cc}
\lambda & 0 \\
0 & \lambda
\end{array}\right) \mapsto \lambda, \quad \pi_{\mathcal{J}}: \mathcal{J} \rightarrow J:\left(\begin{array}{cc}
\lambda & b \\
0 & \lambda
\end{array}\right) \mapsto \lambda, \\
& \pi_{\mathcal{M}}: \mathcal{M} \rightarrow M:\left(\begin{array}{cc}
\lambda & b \\
0 & \mu
\end{array}\right) \mapsto(\lambda, \mu) .
\end{aligned}
$$

These maps induce the morphisms

To obtain a reduction of the TQFT for $G=\mathbb{U}_{2}$ with stratification given by $\mathcal{S}, \mathcal{J}$ and $\mathcal{M}$, let us show that condition (iv) of Proposition 2.17 holds.
Lemma 3.1. The stabilizer subgroup of any $g \in G$ is isomorphic to

$$
\operatorname{Stab}_{\mathcal{S}}=\mathbb{U}_{2}, \quad \operatorname{Stab}_{\mathcal{J}}=\mathbb{G}_{m} \times \mathbb{G}_{a}, \quad \text { or } \quad \operatorname{Stab}_{\mathcal{M}}=\mathbb{G}_{m} \times \mathbb{G}_{m}
$$

depending whether $g$ lies in $\mathcal{S}, \mathcal{J}$ or $\mathcal{M}$, respectively. Moreover, all of these subgroups are special.
Proof. The proof is straightforward, we leave it to the reader.
As can be seen in the proof of Proposition 2.17, the restriction of $c_{!} c^{*}$ to $\Delta_{\mathcal{E}}$ is now just multiplication by $\left[\mathrm{Stab}_{\mathcal{E}}\right]$ for each stratum $\mathcal{E}=\mathcal{S}, \mathcal{J}$ or $\mathcal{M}$.
Remark 3.2. Alternatively, one could show even more explicitly that the restriction of $c_{!} c^{*}$ to $\Delta_{\mathcal{E}}$ is multiplication by $\left[\mathrm{Stab}_{\mathcal{E}}\right]$. Consider the representatives of the conjugacy classes

$$
\xi_{\lambda}^{\mathcal{S}}=\left(\begin{array}{cc}
\lambda & 0 \\
0 & \lambda
\end{array}\right), \quad \xi_{\lambda}^{\mathcal{J}}=\left(\begin{array}{cc}
\lambda & 1 \\
0 & \lambda
\end{array}\right), \quad \xi_{\lambda, \mu}^{\mathcal{M}}=\left(\begin{array}{cc}
\lambda & 0 \\
0 & \mu
\end{array}\right) .
$$

Their stabilizers are explicitly given by

$$
\operatorname{Stab}\left(\xi_{\lambda}^{\mathcal{S}}\right)=\mathbb{U}_{2}, \quad \operatorname{Stab}\left(\xi_{\lambda}^{\mathcal{J}}\right)=\left\{\left.\left(\begin{array}{cc}
\alpha & \beta \\
0 & \alpha
\end{array}\right) \right\rvert\, \alpha \neq 0\right\}, \quad \operatorname{Stab}\left(\xi_{\lambda, \mu}^{\mathcal{M}}\right)=\left\{\left.\left(\begin{array}{cc}
\alpha & 0 \\
0 & \beta
\end{array}\right) \right\rvert\, \alpha, \beta \neq 0\right\} .
$$

For all $\mathcal{E}=\mathcal{S}, \mathcal{J}, \mathcal{M}$ it is straightforward to come up with a map $\sigma: \mathcal{E} \rightarrow G$ such that $g=$ $\sigma(g) \xi_{\pi \mathcal{E}(g)}^{\mathcal{E}} \sigma(g)^{-1}$ for any $g \in \mathcal{E}$. For example, for $\mathcal{E}=\mathcal{J}$ we can take $\sigma\left(\begin{array}{cc}\lambda & b \\ 0 & \lambda\end{array}\right)=\left(\begin{array}{cc}1 & 0 \\ 0 & 1 / b\end{array}\right)$, and for $\mathcal{E}=\mathcal{M}$ one can take $\sigma\left(\begin{array}{ll}\lambda & b \\ 0 & \mu\end{array}\right)=\left(\begin{array}{ccc}1 & b /(\mu-\lambda) \\ 0 & 1\end{array}\right)$. Now, for any variety $X \xrightarrow{\left(f_{1}, f_{2}\right)} \Delta_{\mathcal{E}}$ we have an isomorphism

$$
\begin{aligned}
& X \times \operatorname{Stab}_{\mathcal{E}} \xrightarrow{\sim} c_{1} c^{*} X=\left\{(x, h) \in X \times G \mid f_{2}(x)=h f_{1}(x) h^{-1}\right\}, \\
& (x, s) \mapsto\left(x, \sigma\left(f_{2}(x)\right) s \sigma\left(f_{1}(x)\right)^{-1}\right),
\end{aligned}
$$

which shows that $c_{!} c^{*}[X]_{\Delta_{\mathcal{E}}}=[\operatorname{Stab} \mathcal{E}][X]_{\Delta_{\mathcal{E}}}$.

Write $T_{S_{\lambda}} \in \mathrm{K}(\operatorname{Var} / S), T_{J_{\lambda}} \in \mathrm{K}(\operatorname{Var} / J)$ and $T_{M_{\lambda, \mu}} \in \mathrm{K}(\operatorname{Var} / M)$ for the classes of the points $\{\lambda\} \rightarrow S,\{\lambda\} \rightarrow J$ and $\{(\lambda, \mu)\} \rightarrow M$. We consider the submodule $V$ generated by these classes $V=\left\langle T_{S_{\lambda}}, T_{J_{\lambda}}, T_{M_{\lambda, \mu}}\right\rangle$. From the computations that follow, it will be clear that $V$ is invariant under $\eta=\pi_{!} \circ \pi^{*}$ and $Z_{\pi}$. Hence all conditions from Proposition 2.17 are satisfied, so we have a reduction of the TQFT.

Since all fibrations $\mathcal{S} \rightarrow S, \mathcal{J} \rightarrow J$ and $\mathcal{M} \rightarrow M$ are trivial, we immediately find that

$$
\begin{aligned}
& \eta\left(T_{S_{\lambda}}\right)=\left[\mathcal{S}_{\lambda}\right] T_{S_{\lambda}}=T_{S_{\lambda}}, \quad \eta\left(T_{J_{\lambda}}\right)=\left[\mathcal{J}_{\lambda}\right] T_{J_{\lambda}}=(q-1) T_{J_{\lambda}}, \\
& \eta\left(T_{M_{\lambda, \mu}}\right)=\left[\mathcal{M}_{\lambda, \mu}\right] T_{M_{\lambda, \mu}}=q T_{M_{\lambda, \mu}},
\end{aligned}
$$

that is,

$$
\eta=\left(\begin{array}{c|ccc} 
& T_{S_{\lambda}} & T_{J_{\lambda}} & T_{M_{\lambda, \mu}} \\
\hline T_{S_{\lambda}} & 1 & 0 & 0 \\
T_{J_{\lambda}} & 0 & q-1 & 0 \\
T_{M_{\lambda, \mu}} & 0 & 0 & q
\end{array}\right)
$$

For computing $Z_{\pi}(L)$, recall from (2.7) that $\mathcal{F}(L)$ is given by

$$
\begin{aligned}
& \mathbb{U}_{2} \longleftrightarrow p \\
& g \longleftrightarrow\left(g, g_{1}, g_{2}, h\right) \longmapsto \mathbb{U}_{2}^{4}, \\
& \mathbb{U}_{2}, \\
& h g\left[g_{1}, g_{2}\right] h^{-1} .
\end{aligned}
$$

First we compute $Z_{\pi}(L)\left(T_{S_{\lambda}}\right)$. We have $\pi^{*}\left(T_{S_{\lambda}}\right)=\left[\mathcal{S}_{\lambda}\right]_{\mathbb{U}_{2}}$. Note that for any group elements $g_{1}=\left(\begin{array}{ll}a_{1} & b_{1} \\ 0 & c_{1}\end{array}\right)$ and $g_{2}=\left(\begin{array}{cc}a_{2} & b_{2} \\ 0 & c_{2}\end{array}\right)$, the commutator $\left[g_{1}, g_{2}\right]=\left(\begin{array}{cc}1 & x \\ 0 & 1\end{array}\right)$ with

$$
x=\frac{a_{1} b_{2}-a_{2} b_{1}+b_{1} c_{2}-b_{2} c_{1}}{c_{1} c_{2}} .
$$

Hence $q\left(p^{*}\left(\mathcal{S}_{\lambda}\right)\right) \subset \mathcal{S}_{\lambda} \cup \mathcal{J}_{\lambda}$, and thus $Z_{\pi}(L)\left(T_{S_{\lambda}}\right)$ are generated by $T_{S_{\lambda}}$ and $T_{J_{\lambda}}$. Then, we have that

$$
\begin{aligned}
\left.Z_{\pi}(L)\left(T_{S_{\lambda}}\right)\right|_{T_{S_{\lambda}}} & =\left[\mathcal{S}_{\lambda} \times \mathbb{U}_{2}^{3} \cap q^{-1}\left(\mathcal{S}_{\lambda}\right)\right] \\
& =\left[\left\{g_{1}, g_{2} \in \mathbb{U}_{2} \mid\left[g_{1}, g_{2}\right]=1\right\}\right] \cdot\left[\mathbb{U}_{2}\right] \\
& =\left[\left\{a_{1}, b_{1}, c_{1}, a_{2}, b_{2}, c_{2} \in \mathbb{C} \left\lvert\, \begin{array}{c}
a_{1} b_{2}-a_{2} b_{1}+b_{1} c_{2}-b_{2} c_{1}=0 \\
\text { and } a_{1} c_{1} a_{2} c_{2} \neq 0
\end{array}\right.\right\}\right] \cdot\left[\mathbb{U}_{2}\right] .
\end{aligned}
$$

We cut up the variety

$$
\left[\left\{a_{1}, b_{1}, c_{1}, a_{2}, b_{2}, c_{2} \in \mathbb{C} \mid a_{1} b_{2}-a_{2} b_{1}+b_{1} c_{2}-b_{2} c_{1}=0 \text { and } a_{1} c_{1} a_{2} c_{2} \neq 0\right\}\right]
$$

into three pieces given by extra conditions: $a_{1} \neq c_{1} ; a_{1}=c_{1}, a_{2} \neq c_{2}$; and finally $a_{1}=c_{1}$, $a_{2}=c_{2}$. In the first case, the equation $a_{1} b_{2}-a_{2} b_{1}+b_{1} c_{2}-b_{2} c_{1}=0$ can be solved for $b_{2}$ given the values of the other variables, hence

$$
\left[\left\{a_{1} b_{2}-a_{2} b_{1}+b_{1} c_{2}-b_{2} c_{1}=0, a_{1} c_{1} a_{2} c_{2} \neq 0 \text { and } a_{1} \neq c_{1}\right\}\right]=q(q-1)^{3}(q-2) .
$$

In the second case, the equations $a_{1}=c_{1}$ and $a_{2} \neq c_{2}$ yield $b_{1}=0$, hence

$$
\left[\left\{a_{1} b_{2}-a_{2} b_{1}+b_{1} c_{2}-b_{2} c_{1}=0, a_{1} c_{1} a_{2} c_{2} \neq 0, a_{1}=c_{1} \text { and } a_{2} \neq c_{2}\right\}\right]=q(q-1)^{2}(q-2) .
$$

Finally, in the third case, the equations $a_{1}=c_{1}$ and $a_{2}=c_{2}$ imply that

$$
a_{1} b_{2}-a_{2} b_{1}+b_{1} c_{2}-b_{2} c_{1}=0
$$

providing that

$$
\left[\left\{a_{1} b_{2}-a_{2} b_{1}+b_{1} c_{2}-b_{2} c_{1}=0, a_{1} c_{1} a_{2} c_{2} \neq 0, a_{1}=c_{1} \text { and } a_{2}=c_{2}\right\}\right]=q^{2}(q-1)^{2}
$$

As a consequence, we obtain

$$
\left[\left\{a_{1} b_{2}-a_{2} b_{1}+b_{1} c_{2}-b_{2} c_{1}=0 \text { and } a_{1} c_{1} a_{2} c_{2} \neq 0\right\}\right]=q^{2}(q-1)^{3}
$$

implying that

$$
\left.Z_{\pi}(L)\left(T_{S_{\lambda}}\right)\right|_{T_{S_{\lambda}}}=q^{2}(q-1)^{3} \cdot\left[\mathbb{U}_{2}\right]=q^{3}(q-1)^{5} .
$$

Now it follows that $\left.Z_{\pi}(L)\left(T_{S_{\lambda}}\right)\right|_{T_{J_{\lambda}}}$ is simply $\left[\mathcal{S}_{\lambda} \times \mathbb{U}_{2}^{3}\right]-q^{3}(q-1)^{5}=q^{3}(q-1)^{5}(q-2)$.
Next we compute $Z_{\pi}(L)\left(T_{J_{\lambda}}\right)$. We have $\pi^{*}\left(T_{J_{\lambda}}\right)=\left[\mathcal{J}_{\lambda}\right]_{\mathbb{U}_{2}}$. By the same observation as above about the commutator, we see that $Z_{\pi}(L)\left(T_{J_{\lambda}}\right)$ is also generated by $T_{S_{\lambda}}$ and $T_{J_{\lambda}}$. Note that

$$
\left(\begin{array}{ll}
\lambda & b \\
0 & \lambda
\end{array}\right)\left[g_{1}, g_{2}\right]=\left(\begin{array}{cc}
\lambda & 0 \\
0 & \lambda
\end{array}\right) \quad \text { if and only if } \quad\left[g_{1}, g_{2}\right]=\left(\begin{array}{cc}
1 & -b / \lambda \\
0 & 1
\end{array}\right),
$$

which implies that

$$
\left.Z_{\pi}(L)\left(T_{J_{\lambda}}\right)\right|_{T_{S_{\lambda}}}=\left.Z_{\pi}(L)\left(T_{S_{\lambda}}\right)\right|_{T_{J_{\lambda}}}=q^{3}(q-1)^{5}(q-2) .
$$

Now it follows that

$$
\left.Z_{\pi}(L)\left(T_{J_{\lambda}}\right)\right|_{T_{J_{\lambda}}}=\left[\mathcal{J}_{\lambda} \times \mathbb{U}_{2}^{3}\right]-q^{3}(q-1)^{5}(q-2)=q^{3}(q-1)^{5}\left(q^{2}-3 q+3\right) .
$$

Lastly we compute $Z_{\pi}(L)\left(T_{M_{\lambda, \mu}}\right)$. We have $\pi^{*}\left(T_{M_{\lambda, \mu}}\right)=\left[\mathcal{M}_{\lambda, \mu}\right]_{\mathbb{U}_{2}}$. By the observation about the commutator, we immediately see that $Z_{\pi}(L)\left(T_{M_{\lambda, \mu}}\right)$ must be generated by $T_{M_{\lambda, \mu}}$. Therefore, $Z_{\pi}(L)\left(T_{M_{\lambda, \mu}}\right)=\left[\mathcal{M}_{\lambda, \mu} \times \mathbb{U}_{2}^{3}\right] T_{M_{\lambda, \mu}}=q^{4}(q-1)^{6} T_{M_{\lambda, \mu}}$.

In summary,

$$
Z_{\pi}(L)=q^{3}(q-1)^{5}\left(\begin{array}{c|ccc} 
& T_{S_{\lambda}} & T_{J_{\lambda}} & T_{M_{\lambda, \mu}} \\
\hline T_{S_{\lambda}} & 1 & q-2 & 0 \\
T_{J_{\lambda}} & q-2 & q^{2}-3 q+3 & 0 \\
T_{M_{\lambda, \mu}} & 0 & 0 & q(q-1)
\end{array}\right) .
$$

Now, we turn our attention to the cylinder with parabolic structures and we compute $Z_{\pi}\left(L_{\mathcal{S}_{\lambda}}\right)$, $Z_{\pi}\left(L_{\mathcal{J}_{\lambda}}\right)$ and $Z_{\pi}\left(L_{\mathcal{M}_{\lambda, \mu}}\right)$. Recall that $\mathcal{F}\left(L_{\mathcal{E}}\right)$ is given by

$$
\begin{aligned}
& \mathbb{U}_{2} \longleftrightarrow \mathbb{U}_{2}^{2} \times \mathcal{E} \longrightarrow \mathbb{U}_{2} \\
& g \longleftrightarrow(g, h, \xi) \longmapsto h g \xi h^{-1} .
\end{aligned}
$$

Let $g \in \mathcal{S}_{\lambda}$, and note that if $\xi \in \mathcal{S}_{\sigma}$ then $g \xi \in \mathcal{S}_{\lambda \sigma}$, if $\xi \in \mathcal{J}_{\sigma}$ then $g \xi \in \mathcal{J}_{\lambda \sigma}$, and if $\xi \in \mathcal{M}_{\sigma, \rho}$ then $g \xi \in \mathcal{M}_{\lambda \sigma, \lambda \rho}$. Hence we have that $Z_{\pi}\left(L_{\mathcal{S}_{\lambda}}\right)$ is given by

$$
\begin{aligned}
& \left(\begin{array}{c|ccc} 
& T_{S_{\sigma}} & T_{J_{\sigma}} & T_{M_{\sigma, \rho}} \\
\hline T_{S_{\lambda /}} & {\left[\mathcal{S}_{\sigma} \times \mathbb{U}_{2}\right]} & 0 & 0 \\
T_{J_{\lambda \sigma}} & 0 & {\left[\mathcal{J}_{\sigma} \times \mathbb{U}_{2}\right]} & 0 \\
T_{M_{\lambda \sigma, \lambda \rho}} & 0 & 0 & {\left[\mathcal{M}_{\sigma, \rho} \times \mathbb{U}_{2}\right]}
\end{array}\right) \\
& =q(q-1)^{2}\left(\begin{array}{c|ccc} 
& T_{S_{\sigma}} & T_{J_{\sigma}} & T_{M_{\sigma, \rho}} \\
\hline T_{S_{\lambda \sigma}} & 1 & 0 & 0 \\
T_{J_{\lambda \sigma}} & 0 & q-1 & 0 \\
T_{M_{\lambda \sigma, \lambda \rho}} & 0 & 0 & q
\end{array}\right) .
\end{aligned}
$$

Now let $g \in \mathcal{J}_{\lambda}$. We see that if $\xi \in \mathcal{S}_{\sigma}$ then $g \xi \in \mathcal{J}_{\lambda \sigma}$, and if $\xi \in \mathcal{M}_{\sigma, \rho}$ then $g \xi \in \mathcal{M}_{\lambda \sigma, \lambda \rho}$. If $\xi \in \mathcal{J}_{\sigma}$, then $g \xi \in \mathcal{S}_{\lambda \sigma}$ precisely if $g=\lambda \sigma \xi^{-1}$ and otherwise $g \xi \in \mathcal{J}_{\lambda \sigma}$. Hence we have

$$
\begin{aligned}
& Z_{\pi}\left(L_{\mathcal{J}_{\lambda}}\right)
\end{aligned}=\left(\begin{array}{cccc} 
& T_{S_{\sigma}} & T_{J_{\sigma}} & T_{M_{\sigma, \rho}} \\
\hline T_{S_{\lambda \sigma}} & 0 & {\left[\mathcal{J}_{\sigma} \times \mathbb{U}_{2}\right]} & 0 \\
T_{J_{\lambda \sigma}} & {\left[\mathcal{S}_{\sigma} \times \mathbb{U}_{2}\right]\left[\mathcal{J}_{\lambda}\right]} & {\left[\mathcal{J}_{\sigma} \times \mathbb{U}_{2}\right]\left(\left[\mathcal{J}_{\lambda}\right]-1\right)} & 0 \\
T_{M_{\lambda \sigma, \lambda \rho}} & 0 & 0 & {\left[\mathcal{M}_{\sigma, \rho} \times \mathbb{U}_{2}\right]\left[\mathcal{J}_{\lambda}\right]}
\end{array}\right) .
$$

Lastly, let $g \in \mathcal{M}_{\lambda, \mu}$. If $\xi \in \mathcal{S}_{\sigma}$ then $g \xi \in \mathcal{M}_{\lambda \sigma, \mu \sigma}$, and if $\xi \in \mathcal{J}_{\sigma}$ then $g \xi \in \mathcal{M}_{\lambda \sigma, \mu \sigma}$ as well. If $\xi \in \mathcal{M}_{\sigma, \rho}$, then $g \xi \in \mathcal{M}_{\lambda \sigma, \mu \rho}$ if $\lambda \sigma \neq \mu \rho$ and otherwise $g \xi \in \mathcal{S}_{\lambda \sigma}$ precisely for $g=\lambda \sigma \xi^{-1}$ and else $g \xi \in \mathcal{J}_{\lambda \sigma}$. Hence we see that $Z_{\pi}\left(L_{\mathcal{M}_{\lambda, \mu}}\right)$ is given by

$$
\begin{aligned}
& \left(\begin{array}{c|cccc} 
& T_{S_{\sigma}} & T_{J_{\sigma}} & T_{M_{\sigma, \rho}} & T_{M_{\sigma^{\prime}, \rho^{\prime}}} \\
\hline T_{S_{\lambda \sigma}} & 0 & 0 & 0 & {\left[\mathcal{M}_{\sigma^{\prime}, \rho^{\prime}} \times \mathbb{U}_{2}\right]} \\
T_{J_{\lambda \sigma}} & 0 & 0 & 0 & {\left[\mathcal{M}_{\sigma^{\prime}, \rho^{\prime}} \times \mathbb{U}_{2}\right]\left(\left[\mathcal{M}_{\lambda, \mu}\right]-1\right)} \\
T_{M_{\lambda \sigma, \lambda \rho}}
\end{array}\right]\left[\mathcal{S}_{\sigma} \times \mathbb{U}_{2}\right]\left[\mathcal{M}_{\lambda, \mu}\right]\left[\mathcal{J}_{\sigma} \times \mathbb{U}_{2}\right]\left[\mathcal{M}_{\lambda, \mu}\right]\left[\mathcal{M}_{\sigma, \rho} \times \mathbb{U}_{2}\right]\left[\mathcal{M}_{\lambda, \mu}\right]
\end{aligned}
$$

with $\lambda \sigma \neq \mu \rho$ and $\lambda \sigma^{\prime}=\mu \rho^{\prime}$.
Since the conditions of Proposition 2.17 are satisfied, we can consider the reduced TQFT, $\tilde{Z}$. We have $\tilde{Z}(L)=Z_{\pi}(L) \circ \eta^{-1}$, so

$$
\tilde{Z}(L)=q^{3}(q-1)^{4}\left(\begin{array}{c|ccc} 
& T_{S_{\lambda}} & T_{J_{\lambda}} & T_{M_{\lambda, \mu}} \\
\hline T_{S_{\lambda}} & q-1 & q-2 & 0 \\
T_{J_{\lambda}} & (q-2)(q-1) & q^{2}-3 q+3 & 0 \\
T_{M_{\lambda, \mu}} & 0 & 0 & (q-1)^{2}
\end{array}\right) .
$$

We can diagonalize this matrix as

$$
\tilde{Z}(L)=q^{3}(q-1)^{4} A\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & (q-1)^{2} & 0 \\
0 & 0 & (q-1)^{2}
\end{array}\right) A^{-1} \quad \text { with } \quad A=\left(\begin{array}{ccc}
1 & 1 & 0 \\
-1 & q-1 & 0 \\
0 & 0 & 1
\end{array}\right),
$$

which yields

$$
\begin{align*}
\tilde{Z}\left(L^{g}\right)= & q^{3 g-1}(q-1)^{4 g} \\
& \times\left(\begin{array}{c|ccc} 
& T_{S_{\lambda}} & T_{J_{\lambda}} & T_{M_{\lambda, \mu}} \\
\hline T_{S_{\lambda}} & (q-1)\left((q-1)^{2 g-1}+1\right) & (q-1)^{2 g}-1 & 0 \\
T_{J_{\lambda}} & (q-1)\left((q-1)^{2 g}-1\right) & (q-1)^{2 g+1}+1 & 0 \\
T_{M_{\lambda, \mu}} & 0 & 0 & q(q-1)^{2 g}
\end{array}\right) . \tag{3.1}
\end{align*}
$$

In particular, we proved Theorem 1.1 for the group $G=\mathbb{U}_{2}$.
Theorem 3.3. The class of the representation variety $\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)$ in the localized Grothendieck ring of varieties is

$$
\begin{equation*}
\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)\right]=\left.\frac{1}{\left[\mathbb{U}_{2}\right]^{g}} \tilde{Z}\left(L^{g}\right)\left(T_{S_{1}}\right)\right|_{T_{S_{1}}}=q^{2 g-1}(q-1)^{2 g+1}\left((q-1)^{2 g-1}+1\right) . \tag{3.2}
\end{equation*}
$$

Remark 3.4. For small values of $g$, we find

$$
\begin{aligned}
& {\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{1}\right)\right]=q^{2}(q-1)^{3},} \\
& {\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{2}\right)\right]=q^{4}(q-1)^{5}\left(q^{2}-3 q+3\right),} \\
& {\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{3}\right)\right]=q^{6}(q-1)^{7}\left(q^{4}-5 q^{3}+10 q^{2}-10 q+5\right),} \\
& {\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{4}\right)\right]=q^{8}(q-1)^{9}\left(q^{6}-7 q^{5}+21 q^{4}-35 q^{3}+35 q^{2}-21 q+7\right) .}
\end{aligned}
$$

Note that $\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)\right]$ has a factor $(q-1)^{2 g+1}$, which can be explained as follows. There is a free action of $\mathbb{G}_{m}^{2 g}$ on $\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)$ given by scaling the $A_{i}, B_{i}$ (notation as in (1.1)). This yields a $\mathbb{G}_{m}^{2 g}$ torsor $\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right) \rightarrow \mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right) / / \mathbb{G}_{m}^{2 g}$, which by is trivial in the Zariski topology as $\mathbb{G}_{m}^{2 g}$ is a special group. Hence, $\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)\right]$ is divisible by $\left[\mathbb{G}_{m}^{2 g}\right]=(q-1)^{2 g}$. For the remaining factor $(q-1)$, let $D \subset \mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)$ be the subvariety where all $A_{i}, B_{i}$ are diagonal. Then $[D]=(q-1)^{4 g}$ and there is a free action of $\mathbb{G}_{m}$ on $\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right) \backslash D$ given by conjugation with $\left(\begin{array}{ll}1 & 0 \\ 0 & x\end{array}\right)$ for $x \in \mathbb{C}^{*}$.

In fact, the affine GIT quotient $\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right) / / \mathbb{G}_{m}^{2 g}$ can be identified with the representation variety $\left[\mathfrak{X}_{\mathrm{AGL}_{1}}\left(\Sigma_{g}\right)\right]$, where

$$
\mathrm{AGL}_{1}=\left\{\left(\begin{array}{ll}
a & b \\
0 & 1
\end{array}\right): a \neq 0\right\}
$$

is the general affine group of the line. Therefore, we obtain that

$$
\left[\mathfrak{X}_{\mathrm{AGL}_{1}}\left(\Sigma_{g}\right)\right]=\frac{\left[\mathfrak{X}_{\mathrm{U}_{2}}\left(\Sigma_{g}\right)\right]}{(q-1)^{2 g}}=q^{2 g-1}(q-1)\left((q-1)^{2 g-1}+1\right)
$$

recovering a result of González-Prieto, Logares, and Muñoz [15]. Alternatively, this result can also be obtained from the isomorphism of algebraic groups $\mathbb{G}_{m} \times \mathrm{AGL}_{1} \xrightarrow{\sim} \mathbb{U}_{2}$ which maps $\left(t,\left(\begin{array}{ll}a & b \\ 0 & 1\end{array}\right)\right)$ to $\left(\begin{array}{cc}t a & t b \\ 0 & t\end{array}\right)$, as it implies

$$
\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)\right]=\left[\mathfrak{X}_{\mathbb{G}_{m}}\left(\Sigma_{g}\right)\right]\left[\mathfrak{X}_{\mathrm{AGL}_{1}}\left(\Sigma_{g}\right)\right],
$$

where $\left[\mathfrak{X}_{\mathbb{G}_{m}}\left(\Sigma_{g}\right)\right]=(q-1)^{2 g}$.
Now, we compute the classes of the twisted representation varieties $\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}, Q\right)$. Similar calculations as before shows that

$$
\begin{align*}
& \tilde{Z}\left(L_{\mathcal{S}_{\lambda}}\right)=Z_{\pi}\left(L_{\mathcal{S}_{\lambda}}\right) \circ \eta^{-1}=q(q-1)^{2}\left(\begin{array}{c|ccc} 
& T_{S_{\sigma}} & T_{J_{\sigma}} & T_{M_{\sigma, \rho}} \\
\hline T_{S_{\lambda \sigma}} & 1 & 0 & 0 \\
T_{J_{\lambda \sigma}} & 0 & 1 & 0 \\
T_{M_{\lambda \sigma, \mu \sigma}} & 0 & 0 & 1
\end{array}\right), \\
& \tilde{Z}\left(L_{\mathcal{J}_{\lambda}}\right)=Z_{\pi}\left(L_{\mathcal{J}_{\lambda}}\right) \circ \eta^{-1}=q(q-1)^{2}\left(\begin{array}{c|ccc} 
& T_{S_{\sigma}} & T_{J_{\sigma}} & T_{M_{\sigma, \rho}} \\
\hline T_{S_{\lambda \sigma}} & 0 & 1 & 0 \\
T_{J_{\lambda \sigma}} & q-1 & q-2 & 0 \\
T_{M_{\lambda \sigma, \mu \sigma}} & 0 & 0 & q-1
\end{array}\right),  \tag{3.3}\\
& \tilde{Z}\left(L_{\mathcal{M}_{\lambda, \mu}}\right)=Z_{\pi}\left(L_{\mathcal{M}_{\lambda, \mu}}\right) \circ \eta^{-1}=q(q-1)^{2}\left(\begin{array}{c|ccc} 
\\
\hline T_{S_{\lambda \sigma}} & 0 & T_{S_{\sigma}} & T_{J_{\sigma}} \\
T_{M_{\sigma, \rho}} & T_{M_{\sigma^{\prime}, \rho^{\prime}}} \\
T_{M_{\lambda \sigma, \mu \rho}} & 0 & 0 & 0 \\
\hline
\end{array}\right), \tag{3.4}
\end{align*}
$$

with $\lambda \sigma \neq \mu \rho$ but $\lambda \sigma^{\prime}=\mu \rho^{\prime}$.
As a consequence, we obtain the classes of the twisted representation varieties $\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}, Q\right)$.
Theorem 3.5. Let $\Sigma_{g}$ be a surface of genus $g$, with parabolic data $Q=\left\{\left(S_{1}, \mathcal{J}_{\lambda_{1}}\right), \ldots,\left(S_{k}, \mathcal{J}_{\lambda_{k}}\right)\right.$, $\left.\left(S_{k+1}, \mathcal{M}_{\mu_{1}, \sigma_{1}}\right), \ldots,\left(S_{k+\ell}, \mathcal{M}_{\mu_{\ell}, \sigma_{\ell}}\right)\right\}$.
(i) If $\prod_{i=1}^{k} \lambda_{i} \prod_{j=1}^{\ell} \mu_{j} \neq 1$ or $\prod_{i=1}^{k} \lambda_{i} \prod_{j=1}^{\ell} \sigma_{j} \neq 1$, then

$$
\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}, Q\right)\right]=0 .
$$

(ii) Otherwise, and if $\ell=0$, then

$$
\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}, Q\right)\right]=q^{2 g-1}(q-1)^{2 g}\left((-1)^{k}(q-1)+(q-1)^{2 g+k}\right),
$$

(iii) and if $\ell>0$, then

$$
\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}, Q\right)\right]=q^{2 g+\ell-1}(q-1)^{4 g+k} .
$$

Proof. First note that $\left(\Sigma_{g}, Q\right)$ can be seen as the composition

$$
D^{\dagger} \circ L^{g} \circ L_{\mathcal{J}_{\lambda_{1}}} \circ \cdots \circ L_{\mathcal{J}_{\lambda_{k}}} \circ L_{\mathcal{M}_{\mu_{1}, \sigma_{1}}} \circ \cdots L_{\mathcal{M}_{\mu_{\ell}, \sigma_{\ell}}} \circ D
$$

(i) From expressions (3.1), (3.3) and (3.4), we can see that

$$
\left.Z\left(L^{g} \circ L_{\mathcal{J}_{\lambda_{1}}} \circ \cdots \circ L_{\mathcal{J}_{k}} \circ L_{\mathcal{M}_{\mu_{1}, \sigma_{1}}} \circ \cdots \circ L_{\mathcal{M}_{\mu_{\ell}, \sigma_{\ell}}}\right)\left(T_{S_{1}}\right)\right|_{T_{S_{1}}}=0,
$$

and hence $\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}, Q\right)\right]=0$.
(ii) Using (3.3) and the diagonalization

$$
\left(\begin{array}{ccc}
0 & 1 & 0 \\
q-1 & q-2 & 0 \\
0 & 0 & q-1
\end{array}\right)=A\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & q-1 & 0 \\
0 & 0 & q-1
\end{array}\right) A^{-1} \quad \text { with } \quad A=\left(\begin{array}{ccc}
-1 & \frac{1}{q-1} & 0 \\
1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

we find that

$$
\begin{aligned}
& \tilde{Z}\left(L_{\mathcal{J}_{\lambda_{1}}} \circ \cdots \circ L_{\mathcal{J}_{\lambda_{k}}}\right)\left(T_{S_{1}}\right) \\
& \quad=q^{k-1}(q-1)^{2 k}\left((-1)^{k}(q-1)+(q-1)^{k}\right) T_{S_{\lambda}}+\left((-1)^{k+1}(q-1)+(q-1)^{k+1}\right) T_{J_{\lambda}},
\end{aligned}
$$

where $\lambda=\prod_{i=0}^{k} \lambda_{i}$. Then, using (3.1) and that $\lambda=1$, we have

$$
\left.\tilde{Z}\left(L^{g} \circ L_{\mathcal{J}_{\lambda_{1}}} \circ \cdots \circ L_{\mathcal{J}_{k}}\right)\left(T_{S_{1}}\right)\right|_{T_{S_{1}}}=q^{3 g+k-1}(q-1)^{4 g+2 k}\left((-1)^{k}(q-1)+(q-1)^{2 g+k}\right) .
$$

So finally

$$
\begin{aligned}
{\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}, Q\right)\right] } & =\left.\frac{1}{\left[\mathbb{U}_{2}\right]^{g+k}} \tilde{Z}\left(L^{g} \circ L_{\mathcal{J}_{\lambda_{1}}} \circ \cdots \circ L_{\mathcal{J}_{\lambda_{k}}}\right)\left(T_{S_{1}}\right)\right|_{T_{S_{1}}} \\
& =q^{2 g-1}(q-1)^{2 g}\left((-1)^{k}(q-1)+(q-1)^{2 g+k}\right) .
\end{aligned}
$$

Note that this is in accordance with (3.2) for $k=0$.
(iii) Note that $\prod_{i=0}^{\ell} \mu_{i}=\prod_{i=0}^{\ell} \sigma_{i}$. In combination with (3.4) it follows that

$$
\tilde{Z}\left(L_{\mathcal{M}_{\mu_{1}, \sigma_{1}}} \circ \cdots \circ L_{\mathcal{M}_{\mu_{\ell}, \sigma_{\ell}}}\right)\left(T_{S_{1}}\right)=q^{2 \ell-1}(q-1)^{2 \ell}\left(T_{S_{\mu}}+(q-1) T_{J_{\mu}}\right),
$$

where $\mu=\prod_{i=0}^{\ell} \mu_{i}$. Similar as before, we use (3.3) to obtain

$$
\begin{aligned}
& {\left[\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}, Q\right)\right]} \\
& \quad=\left.\frac{1}{\left[\mathbb{U}_{2}\right]^{g+k+\ell}} \tilde{Z}\left(L^{g} \circ L_{\mathcal{J}_{\lambda_{1}}} \circ \cdots \circ L_{\mathcal{J}_{\lambda_{k}}} \circ L_{\mathcal{M}_{\mu_{1}, \sigma_{1}}} \circ \cdots \circ L_{\mathcal{M}_{\mu_{\ell}, \sigma_{\ell}}}\right)\left(T_{S_{1}}\right)\right|_{T_{S_{1}}} \\
& \quad=q^{2 g+\ell-1}(q-1)^{4 g+k}
\end{aligned}
$$

### 3.2 Upper triangular $3 \times 3$ matrices

Now consider the case where $G=\mathbb{U}_{3}$, the group of upper triangular $3 \times 3$ matrices, that is,

$$
\mathbb{U}_{3}=\left\{\left.\left(\begin{array}{lll}
a & b & c \\
0 & d & e \\
0 & 0 & f
\end{array}\right) \right\rvert\, a, d, f \neq 0\right\} .
$$

It is easy to see that the class of $\mathbb{U}_{3}$ in the Grothendieck ring of varieties is $\left[\mathbb{A}_{\mathbb{C}}^{1}\right]^{3}\left[\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}\right]^{3}=$ $q^{3}(q-1)^{3}$.

For simplicity we will just consider the representation varieties without parabolic data. As any commutator $\left[g_{1}, g_{2}\right]$ in $\mathbb{U}_{3}$ has ones on the diagonal, we only need to consider the conjugacy classes of such elements in order to compute the classes of representation varieties $\mathfrak{X}_{\mathbb{U}_{3}}\left(\Sigma_{g}\right)$. There are five such conjugacy classes are given by

$$
\begin{aligned}
& \mathcal{C}_{1}=\left\{\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\right\}, \quad \mathcal{C}_{2}=\left\{\left.\left(\begin{array}{lll}
1 & \alpha & \beta \\
0 & 1 & \gamma \\
0 & 0 & 1
\end{array}\right) \right\rvert\, \alpha, \gamma \neq 0\right\}, \\
& \mathcal{C}_{3}=\left\{\left.\left(\begin{array}{lll}
1 & \alpha & \beta \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \right\rvert\, \alpha \neq 0\right\}, \quad \mathcal{C}_{4}=\left\{\left.\left(\begin{array}{lll}
1 & 0 & \beta \\
0 & 1 & \alpha \\
0 & 0 & 1
\end{array}\right) \right\rvert\, \alpha \neq 0\right\}, \\
& \mathcal{C}_{5}=\left\{\left.\left(\begin{array}{lll}
1 & 0 & \alpha \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \right\rvert\, \alpha \neq 0\right\}
\end{aligned}
$$

with representatives given by

$$
\begin{array}{ll}
\xi_{1}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), & \xi_{2}=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right), \quad \xi_{3}=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \\
\xi_{4}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right), & \xi_{5}=\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) .
\end{array}
$$

Hence, we obtain maps $\pi_{i}: \mathcal{C}_{i} \rightarrow C_{i}$ mapping each conjugacy class to the space of orbits under conjugaction. In this case, there is only one orbit for each conjugacy class, hence all the $C_{i}$ are points. Technically one should stratify $G \backslash \cup_{i} \mathcal{C}_{i}$ as well, but as everything happens over $\cup_{i} \mathcal{C}_{i}$ we omit this. To obtain a reduction of the TQFT for $G=\mathbb{U}_{3}$ with the above stratification, let us show that condition (iv) of Proposition 2.17 holds.
Lemma 3.6. The stabilizer subgroup of any $g \in G$ is isomorphic to

$$
\begin{aligned}
& \operatorname{Stab}_{1}=\mathbb{U}_{3}, \quad \operatorname{Stab}_{2}=\left\{\left.\left(\begin{array}{ccc}
x & y & z \\
0 & x & y \\
0 & 0 & x
\end{array}\right) \right\rvert\, x \neq 0\right\}, \\
& \operatorname{Stab}_{3}=\left\{\left.\left(\begin{array}{lll}
x & y & z \\
0 & x & 0 \\
0 & 0 & w
\end{array}\right) \right\rvert\, x, w \neq 0\right\}, \quad \operatorname{Stab}_{4}=\left\{\left.\left(\begin{array}{ccc}
x & 0 & z \\
0 & w & y \\
0 & 0 & w
\end{array}\right) \right\rvert\, x, w \neq 0\right\} \\
& \operatorname{Stab}_{5}=\left\{\left.\left(\begin{array}{lll}
x & y & z \\
0 & w & v \\
0 & 0 & x
\end{array}\right) \right\rvert\, x, w \neq 0\right\},
\end{aligned}
$$

depending on whether $g$ lies in $\mathcal{C}_{1}, \mathcal{C}_{2}, \ldots$, or $\mathcal{C}_{5}$, respectively. Moreover, all of these subgroups are special.

Proof. The proof is straightforward. Note that all stabilizers are extensions of copies of $\mathbb{G}_{m}$ and $\mathbb{G}_{a}$, which are special.

We write $T_{i}=\left[C_{i}\right]_{C_{i}} \in \mathrm{~K}\left(\operatorname{Var} / C_{i}\right)$, and consider $V=\left\langle T_{1}, \ldots, T_{5}\right\rangle$. In what follows, all matrices and vectors will be written with respect to the basis $\left\{T_{1}, \ldots, T_{5}\right\}$.

Since, all the fibrations $\pi: \mathcal{C}_{i} \rightarrow C_{i}$ are trivial, the map $\eta=\pi!\pi^{*}$ is simply given by

$$
\eta=\left(\begin{array}{ccccc}
{\left[\mathcal{C}_{1}\right]} & & & & \\
& {\left[\mathcal{C}_{2}\right]} & & & \\
& & {\left[\mathcal{C}_{3}\right]} & & \\
& & & {\left[\mathcal{C}_{4}\right]} & \\
& & & & {\left[\mathcal{C}_{5}\right]}
\end{array}\right)=\left(\begin{array}{lllll}
1 & & & & \\
& q(q-1)^{2} & & \\
& & q(q-1) & & \\
& & & q(q-1) & \\
& & & & q-1
\end{array}\right) .
$$

Now we compute $Z_{\pi}(L)=\pi_{!} \circ Z(L) \circ \pi^{*}$, starting with $Z_{\pi}(L)\left(T_{1}\right)$. Since the commutator $\left[g_{1}, g_{2}\right]$ has ones on the diagonal for all $g_{1}, g_{2} \in \mathbb{U}_{3}$, indeed we have that $Z_{\pi}(L)\left(T_{1}\right) \in\left\langle T_{1}, \ldots, T_{5}\right\rangle$. We write $g_{i}=\left(\begin{array}{cccc}a_{i} & b_{i} & c_{i} \\ 0 & d_{i} & e_{i} \\ 0 & 0 & f_{i}\end{array}\right)$.

We have that $\left.Z_{\pi}(L)\left(T_{1}\right)\right|_{T_{1}}$ is the class of $\left\{\left(g_{1}, g_{2}, h\right) \in \mathbb{U}_{3}^{3} \mid g_{1} g_{2}=g_{2} g_{1}\right\}$. Since $g_{1} g_{2}$ and $g_{2} g_{1}$ have the same elements on the diagonal for every pair of group elements $g_{1}$ and $g_{2}$, we only need to check on three entries whether $g_{1} g_{2}=g_{2} g_{1}$. This gives us three equations in the entries of $g_{1}$ and $g_{2}$. Explicitly, we obtain

$$
\begin{aligned}
& a_{1} b_{2}-a_{2} b_{1}+b_{1} d_{2}-b_{2} d_{1}=0 \\
& a_{1} c_{2}-a_{2} c_{1}+b_{1} e_{2}-b_{2} e_{1}+c_{1} f_{2}-c_{2} f_{1}=0 \\
& d_{1} e_{2}-d_{2} e_{1}+e_{1} f_{2}-e_{2} f_{1}=0
\end{aligned}
$$

Lemma 3.7. The variety in the affine space $\mathbb{A}_{\mathbb{C}}^{12}$ (with coordinates being the $a_{i}, b_{i}, c_{i}, d_{i}, e_{i}, f_{i}$ for $i=1$ and $i=2$ ) cut out by the three equations above has class $q^{3}(q-1)^{4}\left(q^{2}+q-1\right)$ in the Grothendieck ring of varieties $K\left(\mathbf{V a r}_{\mathbb{C}}\right)$.

Proof. We cut the variety in pieces as follows.

- $a_{1} \neq d_{1}, a_{1} \neq f_{1}, d_{1} \neq f_{1}$ : In this case, the first equation can be solved for $b_{2}$, the second for $c_{2}$ and the third for $e_{2}$ yielding that the class of this piece is $(q-1)(q-2)(q-3)(q-1)^{3} q^{3}$.
- $a_{1}=d_{1}, a_{1} \neq f_{1}, a_{2} \neq d_{2}$ : In this case, the first equation can be solved for $b_{1}$, the second for $c_{2}$ and the third for $e_{2}$ yielding that the class of this piece is $(q-1)(q-2)(q-1)^{2}(q-2) q^{3}$.
- $a_{1}=d_{1}, a_{1} \neq f_{1}, a_{2}=d_{2}$ : In this case, the first equation is always satisfied, moreover, the second can be solved for $c_{2}$ and the third for $e_{2}$ yielding that the class of this piece is $(q-1)(q-2)(q-1)^{2} q^{4}$.
- $a_{1} \neq d_{1}, d_{1}=f_{1}, d_{2} \neq f_{2}$ : In this case, the first equation can be solved for $b_{2}$, the second for $c_{2}$ and the third for $e_{1}$ yielding that the class of this piece is $(q-1)(q-2)(q-1)^{2}(q-2) q^{3}$.
- $a_{1} \neq d_{1}, d_{1}=f_{1}, d_{2}=f_{2}$ : In this case, the first equation can be solved for $b_{2}$, the second for $c_{2}$ and the third equation is always satisfied yielding that the class of this piece is $(q-1)(q-2)(q-1)^{2} q^{4}$.
- $a_{1} \neq d_{1}, a_{1}=f_{1}, a_{2} \neq f_{2}$ : In this case, the first equation can be solved for $b_{2}$, the second for $c_{1}$ and the third for $e_{2}$ yielding that the class of this piece is $(q-1)(q-2)(q-1)^{2}(q-2) q^{3}$.
- $a_{1} \neq d_{1}, a_{1}=f_{1}, a_{2}=f_{2}$ : In this case, the first equation can be solved for $b_{2}$, the third for $e_{2}$, and the second is then satisfied yielding that the class of this piece is $(q-1)(q-$ 2) $(q-1)^{2} q^{4}$.
- $a_{1}=d_{1}=f_{1}$ : In this case, we separate again into cases:
$-b_{1}=e_{1}=0$, then $c_{1}\left(a_{2}-f_{2}\right)=0$ yielding that the class is $2(q-1)^{4} q^{3}$
$-b_{1}=0, e_{1} \neq 0$, then $d_{2}=f_{2}$ and the second equation can be solved for $b_{2}$ yielding that the class is $(q-1)^{3}(q-1) q^{3}$,
$-b_{1} \neq 0, e_{1}=0$, then $a_{2}=d_{2}$ and the second equation can be solved for $e_{2}$ yielding that the class is $(q-1)^{3}(q-1) q^{3}$,
$-b_{1} \neq 0, e_{1} \neq 0$, then $a_{2}=d_{2}=f_{2}$ and the second equation can be solved for $e_{2}$ yielding that the class is $(q-1)^{2}(q-1)^{2} q^{3}$.

So in total, we have that the class is $(q-1)^{3} q^{3}(5 q-5)$.
Adding the pieces together we obtain that the class of this variety is $q^{3}(q-1)^{4}\left(q^{2}+q-1\right)$.
As a consequence, we obtain that class of $\left\{\left(g_{1}, g_{2}, h\right) \in \mathbb{U}_{3}^{3} \mid g_{1} g_{2}=g_{2} g_{1}\right\}$ is $q^{3}(q-1)^{4}\left(q^{2}+q-\right.$ 1) $\left[\mathbb{U}_{3}\right]$ in $K\left(\operatorname{Var}_{\mathbb{C}}\right)$.

Remark 3.8. In general, in the computations of $Z_{\pi}(L)\left(T_{1}\right)$, we follow the same strategy as we explained in the proof above. We cut the variety into pieces given by some variables being 0 or some variables being equal to each other. This idea can be made into an Algorithm A. 1 (see Appendix A) which we use to compute the other classes. We added the proof of the above lemma for sake of completeness.

We have that $\left.Z_{\pi}(L)\left(T_{1}\right)\right|_{T_{2}}$ is the class of $\left\{\left(g_{1}, g_{2}, h\right) \in \mathbb{U}_{3}^{3} \mid\left[g_{1}, g_{2}\right] \in \mathcal{C}_{2}\right\}$, which is given by the equations

$$
\begin{aligned}
& a_{1} b_{2}-a_{2} b_{1}+b_{1} d_{2}-b_{2} d_{1} \neq 0, \\
& d_{1} e_{2}-d_{2} e_{1}+e_{1} f_{2}-e_{2} f_{1} \neq 0
\end{aligned}
$$

This evaluates to $q^{6}(q-2)^{2}(q-1)^{4}\left[\mathbb{U}_{3}\right]$ using Algorithm A. 1 or a similar calculation as in Lemma 3.7.

We have that $\left.Z_{\pi}(L)\left(T_{1}\right)\right|_{T_{3}}$ is the class of $\left\{\left(g_{1}, g_{2}, h\right) \in \mathbb{U}_{3}^{3} \mid\left[g_{1}, g_{2}\right] \in \mathcal{C}_{3}\right\}$, which is given by the equations

$$
\begin{aligned}
& a_{1} b_{2}-a_{2} b_{1}+b_{1} d_{2}-b_{2} d_{1} \neq 0 \\
& d_{1} e_{2}-d_{2} e_{1}+e_{1} f_{2}-e_{2} f_{1}=0
\end{aligned}
$$

This evaluates to $q^{6}(q-2)(q-1)^{4}\left[\mathbb{U}_{3}\right]$ using Algorithm A. 1 or a similar calculation as in Lemma 3.7.

We have that $\left.Z_{\pi}(L)\left(T_{1}\right)\right|_{T_{4}}$ is the class of $\left\{\left(g_{1}, g_{2}, h\right) \in \mathbb{U}_{3}^{3} \mid\left[g_{1}, g_{2}\right] \in \mathcal{C}_{4}\right\}$, which is given by the equations

$$
\begin{aligned}
& a_{1} b_{2}-a_{2} b_{1}+b_{1} d_{2}-b_{2} d_{1}=0 \\
& d_{1} e_{2}-d_{2} e_{1}+e_{1} f_{2}-e_{2} f_{1} \neq 0
\end{aligned}
$$

This is symmetric to the previous case, so it also evaluates to $q^{6}(q-2)(q-1)^{4}\left[\mathbb{U}_{3}\right]$.
We have that $\left.Z_{\pi}(L)\left(T_{1}\right)\right|_{T_{5}}$ is the class of $\left\{\left(g_{1}, g_{2}, h\right) \in \mathbb{U}_{3}^{3} \mid\left[g_{1}, g_{2}\right] \in \mathcal{C}_{5}\right\}$, which is given by the equations

$$
\begin{aligned}
& a_{1} b_{2}-a_{2} b_{1}+b_{1} d_{2}-b_{2} d_{1}=0 \\
& d_{1} e_{2}-d_{2} e_{1}+e_{1} f_{2}-e_{2} f_{1}=0 \\
& -a_{1} b_{2} d_{2} e_{1}-a_{1} b_{2} e_{2} f_{1}+a_{1} c_{2} d_{1} d_{2}+a_{2} b_{1} d_{2} e_{1}+a_{2} b_{1} e_{2} f_{1}-a_{2} c_{1} d_{1} d_{2} \\
& \quad+b_{1} d_{1} d_{2} e_{2}-b_{1} d_{2}^{2} e_{1}-b_{1} d_{2} e_{2} f_{1}+b_{2} d_{1} e_{2} f_{1}+c_{1} d_{1} d_{2} f_{2}-c_{2} d_{1} d_{2} f_{1} \neq 0
\end{aligned}
$$

The latter inequality can be simplified to

$$
a_{1} c_{2}-a_{2} c_{1}+b_{1} e_{2}-b_{2} e_{1}+c_{1} f_{2}-c_{2} f_{1} \neq 0
$$

This evaluates to $q^{3}(q-1)^{6}(q+1)\left[\mathbb{U}_{3}\right]$ using Algorithm A. 1 or a similar calculation as in Lemma 3.7.

So far we have computed the first column of the matrix of $Z_{\pi}(L)$. As a check, indeed we have that the sum of the entries of this column equals [ $\mathbb{U}_{3}$ ]:

$$
\begin{aligned}
& q^{3}(q-1)^{4}\left(q^{2}+q-1\right)\left[\mathbb{U}_{3}\right]+q^{6}(q-2)^{2}(q-1)^{4}\left[\mathbb{U}_{3}\right]+q^{6}(q-2)(q-1)^{4}\left[\mathbb{U}_{3}\right] \\
& \quad+q^{6}(q-2)(q-1)^{4}\left[\mathbb{U}_{3}\right]+q^{3}(q-1)^{6}(q+1)\left[\mathbb{U}_{3}\right]=\left[\mathbb{U}_{3}\right]^{3} .
\end{aligned}
$$

We use a similar strategy as in the previous section to determine $Z_{\pi}(L)\left(T_{i}\right)$ for $i=2,3,4,5$ from the case $i=1$. We have

$$
\left.Z_{\pi}(L)\left(T_{j}\right)\right|_{T_{i}}=\left[X_{i j}\right] \cdot\left[\mathbb{U}_{3}\right] \quad \text { with } \quad X_{i j}=\left\{\left(g, g_{1}, g_{2}\right) \in \mathcal{C}_{j} \times \mathbb{U}_{3}^{2} \mid g\left[g_{1}, g_{2}\right] \in \mathcal{C}_{i}\right\}
$$

We can stratify $X_{i j}$ by

$$
X_{i j k}=\left\{\left(g, g_{1}, g_{2}\right) \in \mathcal{C}_{j} \times \mathbb{U}_{3}^{2} \mid g\left[g_{1}, g_{2}\right] \in \mathcal{C}_{i} \text { and }\left[g_{1}, g_{2}\right] \in \mathcal{C}_{k}\right\} \quad \text { for } k=1, \ldots, 5
$$

Note that for each conjugacy class $\mathcal{C}_{k}$ we have an algebraic normal subgroup $N$ so that every element $g \in \mathcal{C}_{k}$ is given by $n \xi_{k} n^{-1}$. In other words, there exists a (non-unique) morphism of varieties $\sigma_{k}: \mathcal{C}_{k} \rightarrow \mathbb{U}_{3}$ such that $\sigma_{k}(g) \xi_{k} \sigma_{k}(g)^{-1}=g$ for all $g \in \mathcal{C}_{k}$. Moreover, if $\left[g_{1}, g_{2}\right]=n \xi_{k} n^{-1}$, then $g\left[g_{1}, g_{2}\right] \in \mathcal{C}_{i}$ if and only if $n^{-1} g n \xi \in \mathcal{C}_{i}$. Thus, for each $i, j, k$ we have an isomorphism of varieties

$$
\begin{aligned}
& X_{i j k} \xrightarrow{\sim}\left\{g \in \mathcal{C}_{j} \mid g \xi_{k} \in \mathcal{C}_{i}\right\} \times\left\{\left(g_{1}, g_{2}\right) \in G^{2} \mid\left[g_{1}, g_{2}\right] \in \mathcal{C}_{k}\right\}, \\
& \left(g, g_{1}, g_{2}\right) \mapsto\left(\sigma_{k}\left(\left[g_{1}, g_{2}\right]\right)^{-1} g \sigma_{k}\left(\left[g_{1}, g_{2}\right]\right), g_{1}, g_{2}\right),
\end{aligned}
$$

so we find that

$$
\begin{equation*}
\left.Z_{\pi}(L)\left(T_{j}\right)\right|_{T_{i}}=\left.\sum_{k=1}^{5} F_{i j k} \cdot Z_{\pi}(L)\left(T_{1}\right)\right|_{T_{k}} \quad \text { with } \quad F_{i j k}=\left[\left\{g \in \mathcal{C}_{j} \mid g \xi_{k} \in \mathcal{C}_{i}\right\}\right] \tag{3.5}
\end{equation*}
$$

Although there are about $5^{3}=125$ computations to be done to determine the coefficients $F_{i j k}$, all of them are quite simple. For instance, it is clear that $F_{i, 1, k}=\delta_{i k}$, the Kronecker delta. For $j=2$, take any $g=\left(\begin{array}{lll}1 & \alpha & \beta \\ 0 & 1 & \gamma \\ 0 & 0 & 1\end{array}\right) \in \mathcal{C}_{2}$. Then $g \xi_{1}, g \xi_{5} \in \mathcal{C}_{2}$. We have $g \xi_{3} \in \mathcal{C}_{4}$ if $\alpha=-1$ and $g \xi_{3} \in \mathcal{C}_{2}$ otherwise. Similarly, $g \xi_{4} \in \mathcal{C}_{3}$ if $\gamma=-1$ and $g \xi_{4} \in \mathcal{C}_{2}$ otherwise. Finally,

$$
g \xi_{2} \in \begin{cases}\mathcal{C}_{1} & \text { if } \alpha, \gamma=-1 \text { and } \beta=0 \\ \mathcal{C}_{2} & \text { if } \alpha, \gamma \neq-1 \\ \mathcal{C}_{3} & \text { if } \alpha \neq-1 \text { and } \gamma=-1 \\ \mathcal{C}_{4} & \text { if } \alpha=-1 \text { and } \gamma \neq-1 \\ \mathcal{C}_{5} & \text { if } \alpha, \gamma=-1 \text { and } \beta \neq 0\end{cases}
$$

This gives

$$
F_{i, 2, k}=\left(\begin{array}{ccccc}
0 & 1 & 0 & 0 & 0 \\
q(q-1)^{2} & q(q-2)^{2} & q(q-2)(q-1) & q(q-2)(q-1) & q(q-1)^{2} \\
0 & q(q-2) & 0 & q(q-1) & 0 \\
0 & q(q-2) & q(q-1) & 0 & 0 \\
0 & q-1 & 0 & 0 & 0
\end{array}\right)
$$

with $i$ the row index and $k$ the column index. By completely similar arguments, one can show that

$$
\begin{aligned}
F_{i, 3, k} & =\left(\begin{array}{ccccc}
0 & 0 & 1 & 0 & 0 \\
0 & q(q-2) & 0 & q(q-1) & 0 \\
q(q-1) & 0 & q(q-2) & 0 & q(q-1) \\
0 & q & 0 & 0 & 0 \\
0 & 0 & q-1 & 0 & 0
\end{array}\right), \\
F_{i, 4, k} & =\left(\begin{array}{ccccc}
0 & 0 & 0 & 1 & 0 \\
0 & q(q-2) & q(q-1) & 0 & 0 \\
0 & q & 0 & 0 & 0 \\
q(q-1) & 0 & 0 & q(q-2) & q(q-1) \\
0 & 0 & 0 & q-1 & 0
\end{array}\right), \\
F_{i, 5, k} & =\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 1 \\
0 & q-1 & 0 & 0 & 0 \\
0 & 0 & q-1 & 0 & 0 \\
0 & 0 & 0 & q-1 & 0 \\
q-1 & 0 & 0 & 0 & q-2
\end{array}\right) .
\end{aligned}
$$

Using (3.5) we obtain the matrix representing $Z_{\pi}(L)$. Precomposing this map with $\eta^{-1}$ gives $\tilde{Z}(L)$, which can be diagonalized as follows:

$$
\begin{aligned}
\tilde{Z}(L)=q^{6}(q-1)^{5} A\left(\begin{array}{ccccc}
q^{3} & & & & \\
& q(q-1)^{2} & & \\
& & q^{3}(q-1)^{2} & & \\
& & & q^{3}(q-1)^{2} & \\
& \text { with } A=\left(\begin{array}{ccccc}
1 & 1 & 0 & 1 & 1 \\
q & 0 & 0 & -q(q-1) & q(q-1)^{2} \\
-q & 0 & 1 & 0 & q(q-1) \\
-q & 0 & -1 & q(q-2) & q(q-1) \\
q-1 & -1 & 0 & q-1 & q-1
\end{array}\right)
\end{array} .\left\{\begin{array}{l}
\text {-1 }
\end{array} .\right.\right.
\end{aligned}
$$

Remark 3.9. We see that $Z_{\pi}(L)$ is symmetric. This can be explained by the fact that for each $i$ and $j$ we have an isomorphism:

$$
\begin{aligned}
& \left\{\left(g, g_{1}, g_{2}\right) \in \mathcal{C}_{i} \times G^{2} \mid g\left[g_{1}, g_{2}\right] \in \mathcal{C}_{j}\right\} \stackrel{\sim}{\longleftrightarrow}\left\{\left(g, g_{1}, g_{2}\right) \in \mathcal{C}_{j} \times G^{2} \mid g\left[g_{1}, g_{2}\right] \in \mathcal{C}_{i}\right\}, \\
& \left(g, g_{1}, g_{2}\right) \mapsto\left(g\left[g_{1}, g_{2}\right], g_{2}, g_{1}\right), \\
& \left(g\left[g_{1}, g_{2}\right], g_{2}, g_{1}\right) \hookleftarrow\left(g, g_{1}, g_{2}\right) .
\end{aligned}
$$

Hence the classes of both sides are equal in $\mathrm{K}\left(\operatorname{Var}_{\mathbb{C}}\right)$, and so $\left.Z_{\pi}(L)\left(T_{i}\right)\right|_{T_{j}}=\left.Z_{\pi}(L)\left(T_{j}\right)\right|_{T_{i}}$. This does not hold for any TQFT, but it relies on the fact that the $C_{i}$ are points.
Theorem 3.10. For any $g \geq 0$, the virtual class of the $\mathbb{U}_{3}$-representation variety $\mathfrak{X}_{\mathbb{U}_{3}}\left(\Sigma_{g}\right)$ is

$$
\left[\mathfrak{X}_{\mathbb{U}_{3}}\left(\Sigma_{g}\right)\right]=q^{3 g-3}(q-1)^{2 g}\left(q^{2}(q-1)^{2 g+1}+q^{3 g}(q-1)^{2}+q^{3 g}(q-1)^{4 g}+2 q^{3 g}(q-1)^{2 g+1}\right) .
$$

Proof. One can check that

$$
A^{-1}=\frac{1}{q^{3}}\left(\begin{array}{ccccc}
(q-1)^{2} & 1 & 1-q & 1-q & (q-1)^{2} \\
q^{2}(q-1) & 0 & 0 & 0 & -q^{2} \\
q(q-2)(q-1) & -q(q-2) & q^{3}-2 q^{2}+2 q & -2 q(q-1) & q^{3}-3 q^{2}+2 q \\
2 q-2 & -2 & q-2 & q-2 & 2 q-2 \\
1 & 1 & 1 & 1 & 1
\end{array}\right)
$$

By matrix multiplication, we find that

$$
\begin{aligned}
\mathfrak{X}_{\mathbb{U}_{3}}\left(\Sigma_{g}\right)= & \left.\frac{1}{\left[\mathbb{U}_{3}\right]^{g}} \tilde{Z}(L)^{g}\left(T_{1}\right)\right|_{T_{1}}=q^{3 g-3}(q-1)^{2 g} \\
& \times\left(q^{2}(q-1)^{2 g+1}+q^{3 g}(q-1)^{2}+q^{3 g}(q-1)^{4 g}+2 q^{3 g}(q-1)^{2 g+1}\right) .
\end{aligned}
$$

Remark 3.11. In particular, for small values of $g$, we find

$$
\begin{aligned}
{\left[\mathfrak{X}_{\mathbb{U}_{3}}\left(\Sigma_{1}\right)\right]=} & q^{3}(q-1)^{4}\left(q^{2}+q-1\right), \\
& \left.\mathfrak{X}_{\mathbb{U}_{3}}\left(\Sigma_{2}\right)\right]=q^{7}(q-1)^{6}\left(q^{8}-6 q^{7}+15 q^{6}-18 q^{5}+9 q^{4}+q^{3}-3 q^{2}+3 q-1\right), \\
{\left[\mathfrak{X}_{\mathbb{U}_{3}}\left(\Sigma_{3}\right)\right]=} & q^{11}(q-1)^{8}\left(q^{14}-10 q^{13}+45 q^{12}-120 q^{11}+210 q^{10}-250 q^{9}+200 q^{8}\right. \\
& \left.-100 q^{7}+25 q^{6}+q^{5}-5 q^{4}+10 q^{3}-10 q^{2}+5 q-1\right) .
\end{aligned}
$$

As in Remark 3.4, the factor $(q-1)^{2 g+2}$ can be explained from the actions of $\mathbb{G}_{m}^{2 g}$ (given by


### 3.3 Upper triangular $4 \times 4$ matrices

The last case we will treat is the group $\mathbb{U}_{4}$ of upper triangular $4 \times 4$ matrices. We can use the same strategies as in the previous case of $\mathbb{U}_{3}$, but all computations are done using Algorithm A.1. Source code for these computations is given in [34]. The group $\mathbb{U}_{4}$ contains sixteen unipotent conjugacy classes [3]. We consider the following representatives of these classes

$$
\begin{aligned}
& \left(\begin{array}{lll}
1 & & \\
& 1 & \\
\\
& & 1
\end{array}\right. \\
& \left(\begin{array}{lll}
1 & & \\
& 1 & 1 \\
\\
& & 1
\end{array}\right. \\
& \left(\begin{array}{lll}
1 & 1 & \\
& 1 & \\
& & 1
\end{array}\right. \\
& \\
&
\end{aligned}
$$

which we denote in order by $\xi_{1}, \ldots, \xi_{16}$. Explicitly, the conjugacy classes are given by

$$
\begin{aligned}
& \mathcal{C}_{1}=\left\{a_{0,1}=a_{0,2}=a_{0,3}=a_{1,2}=a_{1,3}=a_{2,3}=0\right\}, \\
& \mathcal{C}_{2}=\left\{a_{1,2}=a_{1,3}=a_{2,3}=0, a_{0,1} \neq 0\right\}, \\
& \mathcal{C}_{3}=\left\{a_{0,1}=a_{1,2}=a_{1,3}=a_{2,3}=0, a_{0,2} \neq 0\right\}, \\
& \mathcal{C}_{4}=\left\{a_{0,1}=a_{0,2}=a_{1,2}=a_{1,3}=a_{2,3}=0, a_{0,3} \neq 0\right\}, \\
& \mathcal{C}_{5}=\left\{a_{0,1}=a_{2,3}=a_{0,3} a_{1,2}-a_{0,2} a_{1,3}=0, a_{1,2} \neq 0\right\}, \\
& \mathcal{C}_{6}=\left\{a_{0,1}=a_{0,2}=a_{1,2}=a_{2,3}=0, a_{1,3} \neq 0\right\}, \\
& \mathcal{C}_{7}=\left\{a_{0,1}=a_{0,2}=a_{1,2}=0, a_{2,3} \neq 0\right\},
\end{aligned}
$$

$$
\begin{aligned}
& \mathcal{C}_{8}=\left\{a_{2,3}=0, a_{0,1} \neq 0, a_{1,2} \neq 0\right\}, \\
& \mathcal{C}_{9}=\left\{a_{1,2}=a_{2,3}=0, a_{0,1} \neq 0, a_{1,3} \neq 0\right\}, \\
& \mathcal{C}_{10}=\left\{a_{1,2}=a_{0,2} a_{2,3}+a_{0,1} a_{1,3}=0, a_{0,1} \neq 0, a_{2,3} \neq 0\right\}, \\
& \mathcal{C}_{11}=\left\{a_{0,1}=a_{1,2}=a_{2,3}=0, a_{0,2} \neq 0, a_{1,3} \neq 0\right\}, \\
& \mathcal{C}_{12}=\left\{a_{0,1}=a_{1,2}=0, a_{0,2} \neq 0, a_{2,3} \neq 0\right\}, \\
& \mathcal{C}_{13}=\left\{a_{0,1}=0, a_{1,2} \neq 0, a_{2,3} \neq 0\right\}, \\
& \mathcal{C}_{14}=\left\{a_{0,1}=a_{2,3}=0, a_{1,2} \neq 0, a_{0,3} a_{1,2}-a_{0,2} a_{1,3} \neq 0\right\}, \\
& \mathcal{C}_{15}=\left\{a_{0,1} \neq 0, a_{1,2} \neq 0, a_{2,3} \neq 0\right\}, \\
& \mathcal{C}_{16}=\left\{a_{1,2}=0, a_{0,1} \neq 0, a_{2,3} \neq 0, a_{0,2} a_{2,3}+a_{0,1} a_{1,3} \neq 0\right\} .
\end{aligned}
$$

As before, we write $T_{i}=\left[C_{i}\right]_{C_{i}} \in \mathrm{~K}\left(\operatorname{Var} / C_{i}\right)$ and consider $V=\left\langle T_{1}, \ldots, T_{16}\right\rangle$. We wish to compute $Z_{\pi}(L)\left(T_{1}\right)$ first and deduce the other columns from this column as we did before. We have

$$
\left.Z_{\pi}(L)\left(T_{1}\right)\right|_{T_{i}}=\left[\left\{\left(g_{1}, g_{2}\right) \in \mathbb{U}_{4} \mid\left[g_{1}, g_{2}\right] \in \mathcal{C}_{i}\right\}\right] .
$$

In terms of coordinates, this will yield systems of equations in 20 variables. Using Algorithm A. 1 we obtain

$$
Z_{\pi}(L)\left(T_{1}\right)=q^{6}(q-1)^{2}\left(\begin{array}{c}
q(q-1)^{3}\left(q^{2}+3 q-2\right) \\
q(q-2)(q-1)^{2}\left(q^{2}+q-1\right) \\
q(q-1)^{2}\left(q^{3}-3 q+1\right) \\
q(q-1)^{3}\left(q^{2}+2 q-2\right) \\
(q-2)(q-1)^{2}\left(q^{3}+q-1\right) \\
q(q-1)^{2}\left(q^{3}-3 q+1\right) \\
q(q-2)(q-1)^{2}\left(q^{2}+q-1\right) \\
q^{3}(q-2)^{2}(q-1) \\
q(q-2)(q-1)^{3}(q+1) \\
q(q-2)(q-1)^{2}\left(q^{2}-q-1\right) \\
q(q-1)\left(q^{4}-2 q^{3}-q^{2}+4 q-1\right) \\
q(q-2)(q-1)^{3}(q+1) \\
q^{3}(q-2)^{2}(q-1) \\
(q-2)(q-1)^{3}\left(q^{2}+q+1\right) \\
q^{3}(q-2)^{3} \\
q(q-2)\left(q^{4}-3 q^{3}+2 q^{2}-1\right)
\end{array}\right) .
$$

Completely analogous to the previous section, the other columns can be computed from this result via

$$
\left.Z_{\pi}(L)\left(T_{j}\right)\right|_{T_{i}}=\sum_{k=1}^{16} F_{i j k} \cdot Z_{\pi}(L)\left(\left.T_{1}\right|_{T_{k}}\right),
$$

where

$$
F_{i j k}=\left[\left\{g \in \mathcal{C}_{j} \mid g \xi_{k} \in \mathcal{C}_{i}\right\}\right] .
$$

Again, see [34] for the actual computations. As usual, the map $\eta=\pi_{!} \pi^{*}$ is diagonal, with $\eta\left(T_{i}\right)=\left[\mathcal{C}_{i}\right] T_{i}$. Composing $Z_{\pi}(L)$ with $\eta^{-1}$ gives us $\tilde{Z}(L)$, which can be found in Appendix B. After diagonalizing the reduced TQFT $\tilde{Z}(L)=Z_{\pi}(L) \circ \eta^{-1}$, we obtain the following result.

Theorem 3.12. For any $g \geq 0$, the virtual class of the $\mathbb{U}_{4}$-representation variety $\mathfrak{X}_{\mathbb{U}_{4}}\left(\Sigma_{g}\right)$ is

$$
\begin{aligned}
{\left[\mathfrak{X}_{\mathbb{U}_{4}}\left(\Sigma_{g}\right)\right]=} & q^{12 g-6}(q-1)^{8 g}+q^{12 g-6}(q-1)^{2 g+3}+q^{10 g-4}(q-1)^{2 g+3}+q^{10 g-3}(q-1)^{4 g+1} \\
& +q^{8 g-2}(q-1)^{6 g+1}+q^{8 g-2}(q-1)^{4 g+2}+2 q^{10 g-4}(q-1)^{6 g+1} \\
& +3 q^{12 g-6}(q-1)^{6 g+1}+3 q^{12 g-6}(q-1)^{4 g+2}+q^{10 g-4}(q-1)^{4 g+1}(2 q-3) .
\end{aligned}
$$

Remark 3.13. For small values of $g$, we have

$$
\begin{aligned}
{\left[\mathfrak{X}_{\mathbb{U}_{4}}\left(\Sigma_{1}\right)\right]=} & q^{7}(q-1)^{5}\left(q^{2}+3 q-2\right) \\
{\left[\mathfrak{X}_{\mathbb{U}_{4}}\left(\Sigma_{2}\right)\right]=} & q^{15}(q-1)^{7}\left(q^{2}-3 q+3\right)\left(q^{10}-6 q^{9}+15 q^{8}-18 q^{7}+9 q^{6}+2 q^{5}-6 q^{4}+7 q^{3}\right. \\
& \left.-4 q^{2}+3 q-1\right) \\
{\left[\mathfrak{X}_{\mathbb{U}_{4}}\left(\Sigma_{3}\right)\right]=} & q^{23}(q-1)^{9}\left(q^{4}-5 q^{3}+10 q^{2}-10 q+5\right)\left(q^{18}-10 q^{17}+45 q^{16}-120 q^{15}\right. \\
& +210 q^{14}-250 q^{13}+200 q^{12}-100 q^{11}+25 q^{10}+2 q^{9}-10 q^{8}+20 q^{7}-20 q^{6} \\
& \left.+11 q^{5}-6 q^{4}+10 q^{3}-10 q^{2}+5 q-1\right)
\end{aligned}
$$

### 3.4 Moduli space of representations and character variety

Let $X$ be a path-connected topological space with finitely generated fundamental group and $G$ a linear algebraic group over an algebraically closed field $k$. There is a natural action of $G$ on the affine representation variety $\mathfrak{X}_{G}(X)$ given by conjugation. If $G$ is reductive, one can look at the affine geometric invariant theory (GIT) quotient

$$
\mathcal{M}_{G}(X)=\mathfrak{X}_{G}(X) / / G
$$

which is defined as the spectrum of the ring of invariants $\operatorname{Spec}\left(\mathcal{O}_{\mathfrak{X}_{G}(X)}\right)^{G}$. This scheme is known as the moduli space of $G$-representations.

A theorem of Nagata [28] shows that the affine GIT quotient is finitely generated over $k$, using that $G$ is reductive. However, specializing to the non-reductive groups $G=\mathbb{U}_{n}$, the ring of invariants is no longer guaranteed to be finitely generated over $k$. Hence, we will instead focus on the categorical quotient of $\mathfrak{X}_{G}(X)$ by $G$, which coincides with the affine GIT quotient for $G$ reductive [29]. We begin with the following lemma.

Lemma 3.14. Let $X$ be a variety over an algebraically closed field $k$ equipped with a $G$-action. Let $\pi: X \rightarrow Y$ be a $G$-equivariant morphism of varieties over $k$, such that the action of $G$ on $Y$ is trivial. Assume that there exists a G-equivariant morphism $\sigma: Y \rightarrow X$ such that $\pi \circ \sigma=\mathrm{id}_{Y}$. If for any $x \in X$ the Zariski-closure of the $G$-orbit of $x$ contains $\sigma(\pi(x))$, then $\pi$ is a categorical quotient.

Proof. Let $f: X \rightarrow Z$ be any $G$-equivariant morphism, where $Z$ has trivial $G$-action. We need to show there exists a unique $G$-invariant morphism $g: Y \rightarrow Z$ such that $f=g \circ \pi$. If such a morphism exists, it must be given by $g=f \circ \sigma$ since $f \circ \sigma=(g \circ \pi) \circ \sigma=g$. This already shows uniqueness. Now we show that for $g=f \circ \sigma$ we have $f=g \circ \pi$. Take $x \in X$ and note that as $f$ is $G$-equivariant, so $f(\tilde{x})=f(x)$ for any $\tilde{x}$ in the orbit of $x$. By continuity, we find that $f(\sigma(\pi(x)))=f(x)$ finishing the proof.

Let us apply this lemma to the case of $G=\mathbb{U}_{2}$.
Lemma 3.15. There exists an isomorphism of varieties $\mathcal{M}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right) \cong\left(\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}\right)^{4 g}$ over $\mathbb{C}$.
Proof. Consider

$$
M=\left\{\left(A_{1}, B_{1}, \ldots, A_{g}, B_{g}\right) \in \mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right) \mid \text { all } A_{i}, B_{i} \text { are diagonal }\right\}
$$

which is isomorphic to $\left(\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}\right)^{4 g}$. Let $\pi: \mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right) \rightarrow M$ be the morphism that sends every matrix $\left(\begin{array}{cc}a_{i} & b_{i} \\ 0 & c_{i}\end{array}\right)$ to the matrix $\left(\begin{array}{cc}a_{i} & 0 \\ 0 & c_{i}\end{array}\right)$, and take $\sigma: M \rightarrow \mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)$ to be the inclusion. Indeed $\pi$ is $\mathbb{U}_{2}$-invariant, and for any

$$
A=\left(\left(\begin{array}{cc}
a_{1} & b_{1} \\
0 & c_{1}
\end{array}\right), \ldots,\left(\begin{array}{cc}
a_{2 g} & b_{2 g} \\
0 & c_{2 g}
\end{array}\right)\right) \in \mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)
$$

we find that

$$
\lim _{x \rightarrow 0}\left(\begin{array}{ll}
x & 0 \\
0 & 1
\end{array}\right) A\left(\begin{array}{ll}
x & 0 \\
0 & 1
\end{array}\right)^{-1}=\left(\left(\begin{array}{cc}
a_{1} & 0 \\
0 & c_{1}
\end{array}\right), \ldots,\left(\begin{array}{cc}
a_{2 g} & 0 \\
0 & c_{2 g}
\end{array}\right)\right)=\sigma(\pi(A))
$$

so $\sigma(\pi(A))$ lies in the analytic-closure (and thus Zariski-closure) of the orbit of $A$. By Lemma 3.14 , we conclude that $\pi: \mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right) \rightarrow M$ is the categorical quotient of $\mathfrak{X}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)$ by the action of $\mathbb{U}_{2}$ providing the required isomorphism $\mathcal{M}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right) \cong\left(\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}\right)^{4 g}$.

We remark that the moduli space of $G$-representations $\mathcal{M}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)$ is a variety even though $\mathbb{U}_{2}$ is a non-reductive linear group.

Now, we turn our attention to the $G$-character variety of $X$. We write $\Gamma=\pi_{1}(X)$, which is assumed to be finitely generated. The character of a representation $\rho \in \mathfrak{X}_{G}(X)$ is defined as the map

$$
\chi_{\rho}: \Gamma \rightarrow k: \gamma \mapsto \operatorname{tr}(\rho(\gamma)),
$$

and the character map as

$$
\chi: \mathfrak{X}_{G}(X) \rightarrow k^{\Gamma}: \quad \rho \mapsto \chi_{\rho} .
$$

The image of $\chi$ is called the $G$-character variety, denoted $\chi_{G}(X)$. By the results from [6], there exists a finite set of elements $\gamma_{1}, \ldots, \gamma_{a} \in \pi_{1}(X)$ such that $\chi_{\rho}$ is determined by the characters $\chi_{\rho}\left(\gamma_{1}\right), \ldots, \chi_{\rho}\left(\gamma_{a}\right)$ for any $\rho$. This way $\chi_{G}(X)$ can be identified with the image of the map $\mathfrak{X}_{G}(X) \rightarrow k^{a}: \rho \mapsto\left(\chi_{\rho}\left(\gamma_{1}\right), \ldots, \chi_{\rho}\left(\gamma_{a}\right)\right)$, which gives the $G$-character variety the structure of a variety. This structure is independent of the chosen $\gamma_{i}$.

Note that the character map $\chi$ is a $G$-invariant morphism: indeed the trace map is invariant under conjugation. By the universal property of the categorical quotient, we obtain an induced map

$$
\bar{\chi}: \mathcal{M}_{G}(X) \rightarrow \chi_{G}(X)
$$

In the case of $G=\mathrm{SL}_{n}(\mathbb{C}), \mathrm{Sp}_{2 n}(\mathbb{C})$ or $\mathrm{SO}_{2 n+1}(\mathbb{C})$ this map is an isomorphism [6, 8, 20]. However, $\bar{\chi}$ fails to be an isomorphism for the surfaces $\Sigma_{g}$ and the non-reductive groups $G=\mathbb{U}_{2}$ with $g \geq 1$.

Theorem 3.16. The map

$$
\bar{\chi}: \mathcal{M}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right) \rightarrow \chi_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)
$$

is not an isomorphism.
Proof. Arguing as in Lemma 3.14, the map $\bar{\chi}$ must be given by $\bar{\chi}(A)=\chi_{A}$. But this cannot be an isomorphism: for general $A \in \mathcal{M}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)$ one can consider $B=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right) A\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)^{-1}$ (where the diagonal entries of $A$ are interchanged), and we have $\chi_{A}=\chi_{B}$, even though in general $A \neq B$. Therefore, the moduli space $\mathcal{M}_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)$ is not isomorphic to the character variety $\chi_{\mathbb{U}_{2}}\left(\Sigma_{g}\right)$ through the natural map.

All of the above can easily be generalized to the case $G=\mathbb{U}_{n}$ for any $n \geq 2$. Namely, similar to before, let

$$
M=\left\{\left(A_{1}, B_{1}, \ldots, A_{g}, B_{g}\right) \in \mathfrak{X}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right) \mid \text { all } A_{i}, B_{i} \text { are diagonal }\right\}
$$

and $\pi: \mathfrak{X}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right) \rightarrow M$ the map that sets all off-diagonal entries to zero, and $\sigma: M \rightarrow \mathfrak{X}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right)$ the inclusion. Then $\sigma \circ \pi=\mathrm{id}$, and one easily checks that $\sigma(\pi(A))$ lies in the closure of the orbit of $A$ for any $A \in \mathfrak{X}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right)$, e.g., by conjugating $A$ with $\left(\begin{array}{ccc}x^{n-1} & & \\ & x^{n-2} & \\ & & \ddots \\ & & \\ & & \\ & & \end{array}\right)$ and taking the limit $x \rightarrow 0$. This shows that $\mathcal{M}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right) \cong\left(\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}\right)^{2 g n}$, proving Theorem 1.4. Again, note that the natural map $\bar{\chi}: \mathcal{M}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right) \rightarrow \chi_{\mathbb{U}_{n}}\left(\Sigma_{g}\right)$ cannot be an isomorphism as there are symmetries (permuting diagonal entries) that are invariant under the character map, proving Theorem 1.5.

Remark 3.17. In fact, as pointed out by the reviewers, the discussion above implies that the $\mathbb{U}_{n}$-character variety $\chi_{\mathbb{U}_{n}}\left(\Sigma_{g}\right)$ is the GIT quotient of the moduli space of $\mathbb{U}_{n}$-representations $\mathcal{M}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right)$ under the symmetric group $S_{n}$,

$$
\chi_{\mathbb{U}_{n}}\left(\Sigma_{g}\right) \cong \mathcal{M}_{\mathbb{U}_{n}}\left(\Sigma_{g}\right) / / S_{n}=\left(\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}\right)^{2 g n} / / S_{n}
$$

where $S_{n}$ permutes the eigenvalues of the $2 g$ generators simultaneously. Indeed, the traces of the products of the powers of the $2 g$ generators determine the eigenvalues of the $2 g$ generators up to a simultaneous $S_{n}$-action, which in turn, determine the character of any representation $\chi_{\rho}: \Gamma \rightarrow k$.

In this way, the $\mathbb{U}_{n}$-character variety $\chi_{\mathbb{U}_{n}}\left(\Sigma_{g}\right)$ can be understood geometrically. The variety $\left(\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}\right)^{n}$ is identified with variety of diagonal matrices of $\mathrm{GL}_{n}(\mathbb{C})$, and thus, with a maximal torus $T$. The symmetric group $S_{n}$ can be identified with the Weyl group $W$ acting on the maximal torus, and thus, one gets isomorphisms

$$
\chi_{\mathbb{U}_{n}}\left(\Sigma_{g}\right) \cong\left(\mathbb{A}_{\mathbb{C}}^{1} \backslash\{0\}\right)^{2 g n} / / S_{n} \cong T^{2 g} / / S_{n} \cong \operatorname{Hom}\left(\mathbb{Z}^{2 g}, T\right) / / W
$$

Now the map

$$
T^{2 g} \rightarrow \operatorname{Hom}\left(\mathbb{Z}^{2 g}, T\right) \rightarrow \operatorname{Hom}\left(\mathbb{Z}^{2 g}, \mathrm{GL}_{n}(\mathbb{C})\right) \rightarrow \operatorname{Hom}\left(\mathbb{Z}^{2 g}, \mathrm{GL}_{n}(\mathbb{C})\right) / / \mathrm{GL}_{n}(\mathbb{C})
$$

factors through $T^{2 g} / / W$, so we obtain a map from the $\mathbb{U}_{n}$-character variety to the moduli space of $\mathrm{GL}_{n}(\mathbb{C})$-representations of the free abelian group $\mathbb{Z}^{2 g}$ (which is the abelianization of $\pi_{1}\left(\Sigma_{g}\right)$ )

$$
\chi_{\mathbb{U}_{n}}\left(\Sigma_{g}\right) \cong \operatorname{Hom}\left(\mathbb{Z}^{2 g}, T\right) / / W \rightarrow \operatorname{Hom}\left(\mathbb{Z}^{2 g}, \mathrm{GL}_{n}(\mathbb{C})\right) / / \mathrm{GL}_{n}(\mathbb{C})
$$

which is, in fact, an isomorphism, see $[9,30]$ for more details.

## A Algorithmically computing virtual classes

In this appendix, we describe our algorthim for computing classes of affine varieties over $\mathbb{C}$ in the Grothendieck ring of varieties $\mathrm{K}\left(\operatorname{Var}_{\mathbb{C}}\right)$ in terms of $q=\left[\mathbb{A}_{\mathbb{C}}^{1}\right]$.

Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be a finite set (of variables), and $F, G$ be finite subsets of $\mathbb{C}[S]$. Then we write $X(S, F, G)$ for the (reduced) subvariety of $\mathbb{A}_{\mathbb{C}}^{n}$ given by $f=0$ for all $f \in F$ and $g \neq 0$ for all $g \in G$. For example,

$$
\mathbb{A}_{\mathbb{C}}^{n}=X\left(\left\{x_{1}, \ldots, x_{n}\right\}, \varnothing, \varnothing\right) \quad \text { and } \quad \mathrm{GL}_{2}(\mathbb{C})=X(\{a, b, c, d\}, \varnothing,\{a d-b c\})
$$

For convenience we will write $\operatorname{ev}_{x}(f, u)$ with $f \in \mathbb{C}[S]$ for the polynomial where $x \in S$ in $f$ is substituted for $u \in \mathbb{C}[S]$. Then we write

$$
\operatorname{ev}_{x}(F, u)=\left\{\operatorname{ev}_{x}(f, u) \mid f \in F\right\}
$$

and

$$
\operatorname{ev}_{x}(F, u, v)=\left\{v^{\operatorname{deg}_{x}(f)} \cdot \operatorname{ev}_{x}(f, u / v) \mid f \in F\right\}
$$

for a set of polynomials $F$ and $x \in S$ and $u, v \in \mathbb{C}[S]$. Note that for $\mathrm{ev}_{x}(F, u, v)$ the substituted polynomials are multiplied by a suitable number of factors $v$, in order to clear denominators.

We describe our recursive algorithm which computes the class $[X(S, F, G)]$ in terms of $q=\left[\mathbb{A}_{\mathbb{C}}^{1}\right]$.
Algorithm A.1. Let $X=X(S, F, G)$ for some $S, F$ and $G$ as above.

1. If $F$ contains a non-zero constant or if $0 \in G$, then $X=\varnothing$, so $[X]=0$.
2. If $F=\varnothing$ and $G=\varnothing$, then $X=\mathbb{A}_{\mathbb{C}}^{\# S}$, so $[X]=q^{\# S}$.
3. If some $x \in S$ 'does not appear' in any $f \in F$ and any $g \in G$, then we can factor $X \simeq \mathbb{A}_{\mathbb{C}}^{1} \times X^{\prime}$ with $X^{\prime}=X(S \backslash\{x\}, F, G)$. We have $[X]=q\left[X^{\prime}\right]$.
4. If $f=u^{n}$ (with $n>1$ ) for some $f \in F$ and $u \in \mathbb{C}[S]$, then we can replace $f$ with $u$, not changing $X$. That is, $X=X(S,(F \backslash\{f\}) \cup\{u\}, G)$. Similarly, if $g=u^{n}$ (with $n>1$ ) for some $g \in G$ and $u \in \mathbb{C}[S]$, then $X=X(S, F,(G \backslash\{g\}) \cup\{u\})$.
5. If some $f \in F$ is univariate in $x \in S$, we write $f=\left(x-\alpha_{1}\right) \cdots\left(x-\alpha_{m}\right)$, and we have $[X]=\sum_{i=1}^{m}\left[X_{i}\right]$ with $X_{i}=X\left(S \backslash\{x\}, \operatorname{ev}_{x}\left(F \backslash\{f\}, \alpha_{i}\right), \operatorname{ev}_{x}\left(G, \alpha_{i}\right)\right)$.
6. If $f=u v$ for some $f \in F$ and $u, v \in \mathbb{C}[S]$ (both not constant), then $X_{1}=X(S,(F \backslash\{f\}) \cup$ $\{u\}, G)=X \cap\{u=0\}$ and $X_{2}=X(S,(F \backslash\{f\}) \cup\{v\}, G \cup\{u\})=X \cap\{u \neq 0, v=0\}$ define a stratification for $X$, and thus $[X]=\left[X_{1}\right]+\left[X_{2}\right]$.
7. If $f=x u+v$ for some $f \in F, x \in S$ and $u, v \in \mathbb{C}[S]$ with $x$ not appearing in $u$ and $v$, then we consider the following cases. For any point $p$ of $X$, either $u(p)=0$, implying $v(p)=0$ as well, or $u(p) \neq 0$, implying $x(p)=-v(p) / u(p)$. Therefore $[X]=\left[X_{1}\right]+\left[X_{2}\right]$ with $X_{1}=X(S,(F \backslash\{f\}) \cup\{u, v\}, G)$ and $\left.X_{2}=X\left(S, \mathrm{ev}_{x}(F \backslash\{f\},-v, u)\right), \mathrm{ev}_{x}(G,-v, u) \cup\{u\}\right)$.
8. Suppose $f=x^{2} u+x v+w$ for some $f \in F, x \in S$ and $u, v, w \in \mathbb{C}[S]$ with $x$ not appearing in $u, v$ and $w$. Moreover, suppose that the discriminant $D=v^{2}-4 u w$ is a square, i.e., we can write $D=h^{2}$ for some $h \in \mathbb{C}[S]$. Then for any point $p$ of $X$, we consider the following cases. Either $u(p)=0$, in which case $(x v+w)(p)=0$. If $u(p) \neq 0$, we distinguish between $D(p)=0$ and $D(p) \neq 0$. In the first case we find that $x(p)=\left(\frac{-v}{2 u}\right)(p)$, and in the latter case we have the two possibilities $x(p)=\left(\frac{-v \pm h}{2 u}\right)(p)$. Hence $[X]=\left[X_{1}\right]+\left[X_{2}\right]+\left[X_{3}\right]+\left[X_{4}\right]$, with

$$
\begin{aligned}
& X_{1}=X(S,(F \backslash\{f\}) \cup\{u, x v+w\}, G), \\
& X_{2}=X\left(S, \operatorname{ev}_{x}(F \backslash\{f\},-v, 2 u) \cup\{D\}, \mathrm{ev}_{x}(G,-v, 2 u) \cup\{u\}\right), \\
& X_{3}=X\left(S, \operatorname{ev}_{x}(F \backslash\{f\},-v-h, 2 u), \operatorname{ev}_{x}(G,-v-h, 2 u) \cup\{u, D\}\right), \\
& X_{4}=X\left(S, \operatorname{ev}_{x}(F \backslash\{f\},-v+h, 2 u), \operatorname{ev}_{x}(G,-v+h, 2 u) \cup\{u, D\}\right) .
\end{aligned}
$$

9. If $G \neq \varnothing$, pick any $g \in G$. We have $[X]=\left[X_{1}\right]-\left[X_{2}\right]$ where $X_{1}=X(S, F, G \backslash\{g\})$ and $X_{2}=X(S, F \cup\{g\}, G)$.

An implementation of this algorithm in Python can be found at [34], together with the code for the computations done Sections 3.2 and 3.3.

## B Matrix $\tilde{Z}(L)$ for $\mathbb{U}_{4}$

The map $\tilde{Z}(L)$ for $G=\mathbb{U}_{4}$ is represented by the following matrix:
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[^0]:    ${ }^{1}$ We say that a linear algebraic group $G$ is special if every $G$-torsor (locally trivial in the étale topology) is locally trivial in the Zariski topology.

