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Abstract. Text mining approaches use natural language processing to
automatically extract patterns from texts. Tasks as topic labeling, news
classification, question answering, named entity recognition and senti-
ment analysis, usually require elaborate and effective document repre-
sentations. In this context, word representation models in general, and
vector-based word representations in particular, have gained increasing
interest to alleviate some of the limitations that Bag of Words exhibits.
In this article, we analyze the use of several vector-based word represen-
tations besides the classical ones, in a polarity analysis task on movie
reviews. Experimental results show the effectiveness of more elaborate
representations in comparison to Bag of Words. In particular, Concise
Semantic Analysis representation seems to be very robust and effective
because independently the classifier used with, the results are really good.
Dimension and time of getting the representations are also showed, con-
cluding in the efficiency of the classifiers when Concise Semantic Analysis
is considered.

Keywords: text mining, text representations, text classification, movie
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1 Introduction

Since the creation of the World Wide Web in 1989, the history of the commu-
nication has being evolved year by year. In 1990, with few computers connected
around the world, the first web browser was presented. By the early year 2000,
only some countries had access to the information through Internet. But the
use of this technology grew rapidly and, in 2016, more than 80% of people in
USA, UK, Australia, Spain, Israel and Germany between others, had Internet
access1. This massive use of Internet can be translated in communication, re-

1 Pew Research Center. Last access: July 4th, 2022. Available on
https://www.pewresearch.org/global/2016/02/22/internet-access-growing-
worldwide-but-remains-higher-in-advanced-economies/
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sources, information and data. Thus, we started to live the exploitation of digital
technologies.

Nowadays, 2.5 quintillion bytes of data are uploaded at day through Inter-
net2, and machine learning (ML) methods allow to use them for different pur-
poses. Particularly, if the online resource is text, tasks as topic labeling, news
classification, question answering, named entity recognition and sentiment anal-
ysis [1] are frequently solved with ML.

There are some interesting papers reviewing text classification algorithms [2–
5]. They range from traditional algorithms such as Näıve Bayes, Decision Trees
and Support Vector Machines to Deep Learning methods such as Recurrent and
Convolutional Neural Networks, and Transformers. Besides the classifiers and
the proposed systems, we believe that it is equally important to discuss the
way in which data is represented for the understandability and efficacy of ML
methods. For that reason, we analyze different representations for texts in a
particular case of study, aiming to show the adequacy of each one with standard
ML classifiers.

Contributions. We review traditional document-level representations such as
those that rely on term frequencies (Bag of Words (BoW) with different weight-
ing schemes [6, 7]), and more elaborate and compact ones (Concise Semantic
Analysis (CSA) [8] and Latent Semantic Analysis (LSA) [9]). Bags of tokens3

condense the document into a single count vector. Each position of that vec-
tor has associated a particular token and its value represents the frequency in
the document. CSA extracts concepts from the texts and relates each document
with the words in the corresponding concept space. LSA discovers latent topics
of the texts and represents those as a mixture of topics which are probability dis-
tributions over words. Finally, we move to featurized word-level representations
which capture the semantic and syntactic correlation between words. Common
used features are aspects, relations and words, and are represented by dense
vectors of fixed size named embeddings. Some examples of words embeddings are
Word2vec [10] and GloVe [11]. Thus, we analyze several dimensions of each rep-
resentation like the performance obtained with state-of-the-art classifiers on a
particular problem to solve: polarity analysis of IMDB reviews related to movies.
We also discuss the size of the obtained representations and the time required
to get them. We conclude the work with some highlights about the adequacy of
the text representations for this particular problem.

Organization. In Section 2 we describe the polarity analysis task and the
corresponding dataset used in this paper. In Section 3 we briefly define the
document-level and featurized word-level representations for the texts analyzed.
Then, the experimental study carried out is in Section 4. Finally, Section 5
summarizes the main conclusions obtained and future work.
2 Earthweb web site. Last access: July 4th, 2022. Available on
https://earthweb.com/how-much-data-is-created-every-day/

3 We assume that tokens would be words, n-grams, concepts, classes, topics, etc.
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2 Case Study: Polarity Analysis on IMDB Movie Reviews

Sentiment Analysis is one of the most popular applications of ML in Natural
Language Processing since it is relevant in many domains such as marketing,
politics, research, affective computing and so on [12–15]. However, it is a chal-
lenging field because when people express their feelings, emotions and opinions,
language can be used to persuade, encourage and communicate a positive or
negative form of thinking. Especially when analyzing written opinions, due to
the use of non-verbal language and the missing context, it is even more difficult
to detect ambiguity and sarcasm.

In general, Sentiment Analysis encompasses several aspects like polarity, sub-
jectivity, intensity, intentions and aspect-based analysis, as well as specific emo-
tions identification. Depending on the task selected, regressors or classifiers are
trained [16–18]. Particularly, Polarity Analysis task can consider continuous or
discrete values for documents labels. When the labels are continuous numbers,
usually they vary between -1 (negative) and 1 (positive). Although when the
labels are categorical they are mostly classified as positive, negative or neutral.

In this work, we used IMDB Movie Review Dataset [19] which was built
in view of the latter approach and taking into account only positive and neg-
ative classes. Therefore, it is a task review-level polarity classification, where a
classifier must predict if a review is positive or negative given its text. IMDB
Movie Review Dataset consists of 50,000 reviews about movies collected from
Internet Movie Database (IMDb4). This website contains information related
to films, television series, videogames and streaming content, information about
cast, production crew, plot summaries, ratings, also fan and critical reviews.

When the authors built this dataset they extracted only ratings and reviews.
Hence, they considered only highly polarized reviews, that is, a negative review
has a score less than or equal to 4, and a positive review has a score greater
than or equal to 7 (considering a scale from 1 to 10). Neutral reviews were
not included in the collection. Additionally, there are not more than 30 reviews
assigned per movie, this is to avoid correlation of common terms (for example,
characters, actors, events, etc.). The dataset is divided into two sets of 25,000
reviews. One set is used to train and the other one to test the different proposed
models. Also each collection is balanced in their amount of positive and negative
labeled reviews and there are no movies in common between the two sets. We
choose this well-known corpus because it is the most utilized in polarity analysis
task.

3 Evaluated Models

A document is a unit of textual data that belongs to a collection and constitutes
one of the main lexical resources of text mining. To extract relevant information
from a document, ML approaches should receive the data in an adequate form,
that is, a proper representation of the text.

4 www.imdb.com
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As mentioned in Section 1, the objective of this work focuses on studying
different types of representations, such as the simple BoW, more elaborate and
compact ones such as CSA and LSA, and the featurized word-level vectors as
Word2vec and GloVe. These text representations were combined with standard
classifiers to obtain the models. We considered Support Vector Machines with
Linear and RBF kernels, the Multinomial version5 of the probabilistic model
Näıve Bayes and the decision trees classifier named Random Forest. Next, we
describe briefly these representation techniques considered in our experimental
study.

The BoW strategy builds a set with the words of the documents, that is,
the vocabulary of the dataset. Formally, a document d is represented by a vector
of weights dBoW = (w1, w2, ..., wn) where wi depends on the selected weighting
scheme (boolean, term frequency, term frequency-inverse document frequency,
etc.) and n is the size of the vocabulary of the collection. This representation
is one of the most used in text categorization tasks because it is simple to
implement, the classifiers perform relatively well and it is possible to consider
different weighting schemes for the terms. However, BoW have known limitations
such as the order of the words in the document is lost and, context and grammar
are not considered, causing the loss of semantic and conceptual information.

The CSA technique proposes a vector representation of low dimensionality
with a high level of representativeness. A space of concepts is built according to
the categories used for the classification task. Then, for each word of the vocab-
ulary, a value that indicates the relationship between the word and each concept
is calculated and stored in a vector. Finally, the representation of the document
is obtained by adding the vectors corresponding to all the words included in the
document, weighted by the relative frequency of each word in the document.

LSA is a method that uses the contexts in which a word appears and as-
sociates it with a meaning. In order to find a small subset of concepts, LSA
analyzes the relationship between the meanings of the documents and the words
in those (the latent space). The matrix word-document is created, where the
rows correspond to the words and the columns to the documents. The compo-
nents fij of that matrix indicate how many times the word i is in the document
j. By applying a weighting scheme, the model is improved to give relevance
to the word that appears in the context of the documents. This representa-
tion faces polysemy and synonymy problems, which are alleviated by applying
the Singular Value Decomposition technique. The new matrix corresponds to a
concept-document one which is the representation of each document.

Word2vec is a neural model that computes feature vectors, usually named
word embeddings, by processing a large collection of documents. Formally, given
a set of n words and a context window of size r (the r words before and after
the target word), the model tries to predict which is the target word based
on their neighbors. This is the Continuous Bag-of-Words version. On the other
hand, Skip-Gram approach consists in predict the neighboring words from the
target word. The resultant embeddings are vectors of dimensions 1 × W with

5 The multinomial variant of Näıve Bayes is usually employed with textual data.
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W denoting the number of neurons in the hidden layer of the neural network.
Finally, the document representation can be obtained averaging or summing the
embeddings of each word in the text. Word2vec efficiently models related words,
which appear in similar contexts, and the representation captures the semantic
relationship between them. An advantage of considering Word2vec embeddings
is the possibility to use pre-trained vectors to represent the data for a particular
task. In this way, the hard process to obtain the embeddings is avoided. However,
this model has some problems representing out-of-vocabulary words, even there
are no shared representations at sub-word levels.

GloVe, stands for Global Vectors, is an unsupervised learning algorithm for
obtaining vector representations of words. The technique generates a contin-
uous vector space using matrix factorization and local context windows. The
training is performed on global statistics of word-word co-occurrence of texts.
The computed representations are based on the proportion of the co-occurrence
probabilities that are obtained from the semantic relationship between words.
When that relationship exists, the probability is large, whereas that in the case
of words that are related to only few words, the value obtained is small. After
computing the word embeddings, the representation of the document is obtained
averaging or summing the word vectors of the text. GloVe captures syntactic and
semantic information with good results, but it provides limitations related to the
detection of word analogies. The model is straightforward to obtain and repro-
duces correctly sub-linear relationships in the vector space. There are evidence
that GloVe performs better than Word2vec in word analogy tasks, although the
problem of words out-of-vocabulary is still present.

4 Experimental Study

The execution of the experiments was carried out with Google Colaboratory6

platform. We employed Jupyter notebooks with Python language (version 3.7.13)
to code the routines to generate, train, test and evaluate the models. In partic-
ular, we utilized the following main libraries for Natural Language Processing7:
sklearn (version 1.0.2), gensim (version 3.6.0), nltk (version 3.7), spacy (version
3.3.1), numpy (version 1.21.6) and pandas (version 1.3.5).

The corpus used to generate and evaluate the models was described in Sec-
tion 2. It consists of 50,000 movie reviews extracted from IMDd site. We consider
the original training and testing sets, that is, 25,000 samples to train and 25,000
more to evaluate. In each subset there is the same amount of reviews with pos-
itive and negative polarities. The reviews were pre-processed by converting all
the characters to lowercase and removing stop words, numbers, punctuation
marks and any special character. The hyperparameters for each representation
are described below.

In order to obtain the vocabulary of the BoW representation, we selected
several subsets of different amount of terms. We tested with the 100, 500, 1,000,

6 https://colab.research.google.com/
7 This information is important for reproducibility isuues.
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2,500, 5,000, 7,500 and 10,000 most frequent terms. Then, we evaluated un-
igrams and bigrams of words, unigrams + bigrams of words and trigrams of
characters. We considered those proposals with Boolean, Term Frequency and
Term Frequency–Inverse Document Frequency (TF-IDF) weighing schemes.

Since reviews are classified into two classes, i.e. positive and negative, the
resulting vectors of CSA representation are two-dimensional. Meanwhile, in LSA,
we considered 100 and 300 concepts. In addition, this last representation was
calculated considering TF-IDF weights.

Regarding word embeddings representations, for Word2vec and GloVe ap-
proaches, we made use of pre-trained vectors provided by Google8 and Stan-
ford University9, respectively. Word2vec pre-trained vectors were generated from
Google English News corpus, with Skip-Gram architecture, a context windows
size of 5 words and 300 dimensions. On the other hand, for GloVe pre-trained
embeddings, we considered the ones learned from Twitter with vector’s sizes of
25, 50, 100 and 200. We also used the GloVe embeddings trained with Com-
mon Crawl data which have 300 components. For both methods, the document
embeddings were obtained by averaging the word vectors present in the corre-
sponding text.

The different representations were evaluated using Support Vector Machine
classifiers with linear (SVM-Linear) and RBF (SVM-RBF) kernels, Multinomial
Näıve Bayes (MNB) and Random Forest (RF). It should be noted that we
employed the default parameters of each classifier. Finally, we used precision,
recall and F-Measure to evaluate the performance of the classifiers in a single
run.

In Table 1 we present a summary of the best F-Measure values obtained for
each model (representation and classifier). The highest values are highlighted in
bold.

Table 1. Summary of the best F-Measure values obtained with different models and
the dimension of each document representations.

Document Representation Size SVM-Linear SVM-RBF MNB RF

BoW(Unigram+Bigram) 10,000 0.86 0.88 0.84 0.84
CSA 2 0.93 0.92 0.92 0.88
LSA 300 0.86 0.87 0.82 0.80
Word2vec 300 0.85 0.86 0.74 0.81
GloVe 300 0.85 0.83 0.83 0.83

Based on all the experiments executed for BoW representation, the com-
bination of unigrams + bigrams of words with TF-IDF weighting scheme and

8 Word2vec pre-trained embeddings downloaded from
https://code.google.com/archive/p/word2vec/

9 GloVe pre-trained embeddings available at https://nlp.stanford.edu/projects/glove/
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considering the 10,000 most frequent words, was the best. The models using
BoW obtained good performance (between 0.86 and 0.88) with SVM classifiers.

Slightly lower performance was achieved with models that include embed-
dings as text representations. The best metrics were reached with vectors of 300
dimensions and, in the case of GloVe, using the pre-trained embeddings from
Common Crawl.

The highest result obtained with models considering LSA utilized 300 con-
cepts when building the representation. The performance of SVM classifier with
LSA is similar to that of BoW, but with the other classifiers are barely lower.

The best F-Measure values in our experimental study were achieved with
CSA representation which has only 2 dimensions. All those values are equal or
higher than 0.92 with the exception of RF classifier which is 0.88.

Table 2 presents a summary of the time taken to generate the different doc-
ument representations (see Generation column) and the execution time of the
classifiers, expressed in seconds. The columns corresponding to the classifiers
indicate the sum of the training and the testing stages of the best models stated
in Table 1. This allows us to take into account the temporal complexity of each
model. A value of 0 (second) in Table 2 means a period of time less than 1
second.

Table 2. Time consumed by the different representations and classifiers expressed in
seconds.

Representation Generation SVM-Linear SVM-RBF MNB RF

BoW 25 0 1,397 3 63
CSA 1,257 0 18 0 3
LSA 29 60 372 0 60
Word2vec 4,551 8 211 0 200
GloVe 62 124 1,271 0 221

The representation that took the longest time was Word2vec (4,551 seconds).
The reason, possibly, is that it includes the time considered to load the full set of
pre-trained vectors into memory. Meanwhile, despite of CSA is the second slowest
in computing the representation, it is only a quarter of the time Word2vec took.
On the other hand, if we consider the time spent for the models using CSA, all
classifiers are very fast.

Analyzing the execution time involved in generating the embeddings of doc-
uments, GloVe has minimal execution time compared to Word2vec, and their
performance (see Table 1) is similar.

Finally, it is worth mentioning that the times to obtain BoW, LSA and
GloVe representations are really good (62 seconds or less). Regarding the classi-
fiers, MNB always was the fastest, followed by SVM-Linear. Whereas SVM-RBF
generally took the longest time to train and test the models.
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5 Conclusions and Future Work

In this article, we analyzed different text representations for Polarity Analysis
task. From the experimental study, we can conclude that models including CSA
representation obtained the best F-Measure values. The CSA vectors represent-
ing the documents are really small (just 2 dimensions) and CSA-based models
are the fastest to execute. CSA preserves only the necessary information for the
classifiers extracting few concepts from categories and then interprets those con-
cisely on the words of the documents. Thus, this representation can be considered
robust and efficient demonstrating to be adequate for this task.

Regarding BoW with unigrams+bigrams of words, TF-IDF weighting scheme
and vocabulary of 10,000, we found that it is fast to obtain and the models gen-
erally run rapidly (except when SVM classifier is used with RBF kernel). Never-
theless, the size of the representation is large, more precisely 10,000 dimensions.

Another text representation that can be obtained quickly is LSA. With just
300 dimensions, the analyzed models including LSA as representation are fast
to execute beyond the good performance they showed.

Finally, the models including embeddings-based representations perform sim-
ilarly well although Word2vec is slower to obtain compared to GloVe.

In relation to the time complexity of the classifiers, MNB and SVM demon-
strated to be very efficient in comparison to RF when evaluating the training
and testing stages. Also, if we focus in their performance, we observed that they
were really good.

As future work we plan to continue the analysis of these text representations
combining them with neural networks-based classifiers. We are also interested
in deeply study the models which use embeddings to fine-tune their pre-trained
word vectors for this particular tasks. Finally, we want to include more advanced
models such as BERT in our study.
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dad Nacional de San Luis and Consejo Nacional de Investigaciones Cient́ıficas y
Técnicas (CONICET), Argentina for the continuous support to the research.
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