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ABSTRACT 

The latest analysis methods of sentiments borrowed from computational linguistics are relevant in the age of big data, 

which is difficult to process through traditional content analysis. These methods have made it possible to analyze 

information over a long period, which allows us to trace the dynamics of the relationship to a particular object over time 

and large-scale comparative studies of texts. The authors demonstrate the applicability of sentiment analysis based on 

transformer models to the study of the temporal model of attitudes towards well-known politicians (2001-2021) on the 

example of text analysis of multilingual online publications. To do this, the authors used the targeted-BERT method for 

automated directed analysis of sentiments, obtained quality indicators F1-score 0.799 and 0.741 for Ukrainian and 

Russian models, respectively. The authors tested the dependence of mediatization of politicians on the country's political 

hierarchy, confirmed hypotheses about the attitude to their power (more significant criticism of the Ukrainian media 

and gradual loyalty to the Russian media) and foreign politicians (dominance of negative tone in both media with a 

growing trend for Ukrainian media). 
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1. INTRODUCTION  

In recent decades, most textual information has 

become available in digital format. In particular, all 

media have the official status of online publications. 

Thus, large amounts of information have accumulated, 

which on the one hand are a source of primary 

information for researchers, and on the other - require 

automated approaches to its analysis. Classical 

approaches applied on their own are no longer enough. 

Sentiment analysis (SA) is a class of computational 

methods that automatically retrieves and summarizes 

opinions about such a vast amount of data that the 

researcher alone cannot process. 

Automated word processing has also made significant 

progress. Ten years ago, the standard in text analysis was 

the bag-of-words approach [1], which five years later 

changed to the approach using neural networks based on 

recurrent layers (LSTM, GRU) [2], now considered the 

standard models with transformer architecture [3]. These 

changes brought a technological complication of 

approaches and an increase in the ability of machines to 

understand language, including based on symbols other 

than Latin. 

 

2. RESEARCH METHODOLOGY  

Sentiment analysis, SA (or mood analysis, tone 

analysis), is a multidisciplinary field of research that 

deals with the analysis of moods, evaluations, emotions, 

and thoughts of people about different subjects 

(entities) [4], such as products, services, individuals, 

companies, organizations, events and topics. It includes 

several areas, such as natural language processing (NLP), 

computational linguistics, information retrieval, machine 

learning, and artificial intelligence. It is a set of 

computational methods or techniques [5] and those based 

on NLP, which can be used to extract subjective 

information in a particular text. 

An essential property of SA is the fixation of polar 

estimates (negative-positive); its operationalization is to 

find ways to encode such estimates. From the point of 

view of machine learning, SA is the task of binary 

classification into negative and positive classes. 

The purpose of the article is to analyze the dynamics 

of the tones of Ukrainian and Russian media reports 

about famous politicians using new methods of 

sentimental analysis of texts. 
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The main hypotheses of the study: (1) Ukrainian 

media will be more critical of its government than 

Russian to its own; (2) Russian media will be more 

negative about foreign politicians than Ukrainian; (3) 

Over time, the Russian media became more loyal to their 

government. We will also examine the “mediatization of 

politicians”, particularly in assessing politicians loyal 

and disloyal to the government [6]. 

2.1. Targeted sentiment analysis model 

architecture 

Classical sentiment analysis is not aspect-oriented, 

but there can be many different sentiments in one text, 

focused on different people, objects, events, etc. That is 

why the development of methods of aspect-based 

sentiment classification (ABSC) is now very relevant. In 

this article, we use the approach of Chinese developers, 

whose idea was to modify the popular language model 

Bidirectional encoder for transformers (BERT) to work 

with local and global contexts [7]. The model consists of 

2 blocks: the 1st is responsible for the local context, the 

2nd - for the global. Each block is a standard BERT 

model with layers of embeddings (vector representations) 

at the input (positional embedding and embedding for 

tokens) and 12 layers of encoders, to which a layer of 

dynamic content mask is added in the case of the first 

block. Then the processing results of these blocks are 

combined in one layer through the mechanism of self-

attention and using it already from the combined result 

the sentiment forecast for pair text/aspect is received. 

A key element of this architecture is the CDM, a 

dynamic content mask that is a mechanism for denoting 

words (tokens) that are important for defining sentiment 

about a particular object in the text. It is calculated on the 

basis of SRD - relative semantic distance. When learning 

and deriving model predictions, you need to set this 

parameter, its purpose is to indicate how many words 

around the target word to take into account as a local 

context. 

The authors tested the quality of the model on three 

datasets. The F1-score of this model ranged from 75.78 

(on the Twitter dataset) to 81.74 (on the restaurant review 

dataset). Previous technologies to solve this problem, 

such as BERT-SPC, RAM, TD-LSTM, and others, did 

not show a result better than 78.79. Therefore, the choice 

of this model is logical and on the grounds of its better 

accuracy, and on the grounds of the logic of architecture, 

which considers two types of context. 

2.2. Training approach 

The training of the model of tonal analysis for the 

Russian and Ukrainian languages took place in two 

stages: the training of a separate model for the Ukrainian 

language and the training of a separate model for the 

Russian language. To train the Ukrainian-language 

model, we used our marked dataset for 7231 news and 

Twitter messages with the specified tone and the person 

in respect of whom such a tone was used. For the 

Russian-language model, we took 13,335 news and 

Twitter messages that were similarly tagged. 

We have randomly divided datasets then so that 

approximately 90% of the observations went to the 

training sample (the model learned to identify patterns 

between text and sentiment) and 10% to the test (we later 

tested the quality of the trained model). Thus, we selected 

6,500 texts for training the Ukrainian-language model 

and 12,000 for the Russian-language model. 

We have used the transfer learning approach to train 

the models. This is a traditional way of training neural 

networks, in which we do not train the weight of the 

neural network from scratch but take as a basis a ready-

made model and train its weight for a specific task (in our 

case, it is a classification of sentiments). The scales of the 

finished models using the LCF-BERT approach will be 

loaded into blocks of local and global contexts. Other 

layers of the neural network will optimize weights from 

randomly initialized values. 

We used two models for training: the Ukrainian-

language youscan/ukr-roberta-base (an extended 

variation of the BERT model, known as Roberta (12 

layers)) [8], and the Russian-language 

DeepPavlov/rubert-base-cased [9]. 

The trained models achieved F1-score indicators of 

0.799 for Ukrainian and 0.741 for Russian, which 

generally corresponds to the declared quality indicators 

of the LCF-BERT model (where the authors tested the 

quality in English texts). Therefore, we can use this 

model for automated sentiment analysis. 

We collected data for analysis through the rvest 

library in R, and trained models using Pythons library 

transformers. Further analysis of the obtained results of 

sentiment analysis we performed in the programming 

environment R. 

2.3. Sample 

To study the dynamics of tonalities concerning key 

politicians, took the media outlets of Ukrainian Pravda 

(UP) and Komsomolskaya Pravda (KP) as typical 

representatives of the Ukrainian and Russian media, 

respectively. We have united these publications by the 

same year of foundation - 2000, hence analyzing all texts 

from 2001 to 2021. The logic of the selection is to include 

politicians who have been the focus of media attention 

for a long time in the field of analysis. This will make it 

possible to identify the dynamics of judgments. 

3. RESEARCH RESULTS 

We have collected a total of 316072 news pieces from 

UP and 146027 news pieces from KP for analysis.  
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The sample is complete, but we have not selected 

some of the news due to technical failures during the 

machine collection of materials (NA = 21 and 2 for UP 

and KP, respectively). There are many more mentions of 

politicians in the UP than in the KP (Table 1). The reason 

may be that this publication positions itself as political, 

while the KP is gradually increasing its tabloid 

orientation. 

Table 1. Distribution of news by years  

Year 2001 2002 2003 2004 2005 2006 2007 

UP 4497 6085 4969 8395 9923 11748 13995 

KP 464 657 1347 3161 3906 4221 5438 

Year 2008 2009 2010 2011 2012 2013 2014 

UP 14930 15627 16538 17171 16599 15898 24045 

KP 7687 7761 8391 9712 9792 9203 9098 

Year 2015 2016 2017 2018 2019 2020 2021 

UP 25790 23648 21286 20607 19093 23592 1615 

KP 8658 9338 10238 10050 10250 11847 4790 

Among the politicians mentioned frequently on both 

resources over the past 20 years (Table 2) are the 

presidents of Ukraine, the United States, and the Russian 

Federation, some prime ministers, the German 

chancellor, and a prominent Russian opposition figure. In 

general, there is a "logic of the political system", which 

involves the coverage of politicians by journalists per the 

political hierarchy of the country [10], regardless of the 

bias of politicians [11]. 

Table 2. Distribution of news among politicians 

Politician UP KP Politician UP KP 

Bush G. 1396 443 Trump D. 5520 497 

Kuchma L. 12585 72 Turchynov O. 5066 52 

Medvedev M. 2661 1790 Tymoshenko Y. 30992 270 

Merkel A. 2228 226 Yanukovych V. 33102 226 

Navalny A. 751 210 Yatsenyuk A. 8555 83 

Obama B. 1876 570 Yushchenko V. 28166 157 

Poroshenko P. 20025 421 Zelensky V. 9225 478 

Putin V.  14429 4377    

The graphs of Figure 1 clearly show that the average 

rate of negative connotations in reports about Putin and 

Medvedev every year becomes smaller. Thus, until 2010, 

the tone of reports about Putin in the UP was less negative 

than in the KP. Since then, every year, the tone between 

the publications is more noticeable, and the Ukrainian 

Figure 1 Dynamics of tonality in reports about politicians*, 2001–2021 

* Scale: average level of negative attitude, 2000 is considered as zero 
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edition tends to give a more negative assessment of 

Putin [12].  

The assessment of power in the Ukrainian and 

Russian media was identical until 2009; afterward, the 

UP evaluates Ukrainian Presidents less loyally than the 

KP evaluates Russian Presidents. This difference in 

estimates increased after 2014 (Figure 2). Throughout the 

years, the Ukrainian media has been more critical of its 

government than the Russian apparently because of the 

UP's opposition to Kuchma's government (not least 

because of his alleged involvement in the assassination 

of the publication's founder) and Yanukovych. However, 

the criticism of the UP is not tied to specific persons in 

power. In general, the level of positivity of tones in the 

reports about the Russian authorities in the Russian 

edition has increased by 20% in 20 years; It is important 

to note that the editor of KP was Vladimir Putin's proxy 

in the 2018 presidential election. 

 

 

Figure 2 Assessment of power*, 2001–2021 

* Scale: average level of negative attitude, 2000 is 

considered as zero 

According to incomplete data in 2021, the average 

negative assessment of foreign politicians by Ukrainian 

publications is higher than that of Russian ones. There is 

also a noticeable tendency for Russian media reports to 

become less negative, while the Ukrainian media is 

characterized by the opposite trend (Figure 3). 

 

Figure 3 Assessment of foreign politicians*, 2001–2021 

* Scale: average level of negative attitude, 2000 is 

considered as zero 

4. DISCUSSION 

Within the research framework, the main issues for 

discussion are related to automated word processing. For 

most researchers, classical machine learning algorithms 

remain relevant [13], sometimes with certain authorial 

modifications of classical approaches to sentiment 

analysis [14; 15]. 

From the point of view of machine learning, SA is a 

problem of binary classification into negative and 

positive classes (although sometimes there is a third class 

- neutral assessment [5]), so to automate it, you can use 

any classification methods, including logistic regression, 

Naïve Bayes, reference vectors and other techniques [16]. 

It is also essential to pay attention to the target of the 

study [17]. If the main task is to determine the subject of 

texts, rather than their tonalities, then the word bag 

approach remains effective, based on the frequency of 

specific tokens in the texts, and does not consider their 

order [18; 19]. Although the architecture of recurrent 

neural networks can account for the order, the relevant 

models do not understand the priority of different parts of 

the text relative to the target task. They cannot indicate 

that some words/sentences in the text carry essential 

information about sentiment and others do not. If the 

main task of the study requires taking into account the 

priority of words, it is solved by models-transformers, 

among which the BERT model used by the authors is the 

most popular, with such an essential element of 

architecture as attention-blocks [3]. These elements of 

the architecture of transformers are simple artificial 

neural networks. They perform the task of determining 

the importance of the token for the target function, which 

the authors successfully demonstrated on the example of 

analyzing the dynamics of tones of Ukrainian and 

Russian media reports about famous politicians. Some 

researchers have successfully combined conventional 

and computer content analysis, the so-called hybrid 

method [20]. 

In this paper, we focus on the latest type of neural 

network for word processing, because regardless of the 

approaches and methods used, researchers conclude that 

the neural network predicts sentiments most accurately 

[16] and demonstrate that the combination of neural 

network architectures is more effective for determining 

sentiments [ 21; 22].  

The approach's effectiveness leaves open the question 

of search accuracy and greater compliance of its results 

with the user's intentions [23]. The accuracy of the 

problem of multiclassification of the text solves the 

combination of BERT model and Liblinear [24]. 

It is also worth emphasizing that the goal for 

sociology involves the construction of a conceptual 

model, research hypotheses, etc. Here, researchers appeal 

to the methodology of sociological research. The 

research methodology depends on its subject. 
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5. CONCLUSION 

As part of the study, the authors demonstrated the 

applicability of new methods of sentimental analysis of 

texts to study the dynamics of the tones of Ukrainian and 

Russian media reports about famous politicians. 

To this end, the authors identified a model of directed 

analysis of sentiments, the architecture of which involves 

working with local and global contexts, namely: the 

language model Bidirectional encoder for transformers 

(BERT). Taking into account the applied task, Ukrainian-

language (youscan/ukr-roberta-base) and Russian-

language (DeepPavlov/rubert-base-cased) models with 

F1-score quality indicators of 0.799 and 0.741 for each 

language, respectively, were trained. 

Analysis of the dynamics of tones of messages of 

multilingual media using these models allowed to 

confirm the hypotheses about (1) greater criticism of the 

Ukrainian media to its power than the Russian media - to 

its own; (2) the dominance of negative tone in reports of 

foreign politicians in both media, with the tendency to 

increase the negative is characterized only by the UE; (3) 

the gradual loyalization of the Russian media to its 

power. 

In general, the method of targeted sentiment analysis 

based on models-transformers showed the prospect of 

large-scale comparative studies of texts. 
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