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Abstract — This paper presents an efficient method
for calculating coupling matrices that occur in a de-
coupled hybrid finite element / boundary integral
equation (FE/BIE) system. These coupling matri-
ces represent projections from basis functions of one
domain to basis functions of an other domain. Based
on a technique for evaluating singular integrals over
polyhedral domains, it becomes possible to calcu-
late the projection integrals analytically, instead of
relying on quadrature integration rules. It is shown
that this reduces the CPU-time, whereas the accu-
racy remains correct up to machine precision.

1 INTRODUCTION

The finite element (FE) method offers the abil-
ity to model complex non-homogeneous materials
and anisotropic structures, but suffers from domain
truncation and approximated absorbing bound-
ary conditions. Its effectiveness can be improved
by combination with the boundary integral equa-
tion (BIE) method. This approach allows to extend
the simulation domain to the full space, to enforce
the Silver-Müller radiation conditions in the kernel
functions of the integral equations and to couple
multiple distant subdomains.

The FE/BIE method that is investigated is based
on the symmetric approach from [1]. In this for-
mulation, the FE and BIE simulation domains are
decoupled, i.e. their solutions are discretised on
different meshes or they may have the same mesh,
but different type/order of basis functions. The
coupling between neighbouring domains is enforced
in the weak sense through a Robin-to-Robin map.
Consequently, projections from basis functions of
one domain to basis functions of an other domain
have to be calculated, leading to projection subma-
trices in the FE/BIE system matrix.

In this paper, an efficient approach is proposed
for calculating these projection matrices. In con-
trast to traditional Gauss quadrature rules, this
technique calculates the projection integrals ana-
lytically, improving both the computation time and
the accuracy.
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Figure 1: Problem configuration.

The organisation of this paper is as follows. The
hybrid system that is investigated is described in
Section 2. In Section 3 the projection calculations
are explained and the conclusions are summarised
in Section 4.

2 HYBRID FE/BIE FORMULATION

The hybrid FE/BIE formulation is based on the
symmetric approach from [1], so only the matrix
structure is repeated here. Since we are only in-
terested in the coupling part, the system is shown
after calculation of the Schur complement for the
FE domain, eliminating all FE internal unknowns.
This Schur complement is represented by Y1.

The system then becomes:
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On the BIE side, one finds the EFIE and MFIE
operators T and K, where the EFIE operator T
is scaled by η, the impedance of the medium. The
unknowns to be solved for are the tangential electric
field and electric current at FE side: Et1 and Jt1, and
the tangential electric field and electric current at
the BIE side: Et2 and J2.

Galerking weighting is applied, using as expan-
sion and test functions the curl-conforming first
order edge elements [2] wi, for Eti, and the div-
conforming RWGs [3] vi, for Ji. Remark that these

are 2D basis functions: wi ∈ H−1/2(curl; ∂Ω) and
vi ∈ H−1/2(div; ∂Ω). The unknowns correspond-
ing to the 3D tetrahedral FE basis functions have
already been eliminated by the Schur complement.

The Robin-to-Robin mapping is performed by 9
projection matrices that can be subdivided into 3
groups:

1. The curl-div projections P0, P1 and P2 map
wi to vi.

2. The self projections P3, P4, P5 and P6 project
each wi or vi on itself.

3. The curl-curl and div-div projections P7 and
P8 map w1 on w2 and v1 on v2.

3 PROJECTIONS

The calculation of these projection matrices forms
a crucial part in the implementation. These matri-
ces have to be computed as efficiently as possible.
Therefore, they are calculated analytically instead
of using traditional Gauss quadrature rules. The
calculation of these matrices is explained in this
Section.

3.1 Theory

The projection of two vector basis functions A(r)
and B(r) is given by the scalar product of the basis
functions, defined as the surface integral:

P =

∫
Σ

A(r) ·B(r) dS =

∫
Σ

Φ(r) dS. (2)

The integration domain Σ is the overlap area of
the support of the two basis functions and, since a
triangular mesh is used, can be seen as the over-
lap area of two triangles. This makes Σ a polygon
spanned by maximum 6 vertices. The use of tradi-
tional Gauss quadrature rules for calculating these
integrals then becomes more complicated since dif-
ferent polygons need different Gauss rules. Alter-
natively, one can also subdivide the polygon into
triangles, but this slows down the calculation.
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Figure 2: Triangle intersection.

It is however possible to calculate these inte-
grals analytically, based on a technique for eval-
uating singular integrals over polyhedral domains.
This technique, as described in [4], allows to reduce
the integral of Φ(r) over Σ to an integral over the
boundary ∂Σ, allowing the kernel of Φ(r) to become
singular in a point a ∈ Σ. This is demonstrated in
Figure 2. The overlap area of the two triangles is
Σ and a potentially singular point is a.

From [4] it follows then that, if Φ(r) is continu-
ously differentiable over an open domain containing
the conical domain

Σ(a) = {tr + (1− t)a : 0 < t ≤ 1, r ∈ Σ}, (3)

and provided that

lim
t→0

t2Φ(tr + (1− t)a) = 0, (4)

the following result is valid:

P =

∫
∂Σ

(r− a) · un dl

∫ 1

0

tΦ(tr + (1− t)a) dt. (5)

With this generalised Gauss theorem, the surface
integral (2) is transformed into a line integral along
the edges of the overlap area. Moreover, since the
scalar product of two basis functions has no singu-
larities, conditions (3) and (4) are always satisfied.

In the example of Figure 2, this means that the
projection is calculated along the lines pip(i+1)%4

with outward normal un using (5). The point a can
be chosen arbitrarily in Σ.

3.2 Practical Implementation

The calculation of P is performed in different
stages. First, the integrand Φ(r) is calculated.
Since it is computed per triangle-triangle overlap,



this is a 2D problem and hence Φ(r) can be writ-
ten as a polynome in x and y. A great benefit is
that this is the only part in the algorithm where
the scalar product of the basis functions is needed.
This makes the implementation easy to extend to
higher order basis functions.

Next, the inner integral of (5) is calculated. As
already mentioned before, the point a is an arbi-
trary point in Σ, since Φ(r) has no singularities.

f(r) =

∫ 1

0

tΦ (tr + (1− t)a) dt. (6)

The projection integral then becomes:

P =

∫
∂Σ

(r− a) · un f(r) dSn, (7)

=
∑
i

||pi+1 − pi|| I(pi,pi+1). (8)

with

I(p,q) = (p−a) ·un
∫ 1

0

f ((1− t)p + tq) dt. (9)

Remark that the index i assumes cyclical values.
This means that pn = p0, where n is the number
of vertices of Σ.

The integral (9) has to be calculated over each
line pq with outward normal un. Remark that by
choosing a equal to a vertex of Σ, two line integrals
become 0. The calculation of (6) and (9) is per-
formed analytically, hence consuming only a small
fraction of CPU-time.

3.3 Example

In order to compare the analytical method with
a numerical method using Gauss quadrature rules,
all 9 coupling matrices P0,P1, . . . ,P8 are computed
using both techniques. The numerical method with
Gauss quadrature rules uses 3 evaluation points per
triangle. This means that functions up to second
order are correctly computed up to machine preci-
sion. All calculations are performed using an In-
tel Core 2 processor with 8 GB RAM, and the ana-
lytical and numerical computations are equal up to
machine precision.

Figure 3 shows the CPU time that is needed to
compute the matrices as a function of the number of
FE unknowns when the FE and BIE domains share
the same mesh. In this configuration, all overlap
areas are triangles of the mesh and hence only a
slight improvement in performance is observed for
the analytical method over the numerical approach.

When the FE and BIE meshes are not identical,
the overlap areas become polygons with maximum
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Figure 3: Computation time for the coupling matri-
ces when the FE and BIE domains share the same
mesh.
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Figure 4: Computation time for the coupling matri-
ces when the FE and BIE solutions are discretised
on different meshes.

6 vertices and the analytical method becomes sig-
nificantly faster than the numerical method. This is
displayed in Figure 4. The numerical method calcu-
lates the projections by splitting the polygon in tri-
angles and then applying triangular Gauss quadra-
ture rules. In this configuration, the number of BIE
unknowns is slightly smaller than the number of FE
unknowns.

When higher order basis functions are used, more
evaluation points per triangle are needed for the
numerical approach in order to achieve the same
accuracy, whereas the performance of the analyt-
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Figure 5: Computation time for the coupling matri-
ces when the FE and BIE solutions are discretised
on different meshes and 6 evaluation points per tri-
angle are used in the numerical method.

ical method remains almost constant in terms of
accuracy and simulation speed. As a last example,
Figure 5 demonstrates the computation time when
6 Gauss evaluation points per triangle are used in
order to calculate functions up to fourth order cor-
rectly. This is necessary when second order FE ba-
sis functions are used. The gap in computation time
between the two techniques increases even more.

4 CONCLUSION

In this paper, an efficient method to calculate cou-
pling matrices that occur in a hybrid FE/BIE sys-
tem was presented. This method is based on a
generalised Gauss theorem and allows to compute
the projections analytically. A better performance
compared to Gauss quadrature techniques is ob-
served, whereas the accuracy is still correct up to
machine precision.
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