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Abstract

Artificial neural network (ANN) architecture design is a nontrivial and time-consuming

task that often requires a high level of human expertise. Neural architecture search

(NAS) serves to automate the design of ANN architectures, and has proven to be suc-

cessful in finding ANN architectures that can outperform those manually designed by

human experts. It is often the case that in real world implementations of machine learn-

ing and ANNs, a reasonable trade-off is accepted for marginally reduced model accuracy

in favour of lower computational resources demanded by the model. This study inves-

tigates the use of multi-objective evolutionary algorithms as an exploration strategy for

NAS to evolve recurrent neural network (RNN) architectures. This allows for the consid-

eration of the underlying computational resource requirements of the RNN models while

maintaining an acceptable model performance-related objective. Additionally, methods

such as weight inheritance, early stopping, and pruning of architectural unit connections

during offspring generation, are investigated in the context of RNN architecture search

to allow for more efficient exploration of the RNN architecture search space.
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“Time is eternity that sees its own implementations.”

Plato
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Chapter 1

Introduction

The artificial neuron is a mathematical function whose development draws inspiration

from the neurons found in the mammalian brain [56, 73, 76]. Multiple artificial neurons

can be grouped in layers and connected to other neurons in different layers to form an ar-

tificial neural network (NN). NNs are machine learning models capable of approximating

non-linear mathematical functions [34].

The structure of the NN is referred to as the NN’s architecture, and different NN ar-

chitectures exist to solve problems such as computer vision, forecasting, natural language

processing, and more [31, 35, 60].

Recurrent neural networks (RNNs) are a set of specialized NN architectures that are

designed specifically to learn from data with sequential or prominent temporal structures

by simulating a discrete-time dynamical system [54, 57, 67]. The RNN architecture

contains a hidden state component, which serves to provide a feedback connection into

the NN. This hidden state allows the RNN to retain information as it progresses through

the individual time steps of a particular input sequence [57, 67], thereby allowing the

RNN to have a form of memory [12].

Designing a NN architecture for a specific problem is a nontrivial task and often re-

quires a high level of human expertise [84, 90, 96]. A number of ways have been proposed

to automate the task of NN architecture design, which is currently being researched un-

der the neural architecture search (NAS) paradigm [24, 96]. NAS aims to automatically

find NN architectures for a provided dataset with minimal human intervention, and has

1
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Chapter 1. Introduction 2

already been successful in finding NN architectures that outperform state-of-the-art NN

architectures designed by human experts [24, 50, 88].

Different NAS techniques exist for finding well-performing NN architectures, such as

reinforcement learning (RL) methods [96], evolutionary algorithm (EA) methods [52],

gradient-based methods [13], and more. Evaluating the performance of multiple NN

architectures can become a computationally expensive task [42, 96], and a number of

techniques have been proposed that attempt to improve the efficiency of NN architecture

performance evaluation in NAS [35, 41, 94].

The majority of modern NAS studies focused on convolutional neural network (CNN)

architecture search [32, 88]. Aside from Bayer et al. [6], there have not been any

significant investigations into the use of multi-objective EAs for RNN architecture search.

Furthermore, most of the methods proposed to make EA-based NAS methods more

efficient have not been investigated in the context of RNN architecture search, e.g.,

network morphism with destructive network transformations [24].

The main purpose of this work is to develop a novel multi-objective EA-based NAS

method to generationally evolve RNN architectures that are capable of learning from a

provided dataset. Additionally, the use of network transformations during RNN archi-

tecture offspring generation are studied to gain a better understanding of how network

transformations can be used for the optimisation of RNN architecture complexity related

objectives.

The rest of this chapter is organised as follows. Section 1.1 discusses the objectives

of the research. The contributions of the study are presented in Section 1.2. Finally, an

outline of the remainder of this dissertation is provided in Section 1.3.

1.1 Objectives

The main objective of this study is to develop a multi-objective evolutionary algorithm

based NAS method for RNN architectures. The following sub-objectives have been

identified in working towards achieving the main objective:

1. Provide an overview of NNs and EAs that are used in this study.

2. Provide an overview of the existing NAS methods.
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Chapter 1. Introduction 3

3. Investigate NAS methods for RNN architectures to gain a better understanding of

the RNN architecture search space and encoding schemes.

4. Investigate the techniques that have been proposed to make NN architecture per-

formance evaluation in NAS more efficient.

5. Propose a modular RNN architecture search space and encoding scheme.

6. Propose a multi-objective EA RNN architecture search method that can explore

the modular RNN architecture search space.

7. Investigate the techniques that can be implemented to make the proposed RNN

architecture search method more efficient.

8. Implement the proposed multi-objective EA NAS method to search for RNN ar-

chitectures for natural language processing datasets.

9. Identify any shortcomings in the proposed RNN architecture search method, and

propose possible future enhancements.

1.2 Contributions

The contributions of this study are summarised as follows:

• A cell-based RNN architecture search space is introduced. The proposed search

space is expressive enough to allow for the discovery of novel RNN units, and allows

for constructive as well as destructive network transformations.

• Appropriate network transformations that allow for the optimisation of RNN archi-

tecture complexity related objectives are proposed. Destructive network transfor-

mations are defined that remove units from the RNN architecture, which reduces

the overall complexity of the RNN architecture and effectively leads to a decrease

in the computational resource demand of the model.

• A modular RNN architecture block encoding scheme that allows for low-level RNN

architecture evolution is proposed. Each block represents a single unit in the RNN
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Chapter 1. Introduction 4

architecture, and an RNN architecture can then be encoded using a number of

blocks. An RNN architecture encoded by a number of connected blocks can be

easily transformed by adding or removing blocks. The modularity of the block

encoding scheme allows for the analysis of the low-level changes made to an RNN

architecture during evolution. Additionally, by considering the number of blocks

an RNN architecture contains as an architecture complexity objective, the effect

of the network transformations on the resulting model accuracy can be studied

specifically within a multi-objective optimisation paradigm.

• MOE/RNAS: a novel multi-objective EA-based NAS algorithm for RNN architec-

ture search is proposed. The MOE/RNAS algorithm relies on an NSGA-II inspired

multi-objective EA for the exploration of the cell-based RNN architecture search

space. The MOE/RNAS algorithm employs a network morphism approach for

offspring generation instead of performing any explicit crossover or mutation op-

erators. The destructive network transformations considered by the MOE/RNAS

algorithm’s network morphism component allow for the optimisation of RNN archi-

tecture complexity related objectives along with the optimisation of an architecture

performance objective, such as model accuracy.

• An empirical analysis of the MOE/RNAS algorithm’s effectiveness to find RNN

architectures for natural language processing (NLP) datasets is conducted.

• Experiments show that the proposed MOE/RNAS algorithm is capable of evolving

RNN architectures to optimise multiple objectives, which includes at least one RNN

architecture complexity objective.

• Empirical results show that the proposed MOE/RNAS algorithm can automatically

find novel RNN architectures that dominate manually designed RNN architectures

when multiple objectives are considered for RNN architecture performance evalu-

ation.

1.3 Dissertation Outline

The remainder of the dissertation is organised as follows:
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Chapter 1. Introduction 5

• Chapter 2 discusses NNs, with a focus on RNNs.

• Chapter 3 discusses EAs and multi-objective EA based problem solving.

• Chapter 4 discusses NAS and reviews the currently available literature on EA

based NAS methods.

• Chapter 5 proposes the MOE/RNAS algorithm: a novel multi-objective EA-based

NAS method to search for RNN architectures, which is presented in the form of a

framework.

• Chapter 6 empirically analyses the effectiveness of the proposed MOE/RNAS

algorithm to search for RNN architectures in the NLP domain.

• Chapter 7 provides a summary of all the findings and conclusions of the presented

work, and includes a list of ideas for future work based on the presented work.

The following appendices are included:

• Appendix A provides a list of the important acronyms used or newly defined in

the course of this work, as well as their associated definitions.

• Appendix B lists and defines the mathematical symbols used in this work, cate-

gorised according to the relevant chapter in which they appear.
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Chapter 2

Artificial Neural Networks

Artificial neural networks (NNs) are machine learning algorithms capable of approxi-

mating various mathematical functions [34], and gained popularity as a result of their

real-world applications, some of which include computer vision, forecasting, natural lan-

guage processing, and more [31, 35, 60]. Underlying NNs is the artificial neuron [78].

The artificial neuron owes its existence to earlier neuroscientific research and hypotheses

around the electrochemical signals in the brain that drive mental activity [56, 73, 78].

Researchers in the field of computer science derived interpretations of these hypotheses

that formed the foundation of the artificial neuron [56], along with inspiration from the

biological structure of the neurons found in the mammalian brain [56, 73, 76].

The rest of this chapter outlines the fundamentals of NN architectures and the im-

portance of proper NN architecture design in the context of machine learning problem

solving. Section 2.1 describes the underlying components that make up the NN struc-

ture. In Section 2.2, the recurrent neural network and its architecture are discussed in

greater detail. Section 2.3 concludes the chapter.

2.1 Neural Network Structures

The brain cells, called neurons, receive electrochemical signals as inputs. These signals

can originate from a vast array of sources, which includes the nervous system, other cells,

or neurons [78]. A particular neuron can activate (or fire) if some linear combination of

6
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Chapter 2. Artificial Neural Networks 7

the inputs it receives exceeds some expected (hard or soft) threshold [76]. This event

results in another electrochemical signal being sent onwards to subsequently connected

neurons. The individual neurons will learn over time what best threshold is the appro-

priate boundary for deciding whether the neuron should activate/fire a signal onwards

(i.e., send an output signal).

The rest of this section discusses the artificial neuron that was designed based on

the biological neuron, and how multiple artificial neurons can be connected in a network

that is capable of approximating complex mathematical functions. The artificial neuron

is discussed in Section 2.1.1. Section 2.1.2 discusses activation functions, Section 2.1.3

discusses neural network architectures, and Section 2.1.4 discusses the training of neural

networks.

2.1.1 Artificial Neuron

The artificial neuron, as it was introduced in 1943 by McCulloch and Pitts [56], aims to

mimic a similar behaviour to that of the biological neuron, in what is fundamentally a

mathematical paradigm. The artificial neuron accepts some linear combination of inputs,

and returns a relevant output value that is calculated for the particular combination of

inputs. A weight vector, w, is incorporated wherein each of the neuron’s inputs, xn,

has a specific weight value associated with it such that for n inputs, wn ∈ R. These

weight values represent the connection strength of the respective inputs [9]. The artificial

neuron aggregates the weighted sum of the respective inputs and applies the result to

an activation function, which determines the output of the artificial neuron [78]. A bias

value is also incorporated which involves augmenting the input vector of the artificial

neuron to include an additional input xn+1. Setting the value of xn+1 to −1 allows for the

corresponding weight wn+1 to serve as a threshold value that influences the aggregated

weighted sum of the artificial neuron’s inputs, thereby controlling when the activation

function triggers. The net input signal of the artificial neuron is calculated by:

net =
n∑
i=1

xiwi − b (2.1)

where b represents the bias value such that b = xn+1wn+1 = −wn+1 [26]. The output

value of the artificial neuron is calculated by applying the net input signal to an activation
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Chapter 2. Artificial Neural Networks 8

function, f , such that:

ŷ = f(net) (2.2)

which can be seen in Figure 2.1.

Rosenblatt [73] introduced an artificial neuron, called a perceptron, that employs the

step activation function. The step activation function is a linear activation function that

compares the net input signal of the neuron with the threshold θ to determine the output

signal. The output of the step activation function is 1 if the net input signal is more

than the threshold θ, and zero otherwise. There are other activation functions that can

be used instead of the step activation function, which is discussed below.

2.1.2 Activation Functions

Activation functions serve to determine the output of the artificial neuron [78], and

play an important role in enabling artificial neurons to learn higher order polynomials

[64]. The artificial neuron’s activation function can either be linear or non-linear. Linear

activation functions include the identity and linear functions, among others. Typical non-

linear activation functions include the logistic (sigmoid) function, hyperbolic tangent,

rectified linear unit, softmax, and more.

A single artificial neuron can only represent linearly separable functions [26]. Con-

necting multiple artificial neurons with non-linear activation functions in a network to

form a NN allows for the representation of non-linearly separable functions [34]. Further-

more, Nwankpa et al. [64] noted that non-linear activation functions are differentiable

which is an important requirement for back-propagated training of networks of artificial

neurons (see Section 2.1.4).

The unipolar sigmoid function (also called the logistic function) is a commonly used

non-linear activation function that is defined by:

σ(x) =
1

1 + e−x
(2.3)

with an output range limited to (0, 1). The bipolar sigmoid function, on the other hand,

has an output range of (−1, 1) and is defined by:

σ(x) =
1− e−x

1 + e−x
. (2.4)
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Chapter 2. Artificial Neural Networks 9

Figure 2.1: The artificial neuron.

The hyperbolic tangent function, which is also sigmoidal, is defined by:

tanh(x) =
ex − e−x

ex + e−x
(2.5)

with an output range of (−1, 1). A comparison between the unipolar sigmoid, bipolar

sigmoid, and hyperbolic tangent activation functions can be seen in Figure 2.2. Table

2.1 and Table 2.2 list the function, range and derivatives of some commonly used linear

and non-linear activation functions, respectively.

Choosing an appropriate activation function will depend on the specific task or prob-

lem to be solved. Sharma et al. [78] noted that a general rule of thumb for selecting

an activation function does not exist, and the process of selecting an activation function

may require experimentation with different activation functions to determine which yield

the best results. Sharma et al. [78] do however provide some suggestions for choosing

an activation function, for example: a combination of sigmoidal functions can give bet-

ter results for classification tasks and the ReLU activation function often yields better

results when used as the activation function of neurons in the hidden layers of the NN

[78].

2.1.3 Neural Network Architectures

Artificial neurons can be grouped in layers and connected to other neurons in different

layers to form a NN. The structure of a NN, such as the number of neurons and how

these neurons are connected, is referred to as the NN architecture [54]. Fundamentally,

the NN architecture can either follow a feed-forward network structure or a recurrent

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 2. Artificial Neural Networks 10

Figure 2.2: Graph depicting the unipolar sigmoidal, bipolar sigmoidal and hyperbolic tangent

activation functions.

network structure [76]. The connections between neurons in a feed-forward network are

orientated in a single direction, with no loops or internal state [76], an example of such

a NN is shown in Figure 2.3.

The recurrent neural network (RNN) structure has connections that feed outputs

back into the network as inputs [57, 76]. The recursive structure of the recurrent net-

work architecture makes it more complicated, and more difficult to train compared to

feed-forward network architectures [57, 63, 76]. RNNs are discussed in more detail in

Section 2.2.

NNs with non-linear activation functions are capable of approximating any continuous

function [34] requiring at minimum a single hidden layer [85]. In such a configuration,

the simplest NN is composed of three layers: an input layer, a hidden layer, and an

output layer. The input layer receives the raw data values and serves to send these

inputs onwards to the subsequent hidden layer [78]. Hidden layers allow for increasingly

complex decision-making on a more abstract level [28]. The output layer receives as

its input, the output of the layer immediately preceding it. The output layer returns

the final result (or output) of the NN. When neurons are connected to form a NN, the

resulting model can be used to represent a non-linear function [34, 78].

Calculating the output of a NN starts by obtaining the output values of the hidden
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Chapter 2. Artificial Neural Networks 11

Activation function Function Range Derivative

Identity f(x) = x (−∞,∞) f ′(x) = 1

Linear f(x) = ax (−∞,∞) f ′(x) = a

Table 2.1: Linear activation functions from [64, 78, 80]

units in the NN. For a given hidden unit that accepts n linear combination of input

values and a bias unit, the weighted sum of these inputs are calculated by:

aj =
n+1∑
i=1

wjixi. (2.6)

The final activated output of the particular hidden unit, zj, is then determined by

applying the chosen activation function g(·) to the result of equation (2.6) such that:

zj = g(aj). (2.7)

Given the output values for M hidden units, the output values for each of the k output

units in the NN can then be calculated. As with the hidden units, this starts by obtaining

the weighted sum of the output unit’s inputs such that:

ak =
M+1∑
j=1

wkjzj (2.8)

The chosen activation function is then applied such that the final output of each output

unit is given by:

ŷk = g̃(ak) (2.9)

where g̃ need not be similar to the activation functions chosen for the hidden units.

NN architecture design is a time-consuming task which requires expert knowledge

[84, 90, 96]. The results from Jozefowicz et al. [37] and Merity et al. [59] showed the

significance of NN architecture design, wherein they compared the validation and test

results of different RNN architectures and found that appropriate architectural adapta-

tions can lead to improved model performance (see Section 2.2.3). Bengio [7] conjectured

that improper NN architecture design may lead to computational and statistical con-

sequences which can result in the NN being unable to produce good outputs for new

inputs that were not used during training.
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Activation func-

tion

Function Range Derivative

Logistic (sig-

moid)

f(x) = 1
1+e−x (0, 1) f ′(x) = f(x)(1− f(x))

Hyperbolic tan-

gent

f(x) = ex−e−x

ex+e−x (−1, 1) f ′(x) = 1− f(x)2

Softmax f(x)i = exi∑K
k=1 e

xk

for i = 1, ..., K

(0, 1) ∂fi(x)
∂xj

= f(x)i(x)(δij−fj(x))

Rectified Linear

Unit (ReLU)

f(x) =

x, if x ≥ 0

0, if x < 0

= max{0, x}

(0,∞) f ′(x) =
1, if x > 0

0, if x < 0

undefined, if x = 0

Leaky ReLU

(LReLU)

f(x) =x, if x ≥ 0

0.01x, if x < 0

(−∞,∞) f ′(x) =

1, if x ≥ 0

0.01, if x < 0

Exponential

Linear Unit

(ELU)

f(x) =x, if x ≥ 0

α(ex − 1), if x < 0

(−α,∞) f ′(x) =1, if x ≥ 0

f(x) + α, if x < 0

Table 2.2: Non-linear activation functions from [64, 78, 80]

Bengio [7] suggested that the depth of a NN is an important design decision, since

deep networks can solve complex problems easier compared to shallow networks. The

number of layers a NN has constitutes the depth of that particular network [67]. Deep

NNs with more hidden layers have proven to be significantly more efficient at approxi-

mating functions compared to shallow NNs [7, 67].
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Chapter 2. Artificial Neural Networks 13

Figure 2.3: A neural network with two hidden layers.

2.1.4 Training Neural Networks

Training NNs consists of implementing and executing a specific training algorithm that

iteratively updates the NN’s parameters so that the NN can more closely approximate

the mapping from the input values to the relevant output value(s) [30]. The parameters

of a NN are its weight and bias values [30], and updating these parameters during the

training process is how the NN learns to approximate the relevant function. The terms

training and learning are commonly used interchangeably.

The training of a NN is done in either supervised, unsupervised, or reinforcement

learning paradigm [9]. Supervised learning describes an environment in which the NN

is trained on a labeled dataset where each input value has a known (expected) output

value, called the target value [9]. Unsupervised learning, on the other hand, does not

have a labeled dataset with target values. Instead, the objective of training a NN in

an unsupervised setting is for the NN to learn useful structures or clusters in the data

[76]. With reinforcement learning, the model is given rewards for returning good output

values [76]; the model is then expected to learn which of its prior actions resulted in

good outputs [63]. For this study, it is only the supervised learning paradigm that is of

interest.

During training in a supervised learning environment, the labeled dataset is randomly

split into two separate sets: a training set and a validation (generalisation) set. The
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Chapter 2. Artificial Neural Networks 14

training set is used for training the NN, whereas the validation set is used for evaluating

the NN, that is, to test its generalisation ability on the unseen data that the NN has

not been trained on. As part of the training process, the training dataset is traversed

so that each of the input patterns in the training dataset is fed forward through the NN

to obtain the predicted output value for the particular input pattern. Using an error

function, the error value is then computed for the particular input pattern by comparing

the NN’s predicted output value with the expected (target) output value. The total

loss of the NN is then determined by aggregating the error values of some set of input

patterns. Commonly used error functions include the sum of squared errors (SSE):

E =
1

2

N∑
n=1

K∑
k=1

(ŷnk − ynk)2 (2.10)

and cross-entropy:

E = −
N∑
n=1

K∑
k=1

(ynklog(ŷnk) + (1− ynk) log(1− ŷnk)) (2.11)

for n = 1, ..., N examples in the labeled dataset and k = 1, ..., K output nodes where ŷnk

represents the predicted output value of the kth output node for the nth input pattern

and ynk represents the target value of the kth output node for the nth input pattern [30].

A common approach is to use a training algorithm that employs gradient descent

to explore the search space of possible NN parameter values in order to minimize the

calculated loss value of the NN [30, 63]. The backpropagation training algorithm is

one such gradient-based training technique that uses the chain rule for calculating the

partial derivatives (gradient) of the error function with respect to the parameters of the

NN [9, 30]. The gradient vector is then used to update the NN’s parameters during a

backward pass of the training algorithm. For a given labeled dataset containing N input

patterns, consider the loss value Em as a differentiable function such that

Em = Em(ŷ1, ..., ŷk)

where ŷk represents the predicted output value of the kth output node, where 1 ≤ m ≤ N

such that m defines the number of input patterns to consider for error value aggregation.

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  
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For a given weight value, wkj, between units ak and aj, the gradient for wkj is calculated

by
∂Em

∂wkj
=
∂Em

∂ak

∂ak
∂wkj

∂netk
∂wkj

=
∂Em

∂ak

∂ak
∂wkj

ŷk (2.12)

for the kth output node ŷk, and the wkj weight value is then updated by

∆wkj ← υ

(
−∂E

m

∂wkj

)
(2.13)

where υ denotes the learning rate, a hyper-parameter that is used as a multiplicative

factor for scaling the gradient [9].

Updating the NN weight values can be done for every input pattern in the training

dataset, which is called stochastic training. An alternative approach can be followed

where the input patterns of the training dataset are split into m sized subsets. A set

of m input patterns is referred to as a batch. After each of the inputs in the batch

has been evaluated, a cumulative error value for the batch is calculated, which is then

used for weight updates. For smaller values of m that are close to 1, gradient descent

trajectory towards the minima is stochastic whereas larger values for m closer to the

total number of input patterns in the training dataset result in a smoother optimization

trajectory towards the minima. Batch training refers to the case where the training

dataset is treated as a single batch, whereas mini-batch training considers smaller batch

sizes. An illustration of the varying trajectories can be seen in Figure 2.4, which shows

the best-case scenarios for each of the respective trajectories.

The training process is repeated until some pre-defined condition is met, such as

the maximum number of iterations (called epochs), or a threshold for the calculated

loss value has been reached, to name just a few. It is possible to train a NN for too

long, resulting in the NN exhibiting very good performance over the training dataset,

but poor performance on unseen data; this is referred to as overfitting [63]. Overfitting

can also occur when the NN architecture has an unnecessarily high level of complexity,

thus having more parameters than what is required [76]. Additionally, a model is said

to be overfitting when it has a high variance and a low bias [9]. Variance measures

the difference among predicted outputs of the model for similar input values whereas

bias measures the difference between the predicted output values and the target values

[9]. NNs that have not been trained for a sufficient number of epochs may exhibit poor
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Figure 2.4: Illustration of varying gradient descent optimization trajectories based on the

number of input patterns considered.

performance on both the training dataset and unseen data, which is called underfitting.

Underfitting describes the scenario where a model has a low variance and a high bias

[9, 27]. Underfitting can also be caused by a NN architecture with an insufficient number

of parameters, which means that the NN architecture does not have enough artificial

neurons to learn from the training data [7].

2.2 Recurrent Neural Networks

Recurrent neural networks (RNNs) are a set of specialized NN architectures that are

designed specifically to learn from data with sequential or prominent temporal structures

by simulating a discrete-time dynamical system [54, 57, 67]. RNNs have been applied

to a number of problems which categorically include forecasting [43], speech recognition

[29], natural language processing [59, 61], and more.

The RNN architecture is discussed in more detail in Section 2.2.1. Section 2.2.2

discusses RNN training and the problems often encountered when training RNNs, and

Section 2.2.3 provides an overview of RNN architectures that have been designed to deal

with the problems encountered during RNN training.
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2.2.1 Recurrent Neural Network Architecture

The main characteristic of the RNN is the hidden state that forms part of the archi-

tecture. The hidden state serves to provide a feedback connection, which allows the

NN to retain information as it progresses through the time steps of the input sequence

[57, 67], thereby allowing the RNN to have a form of memory [12]. This hidden state

is an essential component of the RNN architecture that enables more efficient process-

ing of datasets with sequential attributes or significant time dependencies [12, 43]. For

feed-forward NNs to process datasets with significant temporal structures, time needs

to be represented explicitly by adding input nodes corresponding to the relevant time

steps of the input sequence, whereas the recursive structure of the RNN allows the NN

to represent time implicitly [23].

There exist, among a few, two particularly interesting ways that have been introduced

to provide the aforementioned feedback connection into the network. The first one was

introduced by Jordan [36], who proposed feeding the output layer back into the NN. The

Jordan [36] architecture allows the network to incorporate the sequence of output values

through time. Elman [23] proposed an alternative approach a few years later that feeds

the hidden layer back into the NN instead. The Elman [23] approach allows the network

to have better recall of previously encountered inputs.

In what is fundamentally its most basic form, the simple recurrent neural network

(SRN) accepts a sequence of T inputs, (x1, ...,xT ), contains a hidden state ht, and

produces an output ŷt, where t represents a specific time step in the input sequence

[12, 29, 57]. The hidden state of the RNN architecture proposed by Jordan [36] is given

by:

ht = fh(xt, ŷt−1)

where ŷt−1 refers to the output of the RNN at time step t − 1 and fh is the activation

function of the hidden state. The RNN architecture proposed by Elman [23], on the

other hand, calculates the value of the hidden state by:

ht = fh(xt,ht−1)

where ht−1 refers to the hidden state of the preceding time step. The output of the

recurrent network, ŷt, is then given by ŷt = fo(ht) where fo can be a different activation
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function to the one chosen for the hidden state. The convention followed by this study

assumes the architecture that was proposed by Elman [23] as the default for the basic

RNN or the simple RNN, unless otherwise stated.

More formally, the hidden state, ht, and the output, ŷt, of the RNN architecture are

defined by:

ht = fh(Whxt + Uhht−1 + bh), (2.14)

ŷt = fo(Wyht + by) (2.15)

where W and U are weight matrices and b a bias value [29]. It is often the case that

for fh and fo element-wise non-linear activation functions are used [15, 67]. Sigmoidal

activation functions, such as the logistic (sigmoid) function or the hyperbolic tangent

function, are typically used for fh [12, 67]. There are some challenges associated with

updating the W and U weight matrices during gradient-based training of the RNN as a

result of the RNNs recursive structure. These challenges are discussed in the following

section.

2.2.2 Training Recurrent Neural Networks

Training RNNs is often considered more complicated than training feed-forward NNs

[8, 12, 18, 67, 68]. Due to the temporal structure of the input data that the RNN

accepts, time-delayed updating of parameters is required during training [57]. A gen-

eralization of the backpropagation training algorithm discussed in Section 2.1.4, called

backpropagation through time (BPTT), proposed by Rumelhart et al. [75], is commonly

used for training RNNs [8, 68]. The BPTT algorithm stores the activations of the neu-

rons as it progresses through time, and during the backward pass, these activations are

recursively used for calculating the gradients with respect to the RNN parameters [8, 75].

During training, the RNN is “unrolled” in time, essentially duplicating the model for

each time step [68], which can be seen in Figure 2.5. The error values for all time steps

are accumulated and then used for relevant weight adjustments [68].

Bengio et al. [8] have shown that the RNN suffers from gradient problems during

gradient-based training where input sequences with longer-term dependencies are used.
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Figure 2.5: A recurrent neural network (left) and an unrolled recurrent neural network (right).

In this case, during backward propagation, the gradient values will either grow exponen-

tially, or go exponentially fast to zero, such that they become insignificant [8, 68]. These

problems are referred to as the exploding and vanishing gradients, respectively [8].

Pascanu et al. [68] proposed an approach called gradient-clipping to deal with the

exploding gradients. This approach is presented as a mechanism that quite simply

rescales the gradient values if they are larger than some predefined threshold value.

Hochreiter and Schmidhuber [33] proposed a new RNN architecture that is capable of

addressing the vanishing gradient problem. The architecture proposed by Hochreiter

and Schmidhuber [33] is discussed in the next section.

2.2.3 Long Short-Term Memory

In an attempt to address the recurrent network’s vanishing gradient problem, Hochreiter

and Schmidhuber [33] introduced a novel RNN architecture dubbed Long Short-Term

Memory (LSTM) [33]. The LSTM deals with the vanishing gradient problem by em-

ploying memory cells and gate units [33] with the intuition being that the respective

units can each form some type of oscillating mechanism, acting like soft switches, to

control the amount of information flowing through the network [43]. An illustration of
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the LSTM architecture can be seen in Figure 2.6.

The various gate units of the LSTM are defined by:

ft = σ(Wxfxt + Whfht−1 + bf ), (2.16)

it = σ(Wxixt + Whiht−1 + bi), (2.17)

ot = σ(Wxoxt + Whoht−1 + bo), (2.18)

gt = tanh(Wxgxt + Whght−1 + bg), (2.19)

ct = ft · ct−1 + it · gt, (2.20)

ht = ot · tanh(ct), (2.21)

where ft is the forget gate, it the input gate, ot the output gate, and gt is called the

input modulation gate. The sigmoid activation function is used for the f , i, and o

gates, which allows the architecture to remain differentiable [40]. ct is often referred to

as the “memory cell” or “cell state”, and contains information (memory content) from

previously encountered inputs of a particular input sequence [19, 38].

The f , i, and o gates serve to control the memory cell where the f gate resets the

cell to zero, i controls when the memory cell is updated, and o controls how much of the

information is fed to the hidden state [40]. The input modulation gate, g, is responsible

for additively modifying the contents of the memory cell. The modulation of the g

gate is what allows the gradients of the memory cell to flow backwards through time

uninterrupted [38, 40].

The use of these various gate units in the LSTM architecture has inspired a number

of research publications related to RNN architectures [15, 38, 68]. Additionally, other

papers were published where the use of the LSTM on specific problems such as language

processing, were investigated [83]. Among these published works were approaches where

the LSTM was implemented in different configurations, such as using multiple stacked

LSTMs in one network [43], bi-directional LSTM networks for encoding and decoding in

translation tasks [15], LSTM networks that share embedding layers in language process-

ing tasks [58], combining the LSTM architecture with convolutional neural networks for

language model embedding [37], and more.

One notable alternative to the LSTM is the Gated Recurrent Unit (GRU) introduced

by Cho et al. [15] in 2014. The premise of the GRU is that it allows the recurrent unit
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Figure 2.6: LSTM architecture [33].

to capture the dependencies of different time scales [18]. The GRU employs the same

gate-unit philosophy of the LSTM, and the GRU’s gate units are defined by:

zt = σ(Wxzxt + Whzht−1 + bz), (2.22)

rt = σ(Wxrxt + Whrht−1 + br), (2.23)

nt = tanh(Wxnxt + Wn(rt · ht−1)), (2.24)

ht = zt · ht−1 + (1− zt) · nt. (2.25)

Unlike the LSTM, the GRU does not have a separate memory cell. The GRU uses the

update gate zt and reset gate rt to maintain the unit’s memory content, which represents

the relevant information from previously encountered input steps of the particular input

sequence.

The GRU’s update gate zt controls how much of the unit’s memory content is retained

and when new content gets added to the hidden state ht [19]. The update gate zt is

therefore reminiscent of the input gate it of the LSTM. The reset gate rt of the GRU

serves to modulate the states of the previous step ht−1, thereby allowing the GRU to only

consider the previous hidden states if they are deemed necessary [15]. The functionality

of the GRU’s reset gate is therefore similar to that of the LSTM’s forget gate ft. The
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LSTM uses its output gate ot to modulate the exposure of the memory cell’s content,

whereas the GRU does not have a gate unit responsible for controlling memory content

exposure, and instead exposes the full memory content at each time step [19]. The next

section discusses some specific applications of RNNs which include results from studies

where the LSTM and GRU were compared on specific machine learning tasks.

Applications of Recurrent Neural Networks

Both the LSTM and GRU architectures have been successfully used in a number of ma-

chine learning tasks, some of which include arithmetic problems of sequences of numbers

[38], sequence prediction in context-free languages [83], classification tasks in the medical

domain [5], and language modeling [19, 40], among others.

A standard language modeling task is often used for benchmarking RNN architecture

performance [37, 38, 59, 96], and the objective of the standard language modeling task is

to provide the model with some context, such as a sequence of consecutive words, which

the model should use to predict the next word in the sequence [61]. This task can also

be performed on the character-level as opposed to word-level modeling [83].

Calculating the performance of a model that is implemented for the standard lan-

guage modeling task is based on how well the model is able to predict the next word

(or character), which is commonly represented by a metric called perplexity [37, 39].

Perplexity measures how accurately a model can predict the next word, such that given

a test set DG = d1d2...dQ, the perplexity is calculated by:

PP (DG) = P (d1d2...dQ)−
1
Q

= Q

√
1

P (d1d2...dQ)

normalized by the number of words [39]. As noted by Jurafsky and Martin [39], the

chain rule can be used to expand the probability of DG such that:

PP (DG) = Q

√√√√ Q∏
i=1

1

P (di|d1...di−1)
(2.26)
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Zaremba et al. [92] have reported a 78.4 test perplexity using a large machine learning

model configuration based on the LSTM architecture, comprising 66M parameters [59],

after being trained on the Penn Treebank dataset [61]. In a later publication, Merity et

al. [59] have proposed an alternative configuration of an LSTM-based model, wherein a

test perplexity of 52.8 on the same dataset was achieved. Jozefowicz et al. [38] compared

the LSTM and GRU architectures on the same language modeling task, and found that

the GRU-based model achieved a test perplexity of 91.7 whereas the model with the

LSTM architecture in their study achieved a test perplexity of 81.4 [38].

These differences in model performance are noteworthy, as it shows the impact of

the overall machine learning model configurations, given that the same underlying RNN

architectures were used, such as the LSTM and GRU. Designing a machine learning

model implementation for such a task can be a difficult and time-consuming process

[96]. Apart from merely considering the test and validation metrics of the model to

evaluate the model’s performance, some real-world applications may also consider other

factors, such as the number of parameters a model has, the amount of computational

resources required by the model, and more [17, 24, 84], all of which could contribute

towards the complexity of designing and implementing the appropriate machine learning

model.

2.3 Summary

This chapter discussed the fundamentals of NNs and the different NN architectures that

exist. Additionally, the training of NNs was discussed along with the problems often

encountered when training specialized NN architectures such as RNNs. The importance

of NN architecture design was also highlighted in the context of overall machine learning

model performance.

The next chapter discusses evolutionary algorithms and how they can be used for

NN architecture design.
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Chapter 3

Evolutionary Algorithms

Natural evolution, or biological evolution, has successfully produced diverse species that

are capable of adapting to dynamic environments [81]. Fundamentally, natural evolution

is based on a number of principles, which include a trial-and-error problem solving strat-

egy that finds solutions by employing a survival of the fittest methodology in a process

called natural selection [62, 81].

Many computational problems require searching an exceptionally large number of

possibilities to find solutions [44, 62]. It is also often expected of the chosen search

methodology to be adaptive to changes in its environment, such as robotic controls in

variable environments [62], amongst others.

Evolutionary computation (EC) is a field of computer science research that comprises

a number of natural evolutionary inspired computer-based systems and techniques for

problem solving [26, 81]. Evolutionary algorithms (EAs) are a set of algorithms in EC

that were designed based on natural evolutionary principles for solving problems by

employing operators such as selection and recombination to find the fittest solutions in

a population-based environment [26, 81].

EAs have been used for solving a number of problems, which include mathemati-

cal problems [74, 95], optimisation problems [1, 11], and more. EAs have also been

successfully implemented for automated NN architecture design [3, 6].

This chapter provides an overview of EAs and how they are used for multi-objective

problem solving. Section 3.1 outlines the fundamental components of the EA. Multi-

24
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objective EA-based problem solving is discussed in Section 3.2. Section 3.3 concludes

the chapter.

3.1 Evolutionary Algorithm Fundamentals

The EA describes a fundamentally stochastic search methodology for finding one or

more solution(s) to a given problem by employing the principles of natural evolution

[26, 62]. The general scheme of the EA involves an evolutionary search process that starts

by creating and initialising a population of individuals, i.e., a collection of candidate

solutions to the problem [26].

For each of the candidate solutions, a fitness value is evaluated, which represents

the quality of the particular solution to the problem [26]. The fittest individuals in

the population are then selected for reproduction; these individuals are referred to as

parents.

The EA includes a recombination stage that comprises crossover and mutation op-

erators for generating new individuals from the selected parents; the newly generated

individuals are referred to as offspring. The crossover and mutation operators are dis-

cussed in more detail in Section 3.1.5.

The fitness for each of the individuals in the offspring population is then evaluated,

and the offspring are introduced into the population to form a combined population. The

fittest individuals in the combined population are then selected to form the population

of the following generation. This evolutionary cycle is repeated until some predefined

termination condition is satisfied. The generic EA is outlined in Algorithm 1.

The EA explores the candidate solutions for a particular problem by using the fol-

lowing components [26, 62, 81]:

• the encoding method that provides a formal representation of solutions to the

particular problem;

• a function for evaluating the fitness of individuals;

• the method to use for creating and initialising the initial population;

• a strategy for selecting the parent solutions that will be used for recombination;
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Algorithm 1 Generic Evolutionary Algorithm [26, 81]

Initialization of population;

Evaluate fitness of population;

while termination condition(s) not met do

Select parents from population;

Recombination of selected parents to create offspring;

Evaluate the fitness of new offspring;

Select individuals that will form the population of the next generation;

end while

• the recombination operators to use for generating offspring;

• a strategy to select the surviving individuals from the combined population.

The rest of this section describes each of the aforementioned components in more detail.

Section 3.1.1 discusses the representation of individuals, Section 3.1.2 discusses the initial

population, Section 3.1.3 discusses the fitness evaluation of individuals, Section 3.1.4

discusses the selection of individuals, Section 3.1.5 discusses the recombination stage of

the EA, and Section 3.1.6 discusses the termination condition.

3.1.1 Representation of Individuals

The encoding strategy used for representing candidate solutions relates to the chromo-

somes of organisms found in nature [26]. Chromosomes contain a number of genes, and

organisms (individuals) pass their genes on to offspring through a recombination process,

also called reproduction [26, 81]. The genetic composition of an individual is referred to

as the genotype, whereas the phenotype describes the forming of the object within the

original problem context [26, 81].

The representation of individuals in the context of EAs for problem solving defines

how possible solutions should be specified and is responsible for defining the possible

collection of solutions that can exist, i.e., the search space [62, 81]. Representation of

individuals creates a link between the real world problem context and the solution search

space, where evolution happens [81].
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A class of genetically inspired EAs, called genetic algorithms (GAs), employs a repre-

sentation strategy where individuals in the search space are typically represented by a bit

string. The encoding of individuals is done using nx variables which describe an nx dimen-

sional search space [26]. If the variable values of the encoding structure are binary values,

an individual can be defined by b = (b1, ...,bi, ...,bnx), with bi = (b(i−1)nd+1, ..., bind
) such

that bl ∈ {0, 1} and nb = nxnd, the total number of bits [26]. The values of the encoded

bit string are not restricted to the binary domain, and there are methods for using bit

strings with integer or floating point values [26]. Other methods of representation include

permutations of integers [22], and trees [26], amongst others.

3.1.2 Initial Population

The first step of the EA search process involves creating and initialising the first set

of candidate solutions, called the initial population. It is commonly found that the

initial population is randomly generated from the defined search space [26]. Randomly

initialising the initial population introduces diversity into the population, and allows for

uniform sampling of the search space [22, 26]. If there exist some known solutions that

are considered good, they can be included in the initial population at the discretion of

the designer, given that the fitness of the known solutions is objectively good based on

the chosen fitness evaluation method [22].

3.1.3 Fitness Evaluation

The fitness evaluation function is used to evaluate the absolute measure of fitness of

a particular candidate solution, and the survival of an individual depends on its fitness

value as determined by the fitness evaluation function [62, 81]. More formally, the fitness

function, f , is used to map the individual candidate solution representation into a scalar

value such that:

f : Γnx → R (3.1)

for a given nx dimensional candidate solution, and the data type Γ of the elements of

the representation [26].
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The fitness function is used to assign a single fitness value to an individual, but can

represent a number of objectives, which is discussed in more detail in Section 3.2. It is

important for the fitness function to provide an accurate representation of a particular

individual’s fitness measure, as the fitness values of candidate solutions are used during

the selection phase of the evolutionary cycle.

3.1.4 Selection

The selection process of the EA is directly related to the process of natural selection as

described in the Darwinian evolution theory, and thereby has an inherent responsibility

of ensuring fit individuals for subsequent generations [26]. The chosen selection method

also contributes toward the diversity of candidate solutions in the population.

The selective pressure of a particular selection method directly influences how long it

takes for the EA to produce a uniformly distributed population [26]. Selection methods

with a low selective pressure may converge prematurely to solutions that can be improved

on, which are referred to as suboptimal solutions [26]. Selection methods with a high

selective pressure can lead to a decrease in diversity among the population [26].

There are two stages during the evolutionary cycle at which selection is performed:

the selection of candidate solutions that will be used for recombination, and the selection

of individuals that form the population of the following generation.

Selecting candidate solutions that will be used for recombination is done with the

intention of passing their characteristics on to newer generations, to possibly find better

solutions [22, 81]. In this case, the selected individuals are referred to as the parents and

after being selected, some operators are used to generate offspring from these parents

during the recombination (or reproduction) phase [81].

Survivor selection, on the other hand, happens at a later stage during the evolution-

ary cycle [81]. After the recombination phase has concluded, the fitness values of the

newly generated offspring are evaluated, and the offspring are introduced into the overall

population of candidate solutions to form a combined population. Survivor selection is

then performed to select the individuals from the combined population that will form

the population of the subsequent generation, such that a constant population size is

maintained [22, 81].
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Generally, candidate solutions that were not selected during the survivor selection

phase, or found to have performed insufficiently compared to the other surviving in-

dividuals, are disposed of and therefore excluded in the following selection stages [22].

To ensure that the fittest solutions of the population survive, a process called elitism

can be incorporated into the survivor selection stage, which essentially copies the fittest

individuals to the following generation’s population without changing any of their char-

acteristics [26]. Selecting the surviving individuals may not necessarily be done purely

based on their fitness, and will depend on the particular selection method, which is

discussed in more detail below.

Selection Methods

The random selection method selects individuals from the population at random, with

disregard to their respective fitness values. The random selection method has a very low

selective pressure, since each individual in an ns sized population has a 1
ns

probability of

being selected [26].

An alternative selection method, called tournament selection, starts by randomly

selecting nts individuals from the population, such that nts < ns [26]. Out of the nts

selected individuals, those with the best fitness values are returned, resulting in a relative

fitness selection as opposed to absolute fitness selection across the entire population [81].

This approach to selection allows for more control over the selective pressure compared

to random selection, since an increased tournament size will lead to a relative increase

in selection pressure [26, 81]. The appropriate value of nts needs to be carefully selected,

as an nts value that is proportionally large compared to the overall population size, will

result in only the best individuals being selected, whereas nts values that are too small

may result in poorly performing individuals being selected [26, 62, 81].

A number of alternative selection methods exist, refer to [26, 81] for more extensive

discussion. This study is concerned with tournament selection methods that include

rank-based selection strategies within a multi-objective EA paradigm, which is further

discussed in Section 3.2.
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3.1.5 Recombination

Recombination describes the process wherein the characteristics of the selected parent

solutions are used to generate new candidate solutions, so that the characteristics of the

superior solutions can be passed on to the following generations [22, 26]. At the recom-

bination stage, crossover and/or mutation operators are used to create new offspring

solutions from the selected parent solutions [26].

The crossover operator consists of selecting the characteristics of some predefined

number of parents, which are then combined to create one or more new individual can-

didate solution(s) [26]. The crossover operator includes an asexual operator wherein

a single candidate solution is generated from one parent candidate solution, a sexual

operator where one or two offspring candidate solutions are created from two parent

candidate solutions, and multi-recombination that generates one or more offspring can-

didate solutions from a selection of more than two parent candidate solutions [26].

With typical binary string representations of individuals, the application of the

crossover operator starts by selecting a position from the parent representation, which

is called a point [81]. When two parent solutions are used for generating two offspring

solutions, the encoding of the parent solutions are split at the selected point and the

offspring solutions are created by exchanging the tails of the split parent solutions [81].

This crossover implementation is referred to as One-Point crossover, and can be seen in

Figure 3.1 [81]. More than one point can be used for crossover, and offspring are then

generated by taking alternative segments from the parent encodings [81]. For a more

detailed discussion of alternative crossover operators, refer to [26, 81].

The mutation operator randomly changes some characteristics of a given candidate

solution, and is useful for promoting diversity in the population [22, 26]. Mutation during

the recombination stage is controlled by a probability value, which can be set to a higher

value when exploring the first few generations to further contribute towards diversity,

and the probability value can then be decreased over time as the algorithm progresses

[26]. When a binary string representation of individuals is used, some number of values

in the encoding are randomly selected, and the values are flipped, i.e., changed from 1

to 0 or 0 to 1 [81]. Figure 3.2 illustrates a bitwise mutation operator applied to a single

individual, where three values are mutated.
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Figure 3.1: One-Point crossover of two parent solutions to generate two offspring solutions.

Smith and Eiben [81] pointed out that the recombination process is considered an im-

portant feature of the EA in general, and it is often found that the implementation of the

recombination process may differ between EA subclasses. This study is concerned with

the use of EAs in the context of RNN architecture design, which has some complexities

associated with applying crossover and mutation operators during offspring generation.

These complexities are discussed in Chapter 4, along with the concept of network mor-

phism, which is a method that can be used for RNN architecture recombination, as

opposed to explicit crossover and mutation based recombination.

3.1.6 Termination Condition

The EA will cycle through the selection, recombination, and evaluation stages until a

predefined termination condition is met. This termination condition can be defined in

a number of ways, which include the maximum number of generations that the evo-

lutionary cycle should run for, or when an acceptable candidate solution was found

[26, 62, 81], amongst others. Additionally, when no significant changes or improvements

are observed across the population over a number of consecutive generations, the EA has

converged and should be terminated [81]. Ideally, the termination condition should not

cause the termination of the EA that is too early (depending on the particular problem

context), and should allow for sufficient exploration of the search space across a number

of generations [26].
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Figure 3.2: Before and after applying the mutation operator on a single candidate solution

representation.

3.2 Multi-Objective Evolutionary Algorithms

A number of EA approaches exist that are capable of solving multi-objective problems

[26]. In general, for multi-objective problems, assuming the goal is to minimize the

respective problems, a vector-valued objective function F : Ro → Rn is defined for n

objectives, where n > 1, and o is the dimension of the decision vector x. The aim is

then to minimize the y objective vector such that:

y = F (x) = (f1(x), ..., fn(x)), (3.2)

where

x = (x1, ..., xo) ∈ Ro,

y = (y1, ..., yn) ∈ Rn,

in an Ro parameter space and Rn objective space [74, 93, 95].

The rest of this section provides a discussion on specific EA approaches for solving

multi-objective problems. Section 3.2.1 discusses the concepts related to weighted aggre-

gation and Pareto-based approaches for multi-objective problem solving. Section 3.2.2

outlines genetic algorithms and how they can be used for solving multi-objective prob-

lems.

3.2.1 Multi-Objective Problem Solving Approaches

Smith and Eiben [81] have postulated that in practice there exist many applications of

EAs that search for solutions in a single-objective paradigm when, upon further investi-

gation, they are essentially searching for solutions that represent multiple objectives, but

have been adapted to the single-objective paradigm in favour of reduced complexity [81].

Methods exist for assigning weight values to multiple objectives and then calculating the
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weighted sum of the sub-objectives to obtain a single scalar-value surrogate objective

value [26, 74]. The weight values for each of the sub-objectives are therefore implicitly

assumed, and might have an impact on the diversity of solutions found [74, 81].

Zhang and Li [71] introduced an approach that employs a weighted aggregation

method for dealing with multi-objective problems, dubbed Multiobjective Evolutionary

Algorithm Based on Decomposition (MOEA/D). The MOEA/D algorithm relies on a

combination of conventional multi-objective weighted aggregation and population-based

approaches [81], along with the adoption of a neighbourhood relation [93]. The multi-

objective problem is decomposed into a set of organically organized subproblems, also

called scalar objective optimization problems (SOPs), that each represent a weighted

aggregation of the respective objectives [93]. New solutions for each of the individual

subproblems are generated through the use of evolutionary operators that are applied to

neighboring solutions found within some proximity of the particular subproblem, which

is based on the Euclidean distance between solutions [81]. If a newly generated solution

is found to have achieved the best result for a subproblem, that particular solution is

then kept in memory by the subproblem until a new one is found that performs better

[93].

Zhang and Li [71] have shown that the MOEA/D algorithm is able to scale well

with many-objective optimization problems, which generally refers to problems that

have four or more objectives [20]. Zhang and Li [71] also found that for many-objective

problems, the MOEA/D algorithm performs comparably to other algorithms that do not

use weighted aggregation approaches.

An alternative to the aggregated weighted approach for solving multi-objective prob-

lems is the Pareto-based approach that uses the concept of dominance. Dominance states

that when one solution dominates another, the dominant solution is at least as good as

the other solution for all objectives and additionally, has a strictly better value for at

least one of the objectives [77, 81]. Formally, given decision vector a ∈ Ro, and decision

vector b ∈ Ro, it is said that a dominates b if and only if

∀i ∈ {1, ..., n} fi(a) ≤ fi(b), and∃i ∈ {1, ..., n}, fi(a) < fi(b), (3.3)

which can be written as a ≺ b [95]. If it is the case that a ≺ b or F (a) = F (b), then a

covers b, which is written as a � b [81, 95].
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In the case where there are conflicting objectives, it is unlikely that one solution will

exist that dominates all other solutions in the population [71, 74, 81]. Thus, a decision

vector is considered nondominated if and only if it is not dominated by any of the other

solutions in the population [81]. Such a decision vector that is not dominated by any

other is called a Pareto optimal solution [71, 74]. A set of Pareto optimal solutions is

called the Pareto set, and the set of corresponding objective vectors is referred to as the

Pareto front [95]. Therefore, the Pareto front describes the set of objective vectors whose

solutions provide the best compromise among the respective objectives. An example of

a dominated and nondominated solution set for a multi-objective problem can be seen

in Figure 3.3. The next section discusses genetic algorithms that have been designed to

solve multi-objective problems using a Pareto-based approach.

3.2.2 Genetic Algorithms

Genetic algorithms (GAs) are a class of genetically inspired EAs [62, 81]. The classical

(canonical) implementation of the GA typically employs a binary bit-string candidate

solution representation structure, previously discussed in Section 3.1.1. The GA follows

a fixed evolutionary process that involves a proportional fitness selection process and a

recombination (reproduction) process [62, 81]. Offspring are therefore generated through

the use of both crossover and mutation operators as discussed in Section 3.1.5 [62, 81].

The survival selection process of the classical GA follows a generational approach, which

means the intermediary population of surviving candidate solutions replaces the previous

population entirely [81].

A number of GA variants have been introduced, some of which were specifically

designed and adapted so that they can be used for multi-objective problem solving. A

specific GA variant that employs a Pareto-based approach to multi-objective problem

solving is discussed in more detail below.

Nondominated Sorting Genetic Algorithms

The Nondominated Sorting Genetic Algorithm (NSGA) that is based on the classical

GA, was introduced by Srinivas and Deb [82] for multi-objective problem solving. In

contrast to the classical GA, the NSGA sorts individuals based on their nondomination
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Figure 3.3: Example of a Pareto solution set with dominated and nondominated solutions for

a problem with two objectives [21, 81].

with respect to the multiple objectives by using the dominance operator described in

Section 3.2.1 [82]. The NSGA uses a sharing parameter to calculate a new fitness value

for each of the individuals by dividing the particular individual’s fitness by a value that

is proportional to some predefined number of neighbouring solutions; this approach was

later criticized by Deb et al. [21].

Deb et al. [21] also pointed out that the NSGA lacks elitism and has a higher

computational complexity than what is necessary [21]. Deb et al. [21] proposed a fast

and elitist nondominated sorting algorithm called NSGA-II to address the problems

of the NSGA. To ensure elitism, the NSGA-II performs nondominated sorting on the

combined population that includes the parents and offspring [21]. The NSGA-II does

not have the sharing parameter that is used by the NSGA, which makes the NSGA-II

more efficient compared to the NSGA [21]. Additionally, the NSGA-II uses a mechanism,

called crowding distance, with the aim of increasing the diversity of the population [21].

The crowding distance of the NSGA-II represents the Euclidean distance between

candidate solutions, and is used as a density estimator to guide the algorithm towards

a uniform population distribution [16, 21]. Calculating the crowding distance for one
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individual is based on the absolute normalized difference in the objective values of two

adjacent individuals [21], which can be represented by a cuboid as illustrated in Fig-

ure 3.4. For one specific individual j with a sort sequence n, its crowding distance, disj,

for a single objective k is defined by:

disj = disj +
fkn+1 − fkn−1
fkmax − fkmin

(3.4)

where k ∈ m for m objectives, fkn refers to the k-th objective value of the n-th individual,

and fkmax and fkmin represent the maximum and minimum values of the k-th objective

function, respectively. The crowding distance is calculated for all the objectives, which

means that the disj value for individual j is updated as the calculation iterates through

all the objectives. Individuals with the minimum and maximum values for each of the

objectives are assigned an infinite crowding distance value, resulting in those individuals

always being selected [16]. Algorithm 2 provides the pseudocode of the nondomination

sorting function that is used by the NSGA-II algorithm. Pseudocode given in Algorithm 3

provides an overview of the NSGA-II algorithm.

Assigning the same crowding distance to individuals within a cuboid has been criti-

cized for not having any significant contribution towards the convergence of the algorithm

[16]. An alternative approach was proposed by Chu and Yu [16] wherein they suggested

replacing fkn−1 in the crowding distance function with fkn instead. This resulted in the

crowding distance for an individual calculated as:

disj = disj +
fkn+1 − fkn
fkmax − fkmin

. (3.5)

Chu and Yu [16] have reported that this change resulted in an improved convergence of

the Pareto front [16].

Deb and Jain [20] have proposed an extension of the NSGA-II algorithm, called

NSGA-III. The NSGA-III employs a nondominated sorting approach to solve many-

objective problems, and relies on predefined target objective values, called reference

points, to guide the search direction towards Pareto-optimal solutions [20]. According

to Deb and Jain [20], the need for such an algorithm stems from the increased demand

for algorithms that can solve four or more objectives [20]. It has been noted by Deb and

Jain [20] that the expectation of a single population-based algorithm to both maintain
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Algorithm 2 Pseudocode of the nondominated sorting function that is used by the

NSGA-II algorithm [21]

Inputs: P ;

for each p ∈ P do

Sp ← ∅
np ← 0

for each q ∈ P do

if (p ≺ q) then

Sp ← Sp ∪ {q}
else if (q ≺ p) then

np ← np + 1

end if

if np = 0 then

prank ← 1

F1 ← F1 ∪ {p}
end if

end for

end for

i← 1

while Fi 6= ∅ do

Q← ∅
for each p ∈ Fi do

for each q ∈ Sp do

nq ← nq − 1

if nq = 0 then

qrank ← i+ 1

Q← Q ∪ {q}
end if

end for

end for

i← i+ 1

Fi ← Q

end while
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Figure 3.4: Crowding distance calculation for the ith solution [21].

population diversity and reach population convergence close to the Pareto-optimal front

may be too optimistic.

Predefined reference points are provided to the NSGA-III, with the premise being

that the reference points would ensure diversity in the solutions found [20]. A reference

line is defined for each of the reference points, which starts from the origin and then

passes through the particular reference point; a visualization of this concept can be seen

in Figure 3.5. The perpendicular distance between each individual in the population is

calculated for each of the reference lines. A specific individual is then associated with its

closest reference line [11]. Individuals that are closest to the reference lines are selected

for recombination. NSGA-III performs recombination of parent solutions by using the

same crossover and mutation operators that are used by the NSGA-II [20].

The NSGA-II is capable of solving many-objective problems, and does not require

predefined reference points [11, 71]. The NSGA-III algorithm, on the other hand, was

specifically designed to solve many-objective problems, and should therefore outper-

form the NSGA-II when solving problems within a many-objective paradigm [20]. The

NSGA-III and MOEA/D algorithms are more efficient at solving many-objective prob-
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Algorithm 3 Pseudocode of the NSGA-II algorithm [21]

Inputs: N , g, objectives;

P ← randomly initialise parent population of size N ;

Q← initialise offspring population to ∅;
Evaluate fitness of P ; . For all objectives

Nondominated sorting of P based on fitness values; . Pareto-ranking

Q← generate offspring;

while termination condition g not met do

Evaluate fitness of Q; . For all objectives

R← P ∪Q; . Combine parent and offspring population

Nondominated sorting of R based on fitness values;

Crowding distance assignment for population R;

Sort solutions in nondominated fronts based on ranking;

Select N solutions starting from the first front and only select solutions from sub-

sequent fronts if all N population slots have not been filled;

Q← generate offspring from selected solutions;

end while

lems compared to the NSGA-II algorithm, however, the quality of the solutions found

by the NSGA-II algorithm is comparable to those found by the NSGA-III and MOEA/D

algorithms [11, 71].

This study is interested in the use of multi-objective EAs for automated NN archi-

tecture design. The number of objectives that will be considered for the NN architecture

candidate solution fitness evaluation are assumed to be low, with preliminary estima-

tions suggesting a maximum of five objectives [24]. Accurate NN architecture fitness

evaluation is a computationally expensive task [96], which would make the difference

between the execution time of the aforementioned EAs insignificant. Therefore, the

NSGA-II algorithm is the preferred candidate since it does not require predefined ref-

erence points, and it has already been successfully implemented in the context of NN

architecture design [6, 52]. A more detailed discussion related to the specific NN archi-

tecture related objectives and NN architecture candidate solution fitness evaluation is

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 3. Evolutionary Algorithms 40

Figure 3.5: Normalized reference lines for three reference points of a two-objective problem

[47].

provided in Chapter 4.

3.3 Summary

This chapter discussed EAs and how they can be used for solving multi-objective prob-

lems. A number of genetically inspired EAs were also discussed along with their respec-

tive multi-objective problem solving approaches.

Multi-objective EAs can be used for population-based automated NN architecture

design. The next chapter discusses the different neural architecture search methods that

exist for automated NN architecture design.
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Chapter 4

Neural Architecture Search

Methods for automated NN architecture design have been around for a number of years

[3, 86]. More recently, in 2017, Zoph and Le [96] introduced the Neural Architecture

Search (NAS) paradigm, wherein they proposed a novel reinforcement learning method

to automatically find well-performing NN architectures for a provided dataset.

A number of different NAS methods have since been proposed, some of which have

already been successful in finding NN architectures that outperform state-of-the-art NN

architectures designed by human experts [24, 50, 88].

The purpose of this chapter is to provide an overview of NAS and review the evo-

lutionary NAS methods that exist for automated NN architecture design. Section 4.1

discusses NAS in more detail. Section 4.2 provides an overview of existing evolutionary

NAS methods. Section 4.3 concludes the chapter.

4.1 How Neural Architecture Search Works

Neural architecture search (NAS) aims to automatically find well-performing NN archi-

tectures for a provided dataset by casting NN architecture design as an optimisation

problem [86]. NAS works by optimising f(a) for a set of NN architectures A, where f(a)

represents an objective measure of performance for architecture a ∈ A [86, 91].

Elsken et al. [25] suggested that any given NAS method should define at least three

equally important components that describe how the particular method approaches NN

41
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architecture design as an optimisation problem. The three components are: search space,

search strategy, and performance estimation strategy [25].

The search space component is responsible for defining the possible NN architectures

that can exist within the particular problem context, which is based on the provided

dataset [25, 88]. The search strategy explores the NN architecture search space by

generating NN architectures from the defined search space [25]. The performances of the

generated NN architectures are then evaluated by the performance estimation strategy

[25]. Figure 4.1 illustrates how the three components of NAS are related.

The rest of this section discusses each of the three NAS components in more detail.

Section 4.1.1 provides an overview of the NN architecture search space as a NAS com-

ponent. The search strategy of NAS is discussed in Section 4.1.2. Section 4.1.3 discusses

the performance estimation strategy component of NAS. An overview of the challenges

associated with reporting on NAS research is given in Section 4.1.4.

4.1.1 Search Space

The NAS search space is responsible for defining the NN architectures that can exist

in principle, thereby describing the structural paradigm that the search strategy can

explore [25, 32, 88]. Therefore, the NAS search space represents a subspace of the general

definition of a NN architecture, as it was given in Chapter 2.

Defining a good NAS search space can be challenging and should include prior knowl-

edge about the provided dataset [32]. For example, if the provided dataset contains

sequential data with significant time dependencies, an appropriate RNN architecture

search space should be defined [88].

He et al. [32] identified a number of different categorical NAS search spaces, which

include the global search space and the cell-based search space, amongst others. With

global search space approaches, the entire structure of the NN architecture is searched

for, which includes all units of the NN architecture, how these units are connected, and

the activation functions for each individual unit [32]. Thus, global search spaces are very

large, and exploring a global search space can be computationally expensive [25, 32].

The intuitive idea behind the cell-based search space is to generate cells from the

defined search space and then stack multiple cells to create a NN architecture [88]. The
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Figure 4.1: The three components of Neural Architecture Search as presented by Elsken et

al. [25].

cell can be viewed as a miniature NN that accepts some inputs and contains a number

of connected units with combination methods and activation functions that eventually

produce an output [6]. A single cell can accept multiple inputs, which may include the

input of the NN and the output of other cells. A template can be specified that prescribes

the possible configurations or limitations of a cell, for example, restricting the number

of units that a cell can contain [86]. Methods that employ the cell-based search space

are considered more efficient compared to global search space methods, since cell-based

methods only search for individual cell configurations from the defined search space [32].

Figure 4.2 shows an example of a NN architecture that contains a number of stacked

cells and an example of a cell which contains a combination method and two activation

functions.

Zoph and Le [96] defined a cell-based search space for RNN architectures wherein a

single recurrent cell g is described by

ht = gθ,α(xt,ht−1, ct−1),

where θ represents the architecture of the cell g, α is the trainable parameters of the

architecture, ht is the hidden state, xt is the input, and ct is the cell state at time step

t. In their study, Zoph and Le [96] stacked two recurrent cells to make up the final

RNN architecture. Combining multiple inputs to a cell was limited to the use of either

addition or elementwise multiplication, and the activation functions were limited to the

identity, tanh, sigmoid, and ReLU activation functions [96].

Each cell that is constructed from the defined cell-based search space is represented

by some encoding scheme [86]. The encoding scheme is used to define the inputs of

the cell, how the inputs are combined if multiple inputs are used, and what activation
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Figure 4.2: A NN architecture containing k cells (left) and an example cell decomposition

(right).

functions are applied. Zoph and Le [96] opted for a string encoding scheme in their

reinforcement learning NAS approach, where a RNN controller was used as the agent.

The RNN controller explored the search space by generating a string of computation

steps, which included combination methods and activation functions that were allowed

according to the defined search space [96]. A cell was then created from the string

encoding, which was subsequently used for constructing the RNN architecture [96].

NAS methods that employ EAs as the underlying search strategy for search space

exploration should implement appropriate encoding schemes that can accommodate for

structural changes to the NN architectures during the recombination stage of the evo-

lutionary cycle. Previous EA-based NAS studies [52, 53] have been successful in using

string encoding schemes along with performing crossover on multiple parent architectures

to generate offspring architectures. However, those studies [52, 53] were specifically fo-

cused on CNN architecture search and not RNN architecture search. Angeline et al.

[3] and Bayer et al. [6] conjectured that there is a significant amount of complexity

involved with performing crossover on RNN architectures during evolutionary recombi-
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nation, which is discussed in more detail in Section 4.2.

The next section discusses the search strategy component of NAS which is used for

exploring the NN architecture search space.

4.1.2 Search Strategy

The search strategy is responsible for the efficient exploration of the NN architecture

search space, and for the automation of the process of constructing different NN archi-

tectures, which would otherwise be done manually by human experts [32].

Different NAS methods are typically distinguished based on the particular NN archi-

tecture search space exploration strategy that is implemented [25, 88]. The NN architec-

ture search space can be explored in many ways, which include reinforcement learning

(RL) based searching [96], evolutionary algorithm (EA) based searching [25], gradient-

based searching [79], and more.

RL based NAS methods often extend the approach from Zoph and Le [96], wherein

an RNN controller was used to generate NN architectures from the defined search space

[32]. With RL based methods, the validation accuracy of the trained models is typically

used as the reward signal for the agent to promote the generation of better performing

architectures [32].

EA-based NAS approaches search for NN architectures in a population-based paradigm

and employ an EA for search space exploration [88]. The NN architectures are treated

as individuals in the population and are evolved over a number of generations [50, 88].

This study deals with EA-based NAS methods only, which is discussed in more detail in

Section 4.2. For a more extensive discussion on different NAS search strategies, refer to

[32].

The NN architectures generated by the search strategy should be evaluated to de-

termine their respective performances, such that the best performing architectures can

be identified. The NAS performance estimation strategy component is responsible for

reporting on NN architecture performance and is discussed in the following section.
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4.1.3 Performance Estimation Strategy

The performance estimation strategy is responsible for reporting the objective measure of

the performance of the NN architectures that are constructed by the search strategy [25,

72]. Thus, an accurate measure of architecture performance is important for achieving

the goal of finding well-performing NN architectures [25, 72]. Model accuracy on some set

of unseen data from the provided dataset is a good measure of architecture performance

[25].

The simplest way to evaluate the performance of an architecture is to train and

evaluate the architecture on training and validation subsets of the provided dataset [25].

However, training and evaluating multiple architectures can become computationally

expensive. For example, Zoph and Le [96] trained and evaluated 12 800 architectures in

their study. The training of the models were distributed among 800 graphics processing

units (GPUs), which equates to a search cost of more than 22 000 GPU days [88, 96].

GPU days is a search cost measure used in NAS, which is calculated by multiplying the

number of GPUs used by the number of consecutive days that the search was running

for.

Several methods have been proposed to make the performance estimation component

of NAS more efficient, such as parameter sharing [24, 70], performance prediction [35],

and more. With parameter sharing, the parameters of the models that have already been

trained are used to initialise the parameters of newly constructed models [24]. Therefore,

the newly constructed models do not require training from scratch [25].

In general, performance prediction techniques attempt to predict the performance

of an architecture with minimal or no training [25]. White et al. [87] identified 31

performance prediction techniques, some of which have shown promising results. This

study did not implement any specific performance prediction techniques, and instead

relied on methods such as parameter sharing, early stopping, and reduced population

size techniques to improve the efficiency of the NAS method. The specific methods and

techniques employed in this study are discussed in more detail in Chapter 5.

It is often the case in real world applications where a reasonable trade-off between

architecture accuracy and architecture complexity is accepted [13, 24]. To account for

this, the performance evaluation of NN architectures can consider multiple objectives,
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such as the model’s achieved accuracy, the number of trainable parameters, and the

time it takes the model for a forward propagation of a single input, i.e., model inference

time [17, 24]. A number of NAS methods have already been implemented that consider

multiple objectives for architecture performance evaluation, instead of basing architec-

ture performance purely on model accuracy [13, 24, 53, 84]. These studies often report

reduced accuracy scores compared to other NAS methods, but the architectures found

have lower computational resource demand and shorter model inference times [17, 24].

NAS methods are typically judged based on the accuracy achieved by the best per-

forming architecture that the particular NAS method found [89, 42, 46, 48, 72]. The

next section discusses some concerns related to associating a NAS method’s quality with

the accuracy achieved by the method’s best performing architecture.

4.1.4 Neural Architecture Search Method Quality

One of the challenges in NAS research is the lack of an objective measure to represent

the quality of any given NAS method [42, 46, 89, 91]. The results reported by most

NAS publications are often found to be impossible to reproduce, due to the amount

of computational resource allocation for the experiments, insufficient details provided

regarding the experimental setup, and more [48, 89].

Given that NAS aims to automatically find well-performing architectures for a pro-

vided dataset, different NAS methods are being compared based on the accuracy achieved

by the best performing architecture that the NAS methods have found [25, 32, 50, 88].

Lindauer and Hutter [48] suggested that although most NAS publications report their

results on the same datasets, the NAS methods typically used different search spaces

and different model hyperparameter optimisation techniques, which make the results

incomparable.

Yang et al. [89] stated that the extensive hyperparameter optimisation performed

by some NAS methods resulted in the models achieving very high accuracy scores, and

therefore misrepresent the quality of the overall NAS method. Li and Talwalkar [46]

implemented a random search method that constructed NN architectures from the search

spaces defined by two separate NAS approaches, both of which had complex search

strategies for constructing NN architectures. The random search method implemented
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by Li and Talwalkar [46] was able to find NN architectures that outperformed both NAS

approaches.

Following the aforementioned observations, Li and Talwalkar [46] suggested that the

evaluation of NAS methods should be based on the robustness and consistency of the

particular method across multiple independent runs. NAS methods that employ search

strategies such as RL based searching or EA-based searching should include ablation

studies that report on the results from performing a random search on the defined NN

architecture search space [46].

It is worth noting that the above concerns relate to NAS methods that consider

model accuracy as the single architecture performance objective [46]. It will be interest-

ing to compare the results from a multi-objective NAS method with a random search

implementation for the same search space.

Multi-objective EA-based NAS methods allow for generationally optimising the NN

architectures, which could give the particular approach an advantage over a random

search implementation. The use of multiple objectives in EA-based NAS methods are

discussed in the next section.

4.2 Evolutionary NAS Methods

EA-based NAS methods refer to those NAS methods that employ EAs as their core search

space exploration strategy, where NN architectures are searched for in a population-based

paradigm [50]. EA-based NAS methods have been successful in finding well-performing

NN architectures for a provided dataset [24, 51, 52, 53, 66].

Elsken et al. [24] proposed a Lamarckian Evolutionary algorithm for Multi-Objective

Neural Architecture Design, which they named LEMONADE. The LEMONADE algo-

rithm considered a cell-based CNN architecture search space, which was explored through

an evolutionary approach that approximated a Pareto front (refer to Section 3.2.1) [24].

The LEMONADE algorithm did not apply any specific recombination operators such

as crossover or mutation, and instead relied on the concept of network morphism for

offspring generation [24]. Network morphism describes the process whereby some net-

work transformations are performed to make structural changes to an architecture [24].
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Network transformations refer to the specific changes that are made to the architecture,

such as adding units or introducing new connections between units [10, 24].

Elsken et al. [24] noted that previous implementations of network morphism were

limited to constructive network transformations, which results in an increased NN archi-

tecture complexity. In a multi-objective paradigm where some NN architecture complex-

ity related objectives are considered, appropriate network transformations are required

to optimise NN architecture complexity objective(s), such as the removal of units from

the NN architecture.

Elsken et al. [24] proposed the concept of approximate network morphism to cater

for destructive network transformations. Destructive network transformations in the

LEMONADE algorithm allowed for the removal of units in the architecture and the

removal of connections between units [24].

The network morphism approach employed by the LEMONADE algorithm for off-

spring generation started by duplicating a parent architecture to construct the offspring

architecture, and then performing network transformations on the offspring architecture

[24]. A parameter sharing mechanism was also implemented that used the parameters

of the trained parent models to initialise the parameters of the corresponding offspring

models [24].

The specific experiments conducted by Elsken et al. [24] were focused on finding

CNN architectures, and the objectives they considered included the accuracy of the

models on image classification tasks, the number of parameters of the models, and the

inference time of the models. Elsken et al. [24] reported that the architectures found by

the LEMONADE algorithm achieved comparable accuracy to architectures from other

related NAS studies. In terms of parameters and inference time, the architectures found

by LEMONADE dominated the architectures from other studies, which demonstrates

the real-world benefits associated with multi-objective NAS approaches [24].

Lu et al. [52] proposed a multi-objective evolutionary NAS method called NSGA-Net.

The NSGA-Net algorithm is based on the NSGA-II algorithm, and searches specifically

for CNN architectures in a global search space [52]. Lu et al. [52] implemented both

crossover and mutation operators for NSGA-Net to create offspring architectures.

During their experimentation, Lu et al. [52] considered two objectives for representing
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architecture performance, which was based on the model’s classification error on an image

classification task and an architecture complexity objective [45]. Lu et al. [52] stated

that they found the number of floating-point operations needed to execute the forward

pass of a CNN to be the most reliable objective measure of network complexity. The

results reported by Lu et al. [52] showed that the CNN architectures found by NSGA-Net

significantly outperform CNN architectures that were designed by human experts.

The use of EA-based NAS methods to search for RNN architectures are scarce in the

current literature, and Liu et al. stated that the majority of EA-based NAS approaches

are focused on searching for CNN architectures.

Conceptually, the LEMONADE [24] and NSGA-Net [52] algorithms can be used to

search for RNN architectures, but will require significant adaptation in terms of their

respective search spaces and network transformations so that they can be used to search

for RNN architectures. For example, the LEMONADE algorithm included appropriate

network transformations that allowed for the optimisation of NN architecture complexity

objectives, but was specifically developed for CNN architectures. Therefore, the trans-

formations implemented by the LEMONADE algorithm can not be used for optimising

RNN architecture complexity-related objectives due to the structural differences between

CNN architectures and RNN architectures, as discussed in Chapter 2.

Angeline et al. [3] proposed an EA approach that simultaneously searched for RNN

architectures and their weight values, which resulted in a representation of individuals

that defines both the architecture of the RNN and its corresponding weight values.

Angeline et al. [3] based the fitness of individuals in the population on a single objective

that represented the individual’s performance on a specific machine learning task. One

of the tasks that they considered was based on a dataset that comprised a number of

strings, which was randomly generated from seven different regular languages [3]. An

individual’s fitness represented the corresponding model’s loss value after training and

evaluation on the particular dataset [3].

Angeline et al. [3] stated that the individuals of the population were sorted based on

their fitness values and the top 50% were selected as the parents [3]. For each parent,

a single offspring was generated, after which parametric and structural mutations were

applied to the individual [3]. Parametric mutations involved changes to the parameters
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of the RNN, whereas structural mutations refer to changes that were applied to the RNN

architecture [3].

The structural mutations applied to the RNN architectures were limited to the adding

and removing of neurons in the hidden layer, and neurons in the input and output

layers were considered immutable [3]. All neurons in the hidden layer used the sigmoid

activation function by default, which could not be changed during structural mutation

[3].

Angeline et al. [3] excluded the use of a crossover operator during the recombination

phase, which they motivated by noting that performing crossover on RNN architecture

topological representations is a nontrivial and complex task, since the architectures in

the population could vary significantly [3]. Additionally, by not performing crossover,

the individuality of the architectures are respected [3]. Therefore, Angeline et al. [3]

indicated that they have specifically avoided a GA-based approach and instead employed

a more general EA approach that does not involve explicit crossover.

The results reported by Angeline et al. [3] showed that their approach was able to

find RNN architectures that outperformed the RNN architectures from other studies

related to RNN architecture design at the time.

Chihi and Arous [14] developed a NSGA inspired multi-objective method to search

for RNN architectures and parameters, similar to the method constructed by Angeline

et al. [3]. The objectives they considered were related to model accuracy, and included

a specialised metric developed to measure the average of mutual information between a

pair of models [14].

Chihi and Arous [14] did not implement a crossover operator for RNN architecture

evolution, and instead only allowed for the adding and removal of a hidden unit in

the hidden layer during recombination. Although a mutation was included that could

reduce the RNN architecture complexity, an architecture complexity objective was not

considered during selection [14]. Chihi and Arous [14] reported that the best performing

RNN architecture found by their method was able to outperform a manually designed

RNN architecture on a specific speech corpus.

Bayer et al. [6] proposed an approach for finding RNN architectures that is based on

the NSGA-II algorithm. In their study, Bayer et al. [6] used a cell structure representa-
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tion of the individuals. The representation of an individual comprises a set of cells, where

each cell represents a topology that contains multiple neuron units with different activa-

tion functions and different methods for combining multiple inputs from other units [6].

They have also incorporated the use of flags as part of the cell structure representation,

where each flag represents a specific property such as whether the activation functions of

the cell have trainable parameters, and whether the cell is an input or output to another

cell in the RNN architecture [6].

The fitness of the individuals were based on multiple objectives that represented an

individual’s ability to recognize context-free and context-sensitive languages [6]. They

also iteratively increased the complexity of the regular languages based on the achieved

performance of the individuals in the population as the GA progressed [6]. Bayer et al. [6]

did not implement a specific selection strategy, and instead performed recombination on

the entire population of individuals to produce individuals for the following generation.

It is worth noting that Bayer et al. [6] decided to exclude the implementation of a

crossover operator in their algorithm for the sake of simplicity, a sentiment shared by the

previously discussed study that was done by Angeline et al. [3]. Thus, recombination

consists of applying some mutations to each of the individuals in the population [6].

Bayer et al. [6] allowed their algorithm to select a mutation from a list of available

mutations, whereby each of the mutations had a predefined probability of being selected.

The list of allowable mutations included the addition of new units to the architecture,

the addition of connections between two existing units in the architecture, and the mod-

ification of the combination and activation functions of randomly selected units in the

architecture [6].

The lack of survival selection along with the exclusion of mutation operators that

could reduce the number of units in a RNN architecture, resulted in an approach whereby

RNN architectures can only grow in size [6]. Smaller RNN architectures from previous

generations can therefore not be revisited.

Bayer et al. [6] reported that its NSGA-II based approach for RNN architecture

design was able to find RNN architectures that outperform the LSTM architecture after

being trained on datasets that were generated from context-free and context-sensitive

languages such as anbn, n ∈ [1, 5] and anbncn, n ∈ [1, 5], respectively. However, their
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approach was unable to find a RNN architecture that could outperform the LSTM on

the more complicated language anbmcn, (m,n) ∈ [1, 4] [6].

Ortego et al. [65] implemented a genetic algorithm (GA) based NAS method to search

for the hyperparameters related to connecting a CNN model and an LSTM model. The

hyperparameters that their NAS method searched for were only used to define how the

output of the CNN model is fed into the LSTM model as input, and therefore did not

search for novel RNN architectures [65]. A similar implementation was done by Almalaq

and Zhang [2], wherein they used a GA to optimise the number of hidden neurons and

input sequence length for an LSTM model.

To the best of the author’s knowledge, no dedicated studies of a multi-objective

EA-based NAS method for novel RNN architecture search exist, that also considers an

architecture complexity objective. Existing EA-based RNN architecture search methods

have also not been implemented to search for well-performing RNN architectures on the

Penn Treebank dataset [55]. Furthermore, since RNN architecture complexities have

not been considered in existing EA-based NAS methods, the use of destructive network

transformations has not been studied for RNN architecture evolution.

4.3 Summary

This chapter discussed NAS in detail and the EA-based NAS methods that exist. Al-

though multi-objective EA-based RNN architecture search methods exist in the current

literature, the use of multi-objective EAs for RNN architecture search specifically within

the NAS paradigm has not been investigated along with relevant RNN architectural com-

plexity objectives. The next chapter proposes a multi-objective EA-based NAS approach

for RNN architectures, in the form of a framework.
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Framework

In Chapter 4 it was observed that a multi-objective EA-based RNN architecture search

method that considers architecture complexity objectives and relevant transformations

to optimise architecture complexity objectives, has not been studied before. The network

morphism approach implemented by Elsken et al. [24] for evolutionary CNN architec-

ture search can be adapted to the RNN architecture domain, which would allow for

an RNN architecture complexity objective to be optimised along with relevant model

accuracy objectives. A template-driven RNN architecture cell-based search space can

be defined that would allow for sufficient modularity to support destructive network

transformations.

This chapter proposes a Multi-Objective Evolutionary algorithm for Recurrent Neu-

ral Architecture Search, dubbed MOE/RNAS, to automatically construct RNN archi-

tectures for a provided dataset. The proposed method is presented in the form of a

framework that searches for RNN architectures in a modular template-driven cell-based

search space with an efficient architecture performance estimation strategy. The remain-

der of this chapter is organized as follows: Section 5.1 provides an overview of the RNN

architecture search space and the encoding structure that is used by the framework.

The EA-based search space exploration strategy is discussed in Section 5.2. Finally, the

chapter is summarised in Section 5.3.

54

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 5. Framework 55

5.1 Search Space

The cell-based RNN architecture search space considered by the MOE/RNAS algorithm

draws inspiration from the recurrent cell defined by Zoph and Le [96]:

ht = gθ,α(xt,ht−1, ct−1), (5.1)

where θ represents the architecture of the cell g, α the trainable parameters of the

architecture, ht the hidden state, xt the input, and ct the cell state at time step t.

The particular search space defined by Zoph and Le [96] considered the addition and

elementwise multiplication combination methods. Activation functions were limited to

the identity, tanh, sigmoid, and ReLU activation functions [96].

The search space of the MOE/RNAS algorithm built in this study considers the

addition, subtraction, and elementwise multiplication combination methods. The acti-

vation functions that the MOE/RNAS algorithm allows for are the linear, identity, tanh,

sigmoid, ReLU, and leaky ReLU activation functions.

The encoding scheme employed by the MOE/RNAS algorithm works as follows. A

directed acyclic graph (DAG) representation of a RNN architecture is assumed, where

each node of the DAG is encoded by a block encoding structure. The block encoding

structure developed for the MOE/RNAS algorithm represents a simplified version of

the cell that is typically used in cell-based search space implementations, as previously

discussed in Chapter 4. Therefore, a RNN architecture can be encoded using a number

of blocks. A block is smaller compared to a cell and is constrained in terms of the

operations that it supports, which is discussed in more detail below.

An input to a block is the output of a previous block in the architecture. A single

block must have at least one input and can accept a maximum number of two inputs. If

a block accepts two inputs, a combination method is required to specify how the inputs

should be combined. The result from the combined inputs is then returned as the output

of the block. When a block combines two inputs, the use of an activation function is

optional. If an activation function is applied to the result of the block’s combined inputs,

the output of the activation function is returned as the output of the block. If the block

accepts a single input value, an activation function must be specified and the output of

the activation function is then returned as the output of the block. Figure 5.1 illustrates
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Figure 5.1: Block encoding.

the block encoding that is used by the MOE/RNAS algorithm.

The MOE/RNAS algorithm is developed such that it is capable of handling blocks

that simultaneously combine two inputs and then apply an activation function to the

result of the combined inputs. However, in this study, the combination and activation

responsibilities are decoupled, which results in two separate blocks instead. A block that

combines two inputs is referred to as a combination block, whereas a block that applies

an activation function to the single input of the block is referred to as an activation block.

This convention is adopted to allow for a more detailed discussion of the transformations

that can be performed on an architecture, which is further discussed in Section 5.2. The

distinction between combination and activation blocks also allows for a more detailed

analysis of architectures during the empirical analysis process, which is discussed in

Chapter 6.

The MOE/RNAS algorithm’s search space is driven by a template that prescribes

the following properties of the RNN architecture, which is assumed to contain an input

layer, a hidden layer, and an output layer. The units found at each of the three layers

will be encoded by the block encoding structure. The input layer has three immutable

blocks, which represent the input, the previous hidden state, and the previous memory

state, respectively. The three input blocks are activation blocks that apply the linear

activation function to their respective inputs, and these blocks may only be used as

inputs to subsequent blocks in the hidden layer of the architecture. The block that

represents the input xt is referred to as the xt block. The blocks that represent the

previous hidden state ht−1 and the previous memory state ct−1 are referred to as the
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ht−1 block and the ct−1 block, respectively.

The output layer of the RNN architecture has two blocks, ht and ct, which represent

the hidden state and memory state at time step t, respectively. The output layer blocks

do not have any combination or activation functions, and can therefore only accept a

single input, which is then used directly as the particular block’s output value. The

block that serves as the input to these output blocks can be changed during evolution.

The output values of the ht and ct blocks are used as the inputs to the ht−1 and ct−1

input layer blocks at the following time step.

For a RNN architecture to be considered valid, both the xt and ht−1 blocks must

be used as inputs to at least one block in the hidden layer. The use of the ct−1 block

is optional and has no impact on the validity of an architecture. The MOE/RNAS

algorithm defines appropriate transformations that can be performed on the architecture

so that the use of the ct−1 block can be altered during evolution; an architecture can

therefore initially include the ct−1 block and after evolution exclude the ct−1 block as an

input to blocks in the hidden layer.

An additional requirement specified by the template is that the ht output layer block

must have a valid input, which should be a block from the hidden layer. The ct output

layer block does not affect the validity of an architecture, and the architecture’s use of

the ct output layer block depends on whether the ct−1 input layer block is used by a

block in the hidden layer. The transformations responsible for altering the use of the

ct−1 and ct blocks are discussed in more detail along with the other transformations in

Section 5.2.

An example of a block encoding representation of the basic RNN architecture,

ht = fh(Whxt + bx + Uhht−1 + bh),

with a tanh activation function can be seen in Figure 5.2. For the xt input to the RNN,

an xt input layer block is created. Similarly, an ht−1 input layer block was created for the

ht−1 input to the RNN. The linear b block that accepts the xt input layer block as its

input, represents the weighted linear activation and bias of the Whxt + bx inputs to the

basic RNN architecture. A separate weighted linear activation and bias is used for the

ht−1 input layer block. The outputs of the two linear activation blocks are then combined

using an addition combination block. A tanh activation function is then applied to the
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Figure 5.2: Basic RNN architecture block encoding structure.

output of the combination block, which represents the fh activation function of the basic

RNN architecture. The ht output of the RNN architecture at time step t is represented

by the hnext output layer block, which simply returns the output of the preceding tanh

activation block. Note that since the basic RNN architecture does not use the ct−1 input

layer block, it is simply ignored.

A simplified illustration of the architecture from Figure 5.2 can be seen in Figure 5.3,

which is how RNN architectures will be presented for the remainder of this dissertation.

Table 5.1 lists the node values and their respective relationship to the RNN architecture

encoding structure.

The next section discusses the evolutionary search strategy used in the MOE/RNAS

algorithm for exploring the RNN architecture search space, and how the search strategy

works to optimise RNN architecture-related objectives.

5.2 Search Strategy

Some NAS methods that consider a single architecture performance related objective

have been criticised for their unfounded complexity and insignificant contribution to-

wards the final architecture performance [46, 89]. Multi-objective EA-based NAS meth-

ods generationally evolve architectures with the goal of optimising more than a single

architecture performance-related objective, which justifies a search strategy component

that can be considered at least more complicated compared to a random architecture

search approach. Multi-objective driven architecture evolution should therefore have a

more significant contribution towards the final architecture performance than what can
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Figure 5.3: Basic RNN architecture.

be achieved with a random architecture search approach.

The underlying search strategy that is implemented by the MOE/RNAS algorithm

is based on the NSGA-II algorithm. A population of RNN architecture candidate solu-

tions are generationally evolved for a predefined number of generations to find the best

performing architecture for the provided dataset, where architecture performances are

based on multiple objectives. The MOE/RNAS algorithm maintains a Pareto-optimal

front and employs the rank-based selection operator from the NSGA-II algorithm. Un-

like the NSGA-II algorithm, the MOE/RNAS algorithm relies on a network morphism

approach to generating offspring as opposed to a multi-parent recombination component.

Pseudocode for the MOE/RNAS algorithm can be seen in Algorithm 4.

The rest of this section discusses the multi-objective EA-based search strategy that

is implemented by the MOE/RNAS algorithm. Section 5.2.1 discusses the MOE/RNAS

algorithm’s network morphism approach for generating offspring. The initial population

generation procedure is described in Section 5.2.2. Section 5.2.3 discusses the fitness

evaluation of architectures in more detail. The MOE/RNAS algorithm’s architecture

selection strategy is discussed in Section 5.2.4.
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Node value Description Inputs Outputs

x The xt input at step t. 0 1

h The ht−1 input at step t. 0 1

c The ct−1 input at step t. 0 1

h next The new ht hidden state for step t. 1 -

c next The new ct memory state for step t. 1 -

add Addition combination function. 2 1

sub Subtraction combination function. 2 1

elem mul Elementwise multiplication combination function. 2 1

linear b
Weighted linear activation function that includes

a bias unit.
1 1

linear
Weighted linear activation function without a

bias unit.
1 1

identity Identity activation function. 1 1

sigmoid Unipolar sigmoid (logistic) activation function. 1 1

tanh Hyperbolic tangent activation function. 1 1

relu Rectified Linear Unit (ReLU) activation function. 1 1

leaky relu Leaky ReLU activation function. 1 1

1 Integer value.

Table 5.1: Descriptions of node values in architecture representation.

5.2.1 Recurrent Neural Network Morphism

The NSGA-II based search space exploration strategy implemented by the MOE/RNAS

algorithm employs a network morphism approach instead of a recombination stage with

crossover and mutation operators. With network morphism, a single offspring archi-

tecture is generated from a single parent architecture, which avoids the complexities

associated with performing crossover on multi-parent RNN architectures, as observed in

[3, 6].

Elsken et al. [24] postulated that the difference in performance between parent and

offspring architectures should be low when a maximum number of three network transfor-
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Algorithm 4 MOE/RNAS Algorithm

Inputs: N , φ, termination condition, objectives, seeds;

i← 0; . initialise generation counter

Υ← ∅; . initialise empty archive for keeping track of previously evaluated

architectures

P ← initialisePopulation(N, seeds) . initialise parent population of size N, include

seed architectures

Q← initialise offspring population to ∅;
f ← evaluateF itness(P );

[F1, F2, ...]← nondominatedSort(f, f̂(P )) . calculate and construct Pareto-fronts

based on nondomination

Υ← Υ ∪ P ;

p← tournamentSelection(P, [F1, F2, ...])

Q← generateOffspring(p, φ) . generate φ number of offspring architectures

while termination condition not met do

f ′ ← evaluateF itness(Q);

[F1, F2, ...]← nondominatedSort(f ∪ f ′, f̂(P ) ∪ f̂(Q))

dist← crowdingDistanceAssignment(F1, F2, ...)

P ← survivorSelection(P ∪Q, [F1, F2, ...], dist,N)

i← i+ 1; . update generation counter

Υ← Υ ∪Q;

Q← generateOffspring(P, φ)

end while

mations are performed on the offspring architecture. This would allow for a more efficient

performance evaluation strategy, since offspring models that share trained parameters

with their parent models can be trained for fewer epochs [24].

The aforementioned parent-offspring performance difference postulation has only

been tested in the case where up to three network transformations are performed on

the offspring architectures [24]. Although the assumption allows for an efficient per-

formance evaluation strategy, it may lead to a slower search space exploration when
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architectures are only changed with a low number of network transformations after each

generation. Therefore, the MOE/RNAS algorithm includes an input parameter that can

be used to specify the maximum number of consecutive network transformations that are

allowed to be performed on an individual architecture. If the input parameter value is

greater than one, the number of consecutive network transformations that are performed

on an architecture is randomly selected from the range between one and the specified

number; a random number in this range is selected for each individual architecture. The

network transformations included in the MOE/RNAS algorithm are described in detail

below.

Recurrent Neural Network Transformations

1. add unit : inserts a new activation block between two existing blocks in the ar-

chitecture. A new block is created and assigned an activation function, which is

randomly chosen from: [linear b, linear, identity, sigmoid, tanh, relu, leaky relu]

(see Table 5.1 for descriptions). An existing block br is randomly selected from

the hidden layer. The newly created block is then inserted between block br and

one of its inputs; if block br has two inputs, one is randomly selected. The effect

of this transformation is that an activation will now be applied to selected input

from block br before the input is passed into block br. This transformation is an

adaptation of the add unit mutation developed by Bayer et al. [6]. Bayer et al.

[6] restricted the activation function to the linear activation function whereas the

MOE/RNAS algorithm randomly selects an activation function that is applied to

the newly created block.

2. remove unit : removes a randomly selected activation block from the hidden layer.

The remove unit transformation is effectively the inverse of the add unit transfor-

mation. The single input of the activation block to be removed is set as the input

to the subsequently connected blocks that expected the removed block as one of

their inputs; this procedure ensures that there are no dangling blocks in the archi-

tecture. The remove unit transformation is a destructive network transformation

that allows for the optimisation of an architecture complexity objective.
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3. add connection: two randomly selected hidden layer blocks are combined. A con-

straint is enforced to ensure that the two blocks are not already combined or directly

connected to each other. A new combination block is then created that accepts

both the selected blocks as its inputs; the addition combination method is used for

combining the two inputs. All the blocks in the architecture that expect the first

of the two randomly selected blocks as their input are identified, and the newly

created combination block is set as the replacement input to the identified blocks

instead. This transformation is an adaptation of the add connection mutation de-

veloped by Bayer et al. [6]. Bayer et al. [6] stated that they connected the two

units with an identity connection, whereas the MOE/RNAS algorithm introduces

the new connection by using the elementwise addition combination method.

4. remove connection: removes a randomly selected combination block from the hid-

den layer; only combination blocks with an addition combination method are con-

sidered. When a combination block is removed, it is possible that both of its inputs

will be left unused.

To deal with this, a procedure is implemented that inspects the architecture to iden-

tify the consequences of removing the selected combination block. If it is found

that both of the selected combination block’s inputs are used by other blocks

in the architecture, then the combination block is a good candidate for the re-

move connection transformation, and the transformation may therefore proceed

without leaving unused blocks in the architecture. If no blocks can be found in the

architecture that are good candidates for the remove connection transformation,

then the transformation is simply ignored.

5. add recurrent connection: introduces a connection between a randomly selected

block br and either one of the ht or ct output layer blocks. This transformation

is similar to the add connection transformation, but aims to specifically add a

connection between the randomly selected block and one of the output layer blocks.

A newly created combination block with the addition combination method is set as

the input to one of the output layer blocks, which is randomly selected. The input

from the randomly selected output layer block is assigned as one of the inputs to
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the newly created combination block. The randomly selected block br is then set

as the second input to the newly created combination block.

This transformation provides for the ability to change an architecture so that it can

start using the ct−1 input layer block if it has not done so previously, as discussed

in Section 5.1.

6. change activation: this transformation consists of randomly selecting an activation

block from the hidden layer and then simply changing the block’s specific activa-

tion function to a different activation function, which is randomly selected from

the list of allowable activation functions as defined by the search space. The par-

ticular block’s original activation function is excluded from the list of activation

functions to choose from. This transformation was inspired by the change connec-

tion mutation developed by Bayer et al. [6]. However, Bayer et al. [6] considered

the identity and linear activation functions exclusively, whereas the MOE/RNAS

algorithm considers a wider range of activation functions.

7. change combination: this transformation consists of randomly selecting a combi-

nation block in the hidden layer and then simply changing the block’s specific

combination method to a different combination method, which is randomly se-

lected from the list of allowable combination methods as defined by the search

space. The particular block’s original combination method is excluded from the

list of combination methods to choose from.

During generation of the initial population, the MOE/RNAS algorithm relies on net-

work transformations for uniformly sampling architectures from within the defined search

space. The MOE/RNAS algorithm’s procedure for generating the initial population is

discussed in the next section.

5.2.2 Initial Population

The MOE/RNAS algorithm employs a procedure that randomly generates architectures

to make up the initial population. Existing architectures, such as the LSTM or GRU,
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can be supplied to the MOE/RNAS algorithm, which are then included in the initial

population.

If existing architectures are supplied, they are added to the initial population, after

which new architectures are randomly generated until the size of the initial population

equals the specified population size N . The MOE/RNAS algorithm’s procedure for ran-

domly generating an architecture starts with a base RNN architecture and then performs

a number of consecutive network transformations on the architecture. The number of

consecutive network transformations that are performed on the architecture is randomly

selected from the range [1, 10]. The base RNN architecture includes the following blocks:

• b1, the xt input layer block;

• b2, the ht−1 input layer block;

• b3, the ct−1 input layer block;

• b4, a linear activation block that receives b1 as input;

• b5, a linear activation block that receives b2 as input;

• b6, a linear activation block that receives b3 as input;

• b7, a block that receives blocks b4 and b5 as inputs and combines these inputs, the

combination function is randomly chosen from [add, sub, elem mul] (see Table 5.1);

• b8, an activation block that receives b7 as input, the activation function is ran-

domly chosen from [linear b, linear, identity, sigmoid, tanh, relu, leaky relu] (see

Table 5.1);

• b9, the ht output layer block that receives b8 as input;

• b10, the ct output layer block that receives b6 as input.

The remove unit and remove connection network transformations are excluded when

randomly generating architectures for the initial population. This is done so that only

constructive network transformations are allowed, which will effectively promote a more

diverse initial population.
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Each architecture in the population is assigned a unique identifier. The unique iden-

tifier is generated using the template X c, where X is a short string that is assigned

to the initial architecture, and c is an integer to represent the count of the particular

architecture. The initial architectures will start with a c value of 0, and subsequently

generated offspring architectures will have increased values for c. Randomly generated

architectures are assigned an X value of rdmY , where Y represents a unique integer

assigned to that particular architecture. Therefore, the first randomly generated ar-

chitecture in the initial population will be assigned the identifier rdm0 0, the second

randomly generated architecture in the initial population rdm1 0, and so on. If existing

architectures are supplied to be included in the initial population, they will be assigned

appropriate identifiers. For example, if the LSTM architecture is supplied to be included

in the initial population, the architecture’s identifier will be LSTM 0.

After the initial population generation procedure has concluded, the fitness values for

each of the individual architectures are evaluated based on the provided objectives. The

MOE/RNAS algorithm’s fitness evaluation process is described in detail in the following

section.

5.2.3 Fitness Evaluation

The fitness evaluation procedure implemented by the MOE/RNAS algorithm assumes

the responsibility of the NAS performance estimation component. Thus, the perfor-

mances of the architectures are based on the fitness values calculated by the MOE/RNAS

algorithm’s EA fitness evaluation method.

The fitness of architectures in the population are calculated based on the objectives

provided. It is expected for one of the objectives to represent an architecture’s achieved

accuracy after being trained and validated on relevant subsets of the provided dataset.

Furthermore, at least one objective should be included that relates to architecture com-

plexity. The MOE/RNAS algorithm supports the following architecture complexity re-

lated objectives:

• the number of blocks that the architecture contains;

• the number of parameters of the model;
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• the model inference time, i.e., how long the model takes for a forward propagation

of a single input pattern.

The MOE/RNAS algorithm does not implement any specific techniques that predict

model accuracy. Instead, the MOE/RNAS algorithm relies on existing methods to make

the training and testing of models more efficient. As a result of the network morphism

approach for generating offspring architectures along with parameter sharing between

parents and offspring, the offspring models can be trained for fewer epochs, due to

the difference between parent and offspring model performance previously discussed in

Section 5.2.1. The performance difference between parents and offspring is based on the

observations reported by Elsken et al. [24].

The MOE/RNAS algorithm allows for a threshold value to be specified, which is

used to decide whether offspring models should be trained for a reduced number of

epochs. After the offspring model has been trained for the reduced number of epochs,

the performance of the offspring model is compared to the performance of the parent

model. If the performance difference between the parent and offspring model is more

than the specified threshold value, training of the offspring model will resume, and the

offspring model will be trained for the same number of epochs that the parent model

was trained for.

During the training of any given model, the performance of the particular model can

be analysed after each epoch. If it is found that the performance of a particular model

does not improve after each epoch, for a specified number of consecutive epochs, an

early stopping procedure can be executed that will terminate the training of the model.

Furthermore, if an offspring model is being trained for the same number of epochs than

its parent, the performance of the offspring model can be compared to the performance of

its parent after each epoch. If the offspring model does not exhibit improved performance

compared to its parent for a specified number of consecutive epochs, an early stopping

procedure can be executed, which will terminate the training of the offspring model. Both

aforementioned early stopping mechanisms are optional and only provided for improved

efficiency during model accuracy evaluation.

The MOE/RNAS algorithm performs the selection of architectures based on their

respective fitness values and ranking during the evolutionary cycle, which is done ac-
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cording to the selection operators of the NSGA-II algorithm. The next section provides

an overview of how architecture selection is performed by the MOE/RNAS algorithm.

5.2.4 Selection

After the fitness values for each of the individuals in the population have been evaluated,

the individuals are sorted based on their nondomination and placed into appropriate

Pareto fronts. The nondominated sorting of individuals in the population based on

their objective values is done according to the NSGA-II nondominated sorting method,

without any adaptation. Similarly, the crowding distance assignment method from the

NSGA-II is used verbatim. However, the MOE/RNAS algorithm includes an optional

parameter to specify whether the original NSGA-II distance metric calculation should

be used or whether the distance metric calculation

disj = disj +
fkn+1 − fkn
fkmax − fkmin

, (5.2)

which was proposed by Chu and Yu [16], should be used instead. The inclusion of the

alternative distance metric calculation is motivated by the results published by Chu and

Yu [16], wherein they have provided empirical evidence that the alternative distance

metric calculation leads to a faster convergence of the Pareto-front, which was tested on

nine different benchmark problems.

Survivor selection is performed in the same way as it is done by the NSGA-II al-

gorithm, as previously discussed in Chapter 3. The NSGA-II algorithm generates N

offspring, which results in a 2N sized combined population from which survivor selection

is performed. With larger values of N , a significant number of models need to be trained

and validated. The MOE/RNAS algorithm has an input parameter that can be used

to specify the maximum number of parents to select for offspring generation. The top

performing architectures are selected as parents if the aforementioned input parameter

is smaller than N .
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5.3 Summary

This chapter proposed the MOE/RNAS algorithm for multi-objective evolutionary RNN

architecture search. The MOE/RNAS algorithm considers a template-driven RNN archi-

tecture search space and employs a modular block-based architecture encoding method.

Destructive network transformations were defined that allow for the optimisation of RNN

architecture complexity objective(s).

The effectiveness of the MOE/RNAS algorithm is evaluated in the next chapter by

performing an empirical analysis on the RNN architectures found by the MOE/RNAS

algorithm for natural language processing datasets.
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Empirical Analysis

This chapter discusses the experimental procedure followed and the experimental results

obtained for this study. The MOE/RNAS algorithm proposed in Chapter 5 was imple-

mented to find RNN architectures for two natural language processing (NLP) tasks. The

purpose of the experimental work was to evaluate the effectiveness of the MOE/RNAS

algorithm to find RNN architectures for the NLP tasks. The ability of the proposed

MOE/RNAS algorithm to optimise RNN architecture complexity related objectives dur-

ing evolution was also investigated.

The rest of this chapter is structured as follows. Section 6.1 provides an overview

of the experimental method and Section 6.2 discusses the results of the experiments.

Lastly, the chapter is concluded in Section 6.3.

6.1 Empirical Procedure

Designing an RNN architecture for a particular problem is a complex task, as discussed in

Chapter 2. Current methods [6, 42, 46, 49, 96] for automated RNN architecture consider

the accuracy of the model as the single objective to evaluate the performance of the RNN

architecture. Since current methods for automated RNN architecture design disregard

any objectives related to RNN architecture complexity, RNN architectures only grow in

size, resulting in large models with many parameters [46]. Therefore, finding a reasonable

trade-off between model performance and model computational resource demand is not

70
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possible with the existing methods for automated RNN architecture design.

This section describes the experimental procedure followed in this study to evaluate

the effectiveness of the MOE/RNAS algorithm proposed in Chapter 5. The effectiveness

of the MOE/RNAS algorithm is judged on the basis of the MOE/RNAS algorithm’s abil-

ity to automatically design well-performing RNN architectures for a particular problem

while maintaining a reasonable trade-off between model accuracy and model computa-

tional resource demand.

The experimental results report on the proposed MOE/RNAS algorithm’s ability to

find and optimise RNN architectures for two separate NLP datasets. The following NLP

tasks were considered:

1. A standard word-level language modeling task based on the Penn Treebank dataset.

The Penn Treebank dataset is often used as a benchmark in RNN NAS research

[42, 46, 49, 96]. Although it is unlikely for any current NAS method to find a

novel RNN architecture that outperform state-of-the-art RNN architectures that

were designed by human experts [32, 42], an EA-based RNN architecture search

method has not been implemented on the Penn Treebank dataset.

2. A standard character-level language modeling task based on artificially generated

strings from a context-sensitive language, which was previously used in the study

published by Bayer et al. [6]. The training and testing datasets consisted of strings

that were generated from the anbncn context-sensitive language, where the value

of n was randomly selected from the range 1..10 for each string. The training and

testing datasets are discussed in more detail in Section 6.2.2.

The Penn Treebank dataset contains 10 000 unique words, and is therefore a good can-

didate for testing whether the RNN architectures evolved by the MOE/RNAS algorithm

can learn from the provided dataset. Since the models are expected to predict the next

word in the sequence, model accuracy highly depends on what the model has learned

from the data during training.

By artificially generating the character-level language modeling task’s dataset from

a context-sensitive language, the MOE/RNAS algorithm is inadvertently presented with

a challenge to evolve RNN architectures with sufficient memory capabilities, such that
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they can learn the significance of the determinism of the particular context-sensitive

language. Therefore, this dataset is useful for gaining a better understanding of the

relationship between multi-objective RNN architecture evolution and model accuracy.

Technical implementation details for this study are as follows:

1. All the source code implementations of this study were developed using the Python

programming language. The PyTorch [69] framework was used for machine learning

model training only.

2. The MOE/RNAS algorithm was built entirely from scratch, which includes the

block encoding scheme and how a model is constructed from an encoding, the

transformations and how these transformations were applied to the individuals,

and the multi-objective EA (see Algorithm 4). Source code implementation of the

MOE/RNAS algorithm is available at https://github.com/reinn-cs/rnn-nas.

3. Experiments were run on a single Nvidia V100 16GB GPU cluster at the Centre

for High Performance Computing (CHPC).

6.2 Empirical Study

This section presents the empirical analysis of the results obtained after implementing the

proposed method to automatically find and optimise RNN architectures. Section 6.2.1

discusses the word-level NLP task results. The character-level NLP task results are

discussed in Section 6.2.2.

6.2.1 Word-Level Language Modeling Task

This section discusses the results obtained after implementing the MOE/RNAS algo-

rithm to search for and optimise RNN architectures for a standard word-level language

modeling task based on the Penn Treebank dataset. The model accuracy objective that

is relevant to the Penn Treebank dataset is discussed below.
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Evaluation of the Model Accuracy Objective

Existing NAS studies that use the Penn Treebank dataset for RNN architecture search

based the model accuracy objective on the test perplexity achieved by the model after

being trained on the training dataset [38, 42, 49, 96]. The test perplexity achieved by

the model for the test set DG = d1d2...dQ is calculated by

PP (DG) = Q

√√√√ Q∏
i=1

1

P (di|d1...di−1)
, (6.1)

which is described in more detail in Section 2.2.3.

Klyuchnikov et al. [42] adopted the RNN model training settings from Merity et al.

[59], and found that a model comprised of three stacked cells (RNN architectures), a hid-

den layer unit dimension of 600, and a batch size of 20, yielded the best test perplexity

on the Penn Treebank dataset. An LSTM model with the aforementioned hyperparam-

eter setup has more than 10 million trainable parameters, which can take multiple hours

to train, as observed in [49]. Furthermore, Klyuchnikov et al. [42] performed the same

extensive hyperparameter optimisation as observed in [49, 59].

In this experiment, the RNN architectures created by the MOE/RNAS algorithm

were not stacked, and each model contained a single instance of the corresponding RNN

architecture. The models were implemented with a hidden layer dimension of 650, and a

batch size of 20 was used during model training. Models were trained by a backpropaga-

tion training algorithm, and hyperparameter optimisation was done using optimisation

techniques as provided by the PyTorch [69] framework; no further extensive hyperpa-

rameter optimisation was performed during the model accuracy evaluation stage. RNN

models were unrolled for 35 time steps during backpropagation training.

To determine the best model training configuration, an LSTM model was trained for

50 epochs on the Penn Treebank dataset. Four different optimisation techniques were

used to determine which yields the lowest test perplexity. The four different optimisation

techniques and the corresponding LSTM model test perplexities achieved are listed in

Table 6.1. From the results listed in Table 6.1, it can be seen that the standard stochastic

gradient descent optimisation technique resulted in the LSTM model achieving the lowest

test perplexity of 82.82.

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 6. Empirical Analysis 74

Figure 6.1 illustrates the validation perplexity of the LSTM model during training, for

each of the respective optimisation techniques considered. It can be seen in Figure 6.1a

that the stochastic gradient descent optimisation technique converged soon after the 20th

epoch.

In consideration of the aforementioned observations, all models in this experiment

were trained using the PyTorch provided stochastic gradient descent optimisation tech-

nique. All models in the initial population were trained for 30 epochs, and offspring

models were trained for 5 epochs if a reduced number of epochs could be justified (see

Section 5.2.3). The Penn Treebank dataset is already split into a training dataset which

consists of 912 344 words, a validation dataset with 131 768 words, and a testing dataset

that consists of 129 654 words.

Four different experiments were run to test the MOE/RNAS algorithm’s ability to

find RNN architectures for the Penn Treebank dataset. The differences between the

four experiments relate to the parameters of the multi-objective EA implemented by

the MOE/RNAS algorithm, such as the population size, termination condition, initial

population seeds, and more. With four different experiments, a sufficient number of

permutations of the MOE/RNAS algorithm’s configurable parameters can be studied in

relation to the MOE/RNAS algorithm’s ability to find RNN architectures, while also

taking the inherently high computational resource demand of NAS into account.

Each of the four different experiments are discussed below, under scenarios A1-A4, re-

spectively. In summary, each of the scenarios report on the results of the MOE/RNAS al-

gorithm’s ability to find and optimise RNN architectures for the Penn Treebank dataset,

but with different configurations; each of the scenarios provide a more detailed discussion

on their respective implementation details and configuration.

Scenario A1

This scenario considered a population size of 100 architectures. The basic RNN, LSTM,

and GRU architectures were included in the initial population, which resulted in 97

RNN architectures being randomly generated from the defined search space. 100 off-

spring architectures were generated for each generation. A maximum number of three

consecutive network transformations were allowed during offspring generation. Objec-
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Optimisation technique Test perplexity

Stochastic gradient descent 82.82

Averaged stochastic gradient descent 89.35

Adam 108.66

Stochastic gradient descent with momentum 138.05

Table 6.1: Comparison of LSTM model test perplexities achieved after being trained with

four different PyTorch optimisation techniques.

tives considered for this scenario were the model’s test perplexity and the architecture’s

number of blocks. The rest of the MOE/RNAS algorithm implementation configuration

that was used for this scenario is listed in Table 6.2.

During the run of this scenario, the MOE/RNAS algorithm succeeded in optimis-

ing the architecture complexity objective by maintaining a consistent decrease in the

average number of blocks across the population of architectures per generation, which

can be seen in Figure 6.2a. However, the average test perplexity per generation does

not exhibit a similar trend, but did not worsen across the generations, as illustrated in

Figure 6.2b. Therefore, the MOE/RNAS algorithm was able to optimise the architecture

complexity objective without negatively influencing the model accuracy objective across

the 30 generations.

From the Pareto front illustrated in Figure 6.3, it can be seen that the LSTM and

basic RNN architectures were dominated by other architectures, which includes the GRU

architecture. The performances of the Pareto front architectures are listed in Table 6.3,

which includes the performance of the LSTM 0 architecture for reference. After 30 gen-

erations, the MOE/RNAS algorithm was only able to optimise a single architecture that

outperformed the original LSTM in terms of test perplexity. However, this particular

architecture was an offspring architecture generated from the original LSTM 0 architec-

ture.

As observed in Table 6.3, the LSTM 58 architecture has one block less compared to

the original LSTM 0. This was due to a remove connection transformation that was

performed on the architecture, which led to the removal of the memory gate’s combina-

tion block that combined the xt and ht−1 input layer blocks. Since a combination block
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(a) Stochastic gradient descent (b) Stochastic gradient descent with momen-

tum

(c) Averaged stochastic gradient descent (d) Adam

Figure 6.1: LSTM model optimiser validation perplexity results.

Parameter Value

Population size 100

Offspring generation 100

Generations 30

Maximum transformations 3

Alternative crowding distance True

Seed architectures RNN, GRU, LSTM

Objectives Number of blocks and test perplexity

Table 6.2: Scenario A1 MOE/RNAS algorithm implementation configuration.
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Architecture Test perplexity Blocks Parameters Training time

(seconds)

LSTM 58 83.782 25 3 385 200 2 761.47

LSTM 0 83.945 26 3 385 200 3 948.45

GRU 0 89.766 23 2 538 900 3 089.10

rdm68 45 92.704 12 846 300 1 024.99

rdm8 0 99.625 10 846 300 1 103.25

rdm8 3 169.047 9 846 300 818.49

rdm8 190 172.487 8 846 300 914.77

Table 6.3: Scenario A1 Pareto front architecture performances.

was removed from the architecture, the total number of parameters remained unchanged.

An additional change combination transformation was performed on the LSTM 58 archi-

tecture, which changed the combination method of the forget gate’s combination block

from an addition combination to an elementwise multiplication combination method.

The aforementioned transformations led to an initial perplexity difference between the

LSTM 0 parent architecture and the LSTM 58 offspring architecture of more than 5

perplexity points, which resulted in the LSTM 58 offspring architecture being trained

for a total number of 30 epochs. The LSTM 58 offspring architecture’s corresponding

model parameters were initialised using the parent model’s parameters, and the training

time of the LSTM 58 offspring model was reduced by nearly 20 minutes. The LSTM 0

and LSTM 58 architectures can be seen in Figure 6.4 and Figure 6.5, respectively.

The rdm8 190 architecture had a total of eight blocks, and no other architectures

were found with fewer blocks. The rdm8 190 architecture achieved a test perplexity

of 172.48 as seen in Table 6.3, which is close to 100 perplexity points worse than the

LSTM 0 architecture. However, the rdm8 190 architecture was only able to achieve a

test perplexity of 172.48 due to the parameter sharing that is implemented with the

network morphism approach of the MOE/RNAS algorithm. Illustrated in Figure 6.6, it

can be seen that the rdm8 190 architecture merely combines the two linear activation

nodes from the xt and ht−1 input layer nodes. The basic RNN architecture, which

can be seen in Figure 6.7, has an additional activation node after combining the xt
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(a) Average number of blocks per generation

for A1.

(b) Average test perplexity per generation for

A1.

Figure 6.2: Average number of blocks and average test perplexity per generation for scenario

A1.

and ht−1 input layer nodes, yet it was only able to achieve a test perplexity of 730.94.

Therefore, the rdm8 190 architecture was able to survive selection with its low perplexity

score, which it was able to achieve due to the knowledge that was transferred from the

parent models during the evolutionary cycle. This presents an interesting application

of the MOE/RNAS algorithm to leverage the knowledge from large pre-trained models

to evolve smaller models that can achieve marginally good accuracy, but with reduced

computational demand.

During the experimental run of scenario A1, a total number of 2 836 constructive

network transformations were performed and 1 619 destructive network transformations

were performed, which is illustrated in Figure 6.8. It is expected for the number of

constructive network transformations to be higher compared to the number of destruc-

tive network transformations, which is due to the exclusion of the destructive network

transformations during the generation of the initial population, as previously discussed

in Section 5.2.2.

The rdm68 45 architecture achieved the best test perplexity of 92.704 across all ar-

chitectures that were generated and evolved by the MOE/RNAS algorithm in A1; the

rdm68 45 architecture is illustrated in Figure 6.9. The LSTM outperformed the rdm68 45

architecture by 8.76 perplexity points, however, the rdm68 45 architecture has 14 blocks

less compared to the LSTM. Furthermore, the rdm68 45 architecture has 2 538 900
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Figure 6.3: Scenario A1 Pareto front.

fewer parameters compared to the LSTM, which makes the rdm68 45 architecture sig-

nificantly more efficient compared to the LSTM. The reduced computational demand of

the rdm68 45 architecture justifies the reasonable 8.76 perplexity point trade-off com-

pared to the better performing LSTM architecture.

Thus, in scenario A1, the MOE/RNAS algorithm succeeded in constructing novel

RNN architectures capable of learning from the provided dataset, and was able to evolve

the architectures such that the complexities of the architectures were optimised during

the evolutionary cycle.

The total 30 generation search for A1 took 198 hours, which equates to a search cost

of 8.25 GPU days (see Section 4.1.3).

Scenario A2

As observed in scenario A1, the LSTM architecture dominated the MOE/RNAS algo-

rithm’s generated RNN architectures in terms of test perplexity. A2 implemented the

same MOE/RNAS algorithm implementation configuration as A1, except for including

the LSTM and GRU architectures in the initial population. The rest of the MOE/RNAS

algorithm implementation configuration that was used for this scenario is listed in Ta-

ble 6.4.

The performances of the Pareto front architectures for A2 are listed in Table 6.5.

It can be seen from Table 6.5 that the rdm35 108 architecture achieved the best test
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Figure 6.4: LSTM 0 architecture.

perplexity of 94.318 across all architectures found during the run for A2.

Similar to scenario A1, scenario A2 was able to find an architecture with 8 blocks, as

shown in Table 6.5. It was observed that the rdm28 26 architecture was able to achieve a

low perplexity due to the parameter sharing mechanism implemented by the MOE/RNAS

algorithm, which is the same reason for the rdm8 190 architecture’s achieved test per-

plexity as previously discussed in A1.

During this experiment, a similar consistency to that of A1 was observed in terms

of the average number of blocks per architecture, which can be seen in Figure 6.10a.

Optimisation of the architecture complexity objective is reflected in the network trans-

formations that were performed in A2. A total number of 2 809 constructive network

transformations were performed, whereas a total number of 1 852 destructive network

transformations were performed, which can be seen in Figure 6.11. The average number

of blocks for the final generation of A2 was 13.0 across all 100 architectures, whereas A1
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Figure 6.5: The LSTM 58 architecture evolved in scenario A1.

had an average number of 13.4 blocks after the final generation. The total number of

destructive network transformations performed in A2 was higher compared to the 1 619

destructive network transformations performed in A1.

Although the average test perplexity per generation of scenario A2 exhibits some

improvement, as shown in Figure 6.10b, the average test perplexity across all 30 genera-

tions did not go below 400 perplexity points. The average test perplexity per generation

observed in A1 was better compared to what was observed in A2.

The rdm35 108 architecture achieved the best test perplexity across all architectures

in A2. However, the best performing architecture generated by the MOE/RNAS algo-

rithm in A1 outperformed the rdm35 108 architecture by 2 perplexity points.

An interesting observation can be made by analysing the rdm35 108 architecture,

which is shown in Figure 6.12. The MOE/RNAS algorithm evolved a gate-like unit,

similar to the gate units typically found in the LSTM and GRU architectures. This
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Figure 6.6: The rdm8 190 architecture evolved in scenario A1.

Figure 6.7: BASIC 0 architecture.

Parameter Value

Population size 100

Offspring generation 100

Generations 30

Maximum transformations 3

Alternative crowding distance True

Seed architectures RNN

Objectives Number of blocks, test perplexity

Table 6.4: Scenario A2 MOE/RNAS algorithm implementation configuration.
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Figure 6.8: Total number of constructive and destructive network transformations that were

performed during scenario A1.

gate-like unit is formed from the xt and ht−1 input layer linear activation nodes that are

combined by an elementwise multiplication combination node. The output of the combi-

nation node is then used as the input to a sigmoid activation node, and is also introduced

into the path of the ct−1 memory state. Unfortunately, the ct−1 input layer node does

not have any impact on the output of the architecture, since there are no paths from the

ct−1 input layer node to the ht output layer node. Therefore, the addition combination

node that combines the output of the elementwise multiplication combination node and

the ct−1 input layer node introduces unnecessary computation for calculating the output

of the architecture.

Another noteworthy observation from the rdm35 108 architecture is the output of the

two subsequently connected sigmoid activation nodes that are subtracted from the xt−1

input layer node. This is an unconventional configuration for a RNN architecture, when

compared to hand-crafted architectures such as the LSTM and GRU, which highlights

the stochastic nature of the EA driven RNN architecture offspring generation.

A2 had a total search cost of 6.25 GPU days, which is better compared to the 8.25

GPU days search cost of scenario A1. The search costs observed for scenarios A1 and

A2 are relatively high, considering the efficiency techniques that are implemented, as

previously discussed in Chapter 5. The stochastic nature of the EA contributes towards
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Figure 6.9: The rdm68 45 architecture evolved in scenario A1.

the higher search costs observed. This is because the recombination stage, which is im-

plemented through network morphism, randomly selects the network transformations to

perform, as previously discussed in Chapter 5. With the random network transforma-

tions that are performed on the architectures, it is more likely for the difference between

offspring and parent model test perplexities to be higher than the threshold of 5 perplex-

ity points. Thus, offspring models are trained for 30 epochs, since training the offspring

models for a reduced number of epochs can no longer be justified.

Scenario A3

High search costs were observed in scenarios A1 and A2, where the searches were run

for 30 generations and with population sizes of 100. In scenario A3, the search was run

for 50 generations and with a population size of 30 instead. The LSTM and GRU archi-

tectures were included in the initial population. The rest of the MOE/RNAS algorithm

implementation configuration that was used for this scenario is listed in Table 6.6.

After 50 generations and a total search cost of 7.5 GPU hours, no architectures were

found that outperformed the original LSTM 0 architecture in terms of test perplexity

achieved. Additionally, from the Pareto front illustrated in Figure 6.13, it can be seen

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 6. Empirical Analysis 85

Architecture Test perplexity Blocks Parameters Training time

(seconds)

rdm35 108 94.318 14 846 300 1 166.56

rdm35 116 96.588 15 846 300 1 160.75

rdm21 62 97.318 19 2 114 450 2 228.25

rdm21 40 99.476 17 2 114 450 2 016.04

rdm5 0 101.313 10 846 300 1 022.03

BASIC 18 165.862 9 846 300 370.34

rdm28 26 170.537 8 846 300 215.42

Table 6.5: Scenario A2 Pareto front architecture performances.

that the LSTM architecture was included in the non-dominated set after the run was

terminated. Furthermore, from the performances of the architectures in the Pareto front

listed in Table 6.14, it is observed that three architectures in the Pareto front are related

to the LSTM architecture.

Contrary to what was observed in scenarios A1 and A2, the average number of blocks

per generation increased across the 50 generations in scenario A3, which can be seen in

Figure 6.14a. This is due to the smaller population size that was used, which resulted in a

less diverse population. The LSTM 0 architecture was the better performing architecture

in terms of test perplexity and eventually started dominating the population, which is

also reflected in the Pareto front listed in Table 6.7. The LSTM 0 architecture has many

blocks, and therefore the offspring generated from the LSTM 0 had similar numbers of

blocks, which leads to the increasing number of average blocks per generation.

A total number of 1 255 constructive network transformations were performed and

a total number of 789 destructive network transformations were performed, which can

be seen in Figure 6.15. Although A3 was run for more generations compared to A1 and

A2, the total number of transformations performed in A3 were expected to be lower

compared to A1 and A2, since a population size of 30 was considered.

Although the average test perplexity per generation did not exhibit any consistent

improvement over the 50 generations for scenario A3 as shown in Figure 6.14b, the

average test perplexity for generation 8 was below 260 perplexity points, which is the
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(a) Average number of blocks per generation

for A2.

(b) Average test perplexity per generation for

A2.

Figure 6.10: Average number of blocks and average test perplexity per generation for scenario

A2.

lowest average test perplexity for a generation observed among scenarios A1-A3.

The rdm19 69 architecture was the best performing novel architecture created by the

MOE/RNAS algorithm during the experiment run for A3; the rdm19 69 architecture

can be seen in Figure 6.16. The rdm19 69 architecture does not present any interesting

RNN architecture differences compared to the previous architectures encountered from

A1 and A2. However, during evolution, the rdm19 69 architecture started using the ct−1

input layer node, which was subsequently added to the path of the xt and ht−1 input

layer nodes. Unfortunately, the architecture’s use of the ct−1 node does not have any

impact on the output of the architecture, since there are no connections from the ct−1

path that were introduced into the ht output layer node’s path.

Overall, A3 did not perform as well as A1 and A2, and a reduced population size

meant that a smaller area of the search space was explored during A3. Although the

experiment was run for 50 generations, the better performing LSTM and GRU architec-

tures could not be outperformed in terms of test perplexity. However, the MOE/RNAS

algorithm was still able to construct novel RNN architectures that are capable of learning

from the provided dataset, and sufficient architecture complexity objective optimisation

was observed, which was reflected by the evolution of the rdm19 69 architecture with 14

blocks that achieved a test perplexity of 94.088.
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Figure 6.11: Total number of constructive and destructive network transformations that were

performed during scenario A2.

Figure 6.12: The rdm35 108 architecture evolved in scenario A2.
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Parameter Value

Population size 30

Offspring generation 30

Generations 50

Maximum transformations 3

Alternative crowding distance True

Seed architectures RNN, GRU, LSTM

Objectives Number of blocks, test perplexity

Table 6.6: Scenario A3 MOE/RNAS algorithm implementation configuration.

Scenario A4

Scenario A4 implemented the same MOE/RNAS algorithm search configuration as A2

with the only exception being the original NSGA-II algorithm’s crowding distance calcu-

lation was used instead. A2 resulted in a better average number of blocks per generation

and exhibited a more consistent improvement of the average test perplexity per gener-

ation compared to A1 and A3. From Figure 6.17a it can be seen that A4 achieved a

similar consistency regarding the average number of blocks per generation as observed in

A2. However, the average number of blocks per generation in A4 were higher compared

to the average number of blocks per generation in A2.

Although the average test perplexity per generation for A4 was lower than what

was observed in A2, A2 exhibited a more consistent decrease in average test perplexity

per generation as the evolutionary cycle progressed. Furthermore, the majority of the

top performing architectures in terms of test perplexity observed in A2 were offspring

architectures, whereas the best performing architecture in terms of test perplexity in A4

was an architecture generated during the initial population.

Table 6.9 lists the performances of the architectures of the Pareto front, which shows

that after 30 generations, no architectures were found that outperformed the rdm76 0

architecture’s achieved test perplexity. However, the rdm47 58 architecture had a much

shorter training time compared to the rdm76 0 architecture, even though the rdm47 58

architecture had more trainable parameters. This was due to the rdm47 58 architecture
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Architecture Test perplexity Blocks Parameters Training time

(seconds)

LSTM 0 83.945 26 3 385 200 3 928.27

GRU 10 84.048 22 2 538 900 2 323.99

LSTM 176 84.352 26 3 385 200 3 012.34

LSTM 92 84.381 26 3 385 200 2 682.04

LSTM 105 84.653 26 3 385 200 2 319.65

rdm19 69 94.088 14 1 268 800 1 492.20

rdm19 0 95.310 11 846 300 1 107.66

rdm11 105 99.321 10 846 300 1 111.05

rdm11 55 172.809 8 846 300 727.38

Table 6.7: Scenario A3 Pareto front architecture performances.

Parameter Value

Population size 100

Offspring generation 100

Generations 30

Maximum transformations 3

Alternative crowding distance False

Seed architectures RNN

Objectives Number of blocks, test perplexity

Table 6.8: Scenario A4 MOE/RNAS algorithm implementation configuration.

Architecture Test perplexity Blocks Parameters Training time

(seconds)

rdm76 0 92.46 13 846 300 1 380.75

rdm47 58 99.036 22 1 268 800 277.29

rdm34 24 99.448 16 846 300 1 561.85

BASIC 31 100.051 10 846 300 959.98

rdm4 46 169.556 9 846 300 480.02

Table 6.9: Scenario A4 Pareto front architecture performances.
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Figure 6.13: Scenario A3 Pareto front.

being trained for a reduced number of epochs, since the initial perplexity difference

between the rdm47 58 architecture and its parent was low enough to justify training the

offspring model for a reduced number of epochs (refer to Section 5.2.3).

Overall, the use of the original NSGA-II algorithm’s crowding distance calculation

did not yield any promising results in A4. The best performing architecture in A4 was

not evolved over a number of generations, and instead the best performing architecture

was an architecture randomly generated during the initialisation of the initial population.

Thus, based on the results obtained from A1-A3, the alternative crowding distance metric

yielded better convergence of the Pareto front, and was able to evolve better performing

architectures in terms of the model accuracy objective that was considered.

Summary

From scenarios A1-A4, it was observed that the MOE/RNAS algorithm can easily find

architectures that dominate the LSTM when multiple objectives are considered. How-

ever, among the total of 10 830 architectures evaluated throughout scenarios A1-A4,

the LSTM architecture remains superior regarding the model test perplexity achieved,

which also reflects the results from [38, 42]. The destructive network transformations

that were included during offspring generation were successful in optimising the architec-

ture complexity objective. Furthermore, it was observed that the MOE/RNAS algorithm

is capable of constructing RNN architectures that can learn from the provided dataset.
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(a) Average number of blocks per generation

for A3.

(b) Average test perplexity per generation for

A3.

Figure 6.14: Average number of blocks and average test perplexity per generation for scenario

A3.

Although the MOE/RNAS algorithm implements techniques that make the RNN

architecture search method more efficient, such as parameter sharing and early stopping,

the search costs observed across scenarios A1-A4 were still relatively high compared to

the 1 GPU day search cost of the DARTS algorithm [49]. However, the best performing

novel RNN architecture evolved by the MOE/RNAS algorithm achieved a test perplexity

of 92.704 with 846 300 parameter, after being trained for less than 20 minutes (with

parent parameter sharing). In comparison, the LSTM achieved a test perplexity of

83.945 with more than 3 million parameters, after being trained for more than one hour

(see Table 6.3). Thus, the MOE/RNAS algorithm is clearly capable of catering for a

reasonable trade-off between model accuracy and model computational resource demand.

The results observed from scenarios A1 and A2 were relatively similar, whereby both

scenarios achieved a similar consistency in terms of the optimisation of the RNN architec-

ture complexity-related objective. Scenario A1 achieved a better average test perplexity

per generation compared to scenario A2, which is attributed to the difference in con-

figuration between the two scenarios. The only difference between the configuration of

scenarios A1 and A2 was that A1 included the LSTM and GRU architectures in the

initial population. The LSTM and GRU architectures are expected to perform better

with the model accuracy objective compared to the smaller RNN architectures gener-

ated by the MOE/RNAS algorithm. Therefore, the offspring architectures generated

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 6. Empirical Analysis 92

Figure 6.15: Total number of constructive and destructive network transformations that were

performed during scenario A3.

from the LSTM and GRU architectures achieved comparable results to their respective

parent architectures, resulting in a lower average test perplexity per generation than

what was observed in A2 where the LSTM and GRU architectures were excluded from

the population entirely.

Scenario A3 tested the MOE/RNAS algorithm with a smaller population size com-

pared to the 100 population size that were used in scenarios A1 and A2. It was observed

that the MOE/RNAS algorithm was still able to construct and evolve novel RNN archi-

tectures that are capable of learning from the provided dataset, but the smaller popu-

lation size resulted in an expected decrease in diversity among the population. Scenario

A4 implemented the same configuration for the MOE/RNAS algorithm that was used in

scenario A2, except for the use of the crowding distance calculation. Scenario A4 consid-

ered the original NSGA-II crowding distance calculation as opposed to the alternative

crowding distance calculation of Chu and Yu [16] that was used in scenarios A1-A3.

Compared to scenario A2, scenario A4 performed worse and did not achieve a similar

consistency in terms of the optimisation of either objectives. Therefore, based on the

observations from scenarios A1-A3, the alternative crowding distance calculation of Chu

and Yu [16] is preferred when implementing the MOE/RNAS algorithm for evolving

RNN architectures.

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 6. Empirical Analysis 93

Figure 6.16: The rdm19 69 architecture evolved in scenario A3.

6.2.2 Character-Level Language Modeling Task

This section discusses the results obtained after implementing the proposed MOE/RNAS

algorithm to search for and optimise RNN architectures for a character-level language

modeling task. The dataset used for this character-level language modeling task was gen-

erated from the anbncn context-sensitive language, which is the same context-sensitive

language used by Bayer et al. [6] in their multi-objective EA-based RNN architecture

search method. The approach from Bayer et al. [6] did not consider any RNN ar-

chitecture complexity-related objectives. Therefore, Bayer et al. [6] did not develop

any transformations that are capable of optimising RNN architecture complexity-related

objectives, whereas the MOE/RNAS algorithm is fully capable of optimising RNN ar-

chitecture complexity-related objectives (see Chapter 5).

The training and testing datasets consisted of strings that were generated from the

anbncn context-sensitive language. The training dataset consisted of 500 strings gener-

ated from the language anbncn, where the value of n was randomly selected from the

range 1..10 for each string. The testing dataset was limited to 100 strings, and the

values for n randomly chosen from the range 1..10. For example, n = 3 results in the
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(a) Average number of blocks per generation

for A4.

(b) Average test perplexity per generation for

A4.

Figure 6.17: Average number of blocks and average test perplexity per generation for scenario

A4.

string aaabbbccc being generated. One single input sequence from either the training

or testing datasets consisted of a string where each character of that particular string

was considered an input in the input sequence. For each of the input sequences, the

model was presented with an arbitrary sub-string of the particular input sequence and

the model was then expected to predict the remaining characters of the string from that

particular input sequence.

Evaluation of the Model Accuracy Objective

The model accuracy objective considered throughout this experiment was based on the

mean squared error (MSE) loss obtained by the model on the generated testing dataset,

after the model was trained on the training dataset. In this experiment, the RNN

architectures created by the MOE/RNAS algorithm were not stacked, and each model

contained a single instance of the corresponding RNN architecture. The models were

implemented with a hidden layer dimension of 128, and since the dataset is relatively

small, batching was not implemented during training. The models were unrolled for the

full length of the input sequence, which was up to a maximum of 10 steps. Training of

the models was done using a backpropagation training algorithm that used a PyTorch

stochastic gradient descent optimisation technique.
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Figure 6.18: The rdm76 0 architecture evolved in scenario A4.

Similar to Section 6.2.1, four different experiments were run to test the MOE/RNAS

algorithm’s ability to find and optimise RNN architectures for the character-level NLP

task. Each of the four different experiments are discussed below, under scenarios B1-B4,

respectively. The differences between the four scenarios relate to the configuration of the

multi-objective EA implemented by the MOE/RNAS algorithm. More specifically, the

differences between the four scenarios were implemented such that the impact of the pop-

ulation size and the number of offspring architectures generated for each generation can

be studied. Additionally, the different scenarios considered more aggressive RNN archi-

tecture evolution by allowing more consecutive network transformations during network

morphism compared to what was previously considered in Section 6.2.1. Each of the

scenarios provide a more detailed discussion on their respective implementation details

and configuration.

Scenario B1

For this scenario, a population size of 100 architectures were considered. Parent selection

were limited to the top 25 architectures of the Pareto front (see Section 5.2.4). Thus, only

25 offspring architectures were generated for each generation. During offspring genera-

tion, up to ten network transformations were allowed per architecture (see Section 5.2.1).

Bayer et al. [6] stated that they found the best performing RNN architectures within 10

generations. For this scenario, the run was terminated after 15 generations. The rest of
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Parameter Value

Population size 100

Offspring generation 25

Generations 15

Maximum transformations 10

Alternative crowding distance True

Seed architectures RNN, GRU, LSTM

Objectives Number of blocks, MSE loss

Table 6.10: Scenario B1 MOE/RNAS algorithm implementation configuration.

the MOE/RNAS algorithm implementation configuration used for this scenario is listed

in Table 6.10.

According to Figure 6.19a, the MOE/RNAS algorithm struggled to maintain an

optimised RNN architecture complexity objective across the population of RNN archi-

tectures, since the average number of blocks per generation increased as the evolution-

ary cycle progressed. This was a result of the increased number of consecutive network

transformations allowed during network morphism. The increased number of consecutive

network transformations led to a total number of 1 346 constructive network transfor-

mations performed, whereas a total number of 570 destructive network transformations

were performed, which can be seen in Figure 6.20.

Although the average MSE per generation shown in Figure 6.19b does not exhibit

a noticeable trend, the MOE/RNAS algorithm was able to successfully optimise the

model accuracy objective. According to the performances of the architectures of the

Pareto front listed in Table 6.11, it is observed that the MOE/RNAS algorithm was able

to find and evolve a novel RNN architecture that outperformed the LSTM in both the

model accuracy and architecture complexity objectives.

The rdm82 21 architecture shown in Figure 6.21 is particularly interesting. During

the network morphism, the validity of an architecture is determined based on its use of

the hidden state blocks, as previously discussed in Section 5.2.1. There is no verification

performed to verify that a path exists exactly from the ht−1 input layer block to the ht

output layer block. The evolutionary algorithm exploited this during the evolution of
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(a) Average number of blocks per generation

for B1.

(b) Average MSE loss per generation for B1.

Figure 6.19: Average number of blocks and average MSE loss per generation for scenario B1.

the architecture rdm82 21. The ht output layer block has at least one input, and there

is at least one other block that uses the ht−1 block as its input. Thus, the generation of

this particular architecture did not violate any of the predefined constraints.

The interesting observation from the rdm82 21 architecture is that it still maintains

a recursive structure through the path of the ct−1 input layer block, which eventually

reaches the ht output layer block. The output of the ht output layer block at the last input

of the input sequence is used as the output of the architecture. Thus, the architecture

effectively used the ct output layer block as a substitute for the hidden state.

The total search time for scenario B1 was eight hours. This shorter search time

compared to the search time of the experiments in Section 6.2.1 was due to a significantly

smaller training dataset. Additionally, since only 25 offspring architectures were created

per generation, fewer models had to be trained per generation.

Overall, scenario B1 yielded interesting results in terms of the architectures found

during the search. Despite being unable to optimise the average number of blocks per

generation, the MOE/RNAS algorithm was able to find and evolve a novel RNN archi-

tecture that dominated the LSTM in less than 15 generations.
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Figure 6.20: Total number of constructive and destructive network transformations that were

performed during scenario B1.

Scenario B2

Scenario B2 used the same MOE/RNAS algorithm implementation configuration that

was used for scenario B1, which is listed in Table 6.10. This was done in an attempt to

reproduce the observations from B1, which included the MOE/RNAS algorithm’s ability

to find and evolve a novel RNN architecture that dominates the LSTM.

From Figure 6.23a it can be seen that the average number of blocks across the popu-

lation increased as the evolutionary cycle progressed, similar to what was observed in B1.

Additionally, a total number of 1 345 constructive network transformations were per-

formed and a total number of 622 destructive network transformations were performed,

as shown in Figure 6.24.

According to Figure 6.23b, the average MSE per generation observed in B2 was

more inconsistent than what was observed in B1. This observation is reflected in the

performances of the architectures in the Pareto front, which are listed in Table 6.12. As

shown in Table 6.12, the MOE/RNAS algorithm was unable to find and evolve a novel

RNN that outperformed the LSTM in terms of MSE achieved.

Although the average number of blocks per generation increased in scenario B2, the

MOE/RNAS algorithm was able to optimise the architecture complexity objective. As
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Architecture MSE loss Blocks Parameters Training Time

(seconds)

rdm82 21 0.000014 16 50 692 108.200

LSTM 0 0.000157 26 133 252 700.270

rdm82 18 0.000939 14 50 692 71.739

rdm1 21 0.001806 11 34 180 43.140

rdm43 0 0.017431 10 34 180 221.099

BASIC 29 0.064309 9 34 180 42.937

Table 6.11: Scenario B1 Pareto front architecture performances. The performance of the

LSTM architecture is included for reference.

shown in Table 6.12, the RNN architectures generated by the MOE/RNAS algorithm

have fewer blocks compared to the other top performing architectures, and the corre-

sponding models of the RNN architectures generated by the MOE/RNAS algorithm were

able to achieve marginally good accuracies.

The rdm44 6 architecture is the only noteworthy RNN architecture constructed by

the MOE/RNAS algorithm in B2. Although the rdm44 6 architecture did not make

it to the Pareto front, it was able to achieve an MSE of 0.007755. For the rdm44 6

architecture, the MOE/RNAS algorithm evolved an interesting path for the ct−1 input

node to the ht output layer node, which can be seen in Figure 6.25. Although the

ct−1 input layer node has no impact on the output of the architecture, evolution of the

architecture happened such that the xt input layer node was introduced into the ct−1

input layer node’s path to the ht output layer node, which ensured that the xt input

layer node maintains some contribution towards the final output of the architecture.

After 15 generations and a total search time of 8.5 hours, the MOE/RNAS algorithm

was unable to produce a novel RNN architecture that outperformed the LSTM in terms

of both objectives considered. However, the RNN architectures found during B2 had

significantly fewer trainable parameters compared to the LSTM and GRU architectures,

which resulted in reduced computational resources demanded by the models and quicker

training times, as shown in Table 6.12.
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Figure 6.21: The rdm82 21 architecture evolved in scenario B1.

Scenario B3

For scenario B3, a population size of 100 was considered and parent selection was limited

to the top 40 architectures of the Pareto front. Additionally, the experiment for B3 was

run for 50 generations, and the LSTM and GRU architectures were excluded from the

initial population. The rest of the MOE/RNAS algorithm implementation configuration

for scenario B3 is listed in Table 6.13.

During B3, the MOE/RNAS algorithm faced a similar difficulty observed in scenar-

ios B1 and B2 regarding the optimisation of the average number of blocks across the

population, which is shown in Figure 6.26a. After 50 generations, a total number of 5

244 constructive network transformations were performed and a total number of 3 241

destructive network transformations were performed, which are illustrated in Figure 6.27.

According to Figure 6.26b, B3 exhibited a similar inconsistency regarding the average

MSE per generation across the population compared to scenarios B1 and B2. Therefore,

it is clear that when a higher number of consecutive network transformations are con-

sidered, the network morphism phase is too aggressive, which leads to an inconsistent
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Figure 6.22: The rdm82 28 architecture evolved in scenario B1.

(a) Average number of blocks per generation

for B2.

(b) Average MSE loss per generation for B2.

Figure 6.23: Average number of blocks and average MSE loss per generation for scenario B2.
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Figure 6.24: Total number of constructive and destructive network transformations that were

performed during scenario B2.

multi-objective optimisation of the RNN architectures. In Section 6.2.1, RNN architec-

ture optimisation exhibited a more favorable trend when a maximum of three consecutive

network transformations were considered.

Table 6.14 lists the performances of the architectures in the Pareto front. The afore-

mentioned observations regarding the effect of the high number of consecutive network

transformations on the MOE/RNAS algorithm’s multi-objective optimisation capabili-

ties are confirmed in Table 6.14. The rdm28 0 architecture, which was randomly gener-

ated during the initialisation of the initial population, achieved the best MSE among all

RNN architectures in the population. The other architectures in the Pareto front listed

in Table 6.14 performed much worse in terms of the model accuracy objective, despite

being offspring architectures. Therefore, when the evolution of the RNN architectures

are too aggressive, the NAS method does not have any more contribution towards RNN

architecture performance than what can be achieved with a random search in the RNN

architecture search space.
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Architecture MSE loss Blocks Parameter Training time

(seconds)

LSTM 32 0.000067 27 133 252 261.053

GRU 45 0.000124 24 100 228 118.556

LSTM 0 0.000157 26 133 252 700.270

rdm77 0 0.001957 11 34 180 96.643

rdm46 4 0.019962 10 34 180 80.566

rdm12 15 0.064543 9 34 180 52.817

Table 6.12: Scenario B2 Pareto front architecture performances.

Scenario B4

For scenario B4, a population size of 100 was considered, and 100 offspring architectures

were created for each generation. A maximum number of three consecutive transforma-

tions were considered during network morphism. The rest of the MOE/RNAS algorithm

implementation configuration for scenario B4 is listed in Table 6.15.

The first observation that can immediately be made from Figure 6.28 is the favourable

trend in terms of the average number of blocks per generation, as well as the average MSE

per generation across the 15 generations. Furthermore, the MOE/RNAS algorithm was

able to maintain a consistent decrease in the average number of blocks per generation

while simultaneously optimising the model accuracy objective. Thus, the number of

consecutive network transformations considered during network morphism has a clear

contribution towards the multi-objective optimisation of the RNN architectures.

After 15 generations, a total number of 3 844 constructive network transformations

were performed and a total number of 1 059 destructive network transformations were

performed, as seen in Figure 6.29. The total search time for B4 was 42.67 hours, or 1.78

GPU days, which is higher compared to the search costs observed in scenarios B1-B3

due to the 100 offspring architectures that were created for each generation in B4.

Table 6.16 lists the performances of the architectures in the Pareto front. Apart

from the BASIC 0 architecture, all other architectures in the Pareto front listed in Ta-

ble 6.16 are offspring architectures. Thus, the MOE/RNAS algorithm is clearly capable

of outperforming a random search method when the appropriate configuration is consid-
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Figure 6.25: The rdm44 6 architecture evolved in scenario B2.

ered, such as the number of consecutive network transformations allowed during network

morphism.

Although the model accuracies obtained during B4 were not as good as those observed

in scenarios B1-B3, B4 has provided insight into the MOE/RNAS algorithm’s multi-

objective RNN architecture optimisation capabilities.

Summary

The MOE/RNAS algorithm was able to find and evolve a novel RNN architecture that

outperformed the LSTM architecture in terms of both model accuracy and architecture

complexity related objectives. The MOE/RNAS algorithm performed better compared

to the approach presented by Bayer et al. [6], since the MOE/RNAS algorithm was able

to optimise an RNN architecture complexity-related objective while maintaining a good

model accuracy objective for the particular dataset. Additionally, some interesting evo-

lutionary behaviour was observed, where the MOE/RNAS algorithm effectively evolved

substitutes for the hidden state component of the RNN architecture to maintain some

form of memory in the architecture.

From scenarios B1-B3 it was observed that the number of consecutive network trans-
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Parameter Value

Population size 100

Offspring generation 40

Generations 50

Maximum transformations 10

Alternative crowding distance True

Seed architectures RNN

Objectives Number of blocks, MSE loss

Table 6.13: Scenario B3 MOE/RNAS algorithm implementation configuration.

(a) Average number of blocks per generation

for B3.

(b) Average MSE loss per generation for B3.

Figure 6.26: Average number of blocks and average MSE loss per generation for scenario B3.

Architecture MSE loss Blocks Parameter Training time

(seconds)

rdm28 0 0.000049 13 34 180 77.483

rdm47 264 0.056667 29 83 460 126.185

rdm50 360 0.064212 22 83 716 105.520

rdm50 348 0.068592 20 99 972 86.510

rdm47 266 0.093367 16 67 076 46.015

Table 6.14: Scenario B3 Pareto front architecture performances.

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



Chapter 6. Empirical Analysis 106

Figure 6.27: Total number of constructive and destructive network transformations that were

performed during scenario B3.

formations considered during network morphism has a significant contribution towards

the MOE/RNAS algorithm’s ability to optimise multiple RNN architecture objectives.

When the maximum number of consecutive network transformations considered are too

high, the RNN architectures created by the MOE/RNAS algorithm do not outperform

those created through random search of the RNN architecture search space.

In scenario B4, the MOE/RNAS algorithm was implemented with a configuration

similar to that used in scenario A2 for the word-level language modeling task. Compared

to the multi-objective optimisation results from A2, B4 achieved a similar consistency

in terms of the optimisation of both the RNN architecture complexity-related objective

and the model accuracy objective.

6.3 Summary

This chapter presented the empirical study done to evaluate the effectiveness of the

proposed MOE/RNAS algorithm for multi-objective evolutionary algorithm based RNN

architecture search. The experimental procedure was described, and the results obtained

from implementing the proposed MOE/RNAS algorithm to search for RNN architectures

were discussed.
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Parameter Value

Population size 100

Offspring generation 100

Generations 15

Maximum transformations 3

Alternative crowding distance True

Seed architectures RNN

Objectives Number of blocks, MSE loss

Table 6.15: Scenario B4 MOE/RNAS algorithm implementation configuration.

The experimental results obtained showed that the MOE/RNAS algorithm was able

to automatically construct novel RNN architectures that can learn from the provided

dataset. Additionally, it was observed that the MOE/RNAS algorithm is fully capable

of optimising RNN architecture complexity related objectives, and when a reasonable

trade-off is accepted between model accuracy and the computational resources demanded

by the model, the MOE/RNAS algorithm can evolve computationally efficient RNN

architectures that achieve reasonably good model accuracy.

The MOE/RNAS algorithm was unable to find and evolve a novel RNN architec-

ture that outperformed the LSTM architecture in terms of test perplexity on the Penn

Treebank dataset, which reflects the observations from [32, 38, 42]. However, RNN archi-

tectures that achieved comparable perplexity, but with lower computational cost, were

discovered.

For the character-level NLP task considered in Section 6.2.2, the MOE/RNAS algo-

rithm was able to find and evolve RNN architectures that outperformed the LSTM in

terms of model accuracy and architecture complexity objectives.

In Section 6.2.2 it was observed that higher numbers of consecutive network transfor-

mations during network morphism negatively impact the MOE/RNAS algorithm’s abil-

ity to optimise RNN architectures. This was confirmed by scenario B4 in Section 6.2.2

along with the multi-objective optimisation trends observed in Section 6.2.1, where a

maximum number of three consecutive network transformations was considered. There-

fore, lower numbers of consecutive network transformations result in a more consistent
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(a) Average number of blocks per generation

for B4.

(b) Average MSE loss per generation for B4.

Figure 6.28: Average number of blocks and average MSE loss per generation for scenario B4.

generational optimisation of the multiple objectives considered.

Although the MOE/RNAS algorithm implements techniques that make the RNN

architecture search method more efficient, the search costs observed during experimen-

tation were still relatively high compared to other RNN NAS studies.

The next chapter presents the conclusions of this study and provides potential topics

for future research.
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Figure 6.29: Total number of constructive and destructive network transformations that were

performed during scenario B4.

Architecture MSE loss Blocks Parameter Training time

(seconds)

rdm32 45 0.00115 18 50 692 73.775

rdm32 32 0.00272 17 50 692 68.944

rdm32 26 0.03956 16 34 180 63.643

rdm72 41 0.04896 14 50 564 77.642

rdm54 29 0.06305 13 50 692 53.498

BASIC 20 0.07508 12 50 564 36.200

BASIC 0 0.13433 10 34 180 71.210

Table 6.16: Scenario B4 Pareto front architecture performances.
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Conclusions

This chapter concludes the main part of the dissertation. The findings of the dissertation

are summarised in Section 7.1, and directions for future work are discussed in Section 7.2.

7.1 Summary of Conclusions

The main objective of this work was to develop a novel multi-objective EA-based method

for automated RNN architecture search. This was accomplished as follows:

The first sub-objective of the dissertation was to provide an overview of NNs and

EAs that were used in this study. Chapter 2 discussed the fundamentals of NNs and the

importance of NN architecture design. RNN architectures were discussed, and it was

shown that the recursive nature of the RNN architecture makes them more complicated

and difficult to train compared to feed-forward NN architectures. Chapter 3 discussed

the EAs that were used in this study, and how EAs can be used for multi-objective

optimisation.

The second sub-objective of the dissertation was to provide an overview of existing

NAS methods. NAS for automated NN architecture design was discussed in Chapter 4,

which included a review of existing EA-based NAS methods. It was found that the use

of multi-objective EAs has not been extensively studied for RNN architecture search,

specifically within the NAS paradigm where architecture complexity objectives were

considered. Some complexities related to performing crossover on RNN architecture in-
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dividual representations in GA based recombination were observed from existing studies,

and network morphism was identified as an alternative method to generate offspring RNN

architectures. Network morphism approaches that exclusively consider constructive net-

work transformations are unable to optimise architecture complexity related objectives,

since the architectures can only grow in size. Destructive network transformations were

successfully implemented in existing EA-based NAS methods to optimise CNN architec-

ture complexity objectives. Furthermore, Chapter 4 discussed existing NAS methods for

RNN architecture search as well as the techniques that exist to make NAS more efficient,

which addressed the third and fourth sub-objectives, respectively.

The fifth sub-objective of this study was to propose a modular RNN architecture

search space and encoding scheme. In Chapter 5, a template-driven RNN architecture

cell-based search space was proposed, along with a modular block-based RNN archi-

tecture encoding scheme. The sixth sub-objective of the dissertation was to propose

a multi-objective EA-based search method to explore the proposed RNN architecture

search space. Chapter 5 proposed the MOE/RNAS algorithm: a multi-objective EA-

based NAS method for RNN architecture search. The fundamental search strategy that

is employed by the proposed MOE/RNAS algorithm is largely based on the NSGA-II

algorithm. Furthermore, the proposed MOE/RNAS algorithm includes appropriate net-

work transformations, which allow for the optimisation of RNN architecture complexity

related objectives during RNN architecture evolution. The seventh sub-objective of this

work was to investigate techniques that can be implemented to make the MOE/RNAS

algorithm more efficient. The MOE/RNAS algorithm employs techniques such as pa-

rameter sharing and early stopping to make the RNN model accuracy evaluation stage

more efficient.

The eighth sub-objective of the dissertation was to implement the MOE/RNAS al-

gorithm to search for RNN architectures for NLP datasets. An empirical study was

conducted in Chapter 6 to evaluate the effectiveness of the proposed MOE/RNAS algo-

rithm for RNN architecture search, and the findings can be summarised as follows:

1. The MOE/RNAS algorithm is able to find RNN architectures that outperform

hand-crafted RNN architectures such as the LSTM and GRU, when architecture

performance is based on multiple objectives.
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2. The MOE/RNAS algorithm was unable to find novel RNN architectures that out-

perform the LSTM in terms of test perplexity achieved after being trained on a

standard word-level language modeling task that is based on the Penn Treebank

dataset.

3. For a character-level language modeling task, the MOE/RNAS algorithm was able

to find novel RNN architectures that outperform the LSTM in terms of architecture

complexity and model accuracy objectives.

4. Destructive network transformations are successful in optimising RNN architecture

complexity related objectives, and a consistent improvement was observed during

generational RNN architecture evolution.

5. The maximum number of consecutive network transformations allowed during net-

work morphism has a clear impact on the MOE/RNAS algorithm’s ability to op-

timise RNN architectures. When the maximum number of consecutive network

transformations allowed during network morphism is too high, RNN architecture

evolution is too aggressive, which reduces the model accuracies achieved by off-

spring architectures.

6. Parameter sharing and early stopping techniques improved the efficiency of the

model accuracy evaluation stage.

7. The computational resource demand of the proposed MOE/RNAS algorithm is

relatively high compared to existing NAS methods. This is attributed to the ran-

domness of the network transformations performed on the offspring architectures,

which leads to a significant model accuracy difference between the offspring and

parent models. When the difference between the offspring and parent model accu-

racy is too high, training the offspring model for a reduced number of epochs can

no longer be justified.

Overall, the MOE/RNAS algorithm developed in this study deepens the understand-

ing of evolving RNN architectures using network morphism, and contributes towards

making progress on fundamental questions related to RNN architecture complexity op-

timisation in an architecture search paradigm.
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7.2 Future Work

This study considered a method for RNN architecture search that is exclusively driven

by a multi-objective EA. The use of EAs for RNN architecture search in existing studies

is scarce, and there are multiple research directions for future work that can build on

the research done in this dissertation.

The obvious avenue to pursue that relates to the work done in this dissertation is

to research a hybrid approach that employs an EA-based search strategy with a more

complex network morphism stage, where the effects of previous network transformations

are considered when selecting network transformations for future offspring generation.

This can be done by adapting existing reinforcement learning NAS methods such that

the RL agent is used for generating a sequence of network transformations instead, using

the EA for maintaining a population of fit architectures based on the defined multiple

objectives.

The problems considered in this study were limited to language modeling tasks. It

would be interesting to perform an analysis on the effectiveness of the proposed NAS

method on other machine learning tasks with sequential datasets that are unrelated to

the natural language processing domain.

This study avoided model accuracy prediction techniques and instead relied on ex-

isting techniques to make model accuracy evaluation more efficient. Future work may

examine the use of performance prediction techniques, such as learning curve extrapola-

tion [4], to further improve the efficiency of the model accuracy evaluation stages.

The selection strategy implemented by the EA of the proposed NAS method was

taken from the NSGA-II algorithm’s selection strategy. Future work may examine the

use of a density estimator to reduce the number of architectures selected for training, as

observed in [24].

The network morphism approach implemented by the proposed NAS method in this

study considered network transformations that make low-level changes to the RNN ar-

chitecture, such as adding and removing units in the architecture. Future work may

consider network transformations that could introduce entire gate units instead, such as

the gate units of the LSTM and GRU architectures. This can be done by defining a gate

unit template and considering the particular gate unit as a cell. The search space can
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then be explored on a cell-based gate unit level as opposed to the low-level search that

was done in this study.

In general, the research presented in this dissertation indicated that multi-objective

EA-based RNN architecture search is able to optimise RNN architectures for multiple

objectives. However, the proposed method was unable to find and optimise a novel

RNN architecture that outperforms the LSTM architecture in terms of test perplexity

on the Penn Treebank dataset. Future work that attempts multi-objective EA-based

RNN architecture search can therefore address the shortcomings related to word-level

language modeling tasks, such that the particular method can be compared to current

state-of-the-art RNN architecture search methods.
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Appendix A

Acronyms

BPTT Back Propagation Through Time

CNN Convolutional Neural Network

EA Evolutionary Algorithm

EC Evolutionary Computation

ELU Exponential Linear Unit

GA Genetic Algorithm

GRU Gated Recurrent Unit

LReLU Leaky Rectified Linear Unit

LSTM Long Short-Term Memory

NAS Neural Architecture Search

NLP Natural Language Processing

NN Artificial Neural Network

ReLU Rectified Linear Unit

RL Reinforcement Learning

RNN Recurrent Neural Network

TanH Hyperbolic Tangent

SOP Scalar Objective Optimisation Problems

SRN Simple Recurrent Neural Network
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Appendix B

Symbols

This appendix lists the important symbols used throughout the thesis, as well as their

corresponding meanings. The symbols are divided according to the chapter in which the

symbols were first introduced.

B.1 Chapter 2: Artificial Neural Networks

w An artificial neuron’s weight vector

xn The nth input

n Index of an input unit

N Total number of examples in a labeled training dataset

net Weighted sum of outputs

θ The bias threshold

f Activation function of a neuron

ŷ The output of a neuron

M Total number of hidden units

j Index of a hidden unit

aj The weighted sum of the jth hidden unit’s inputs

g Activation function of a hidden unit

zj Output of the jth hidden unit
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K Total number of output units

k Index of an output unit

g̃ Activation function of an output unit

m number of input patterns to consider for error value aggregation

Em NN error per m number of input patterns

wkj Weight between the kth and jth unit

∆wkj Update of the weight value between the kth and jth unit

υ Learning rate

T Total time steps in an input sequence

t Time step

ht RNN hidden state at time step t

W RNN input weight matrix

U RNN hidden state weight matrix

b RNN bias threshold

· Element-wise multiplication of matrices

DG Testing dataset

Q Index of an input pattern in the testing dataset

dQ The Qth input pattern in the testing dataset

B.2 Chapter 3: Evolutionary Algorithms

nx The dimensional search space of individuals in a population

b Binary-valued individual in the population

f Fitness function

Γ Data type of the elements of an individual’s representation

R Set of all real numbers

ns Population size

nts Population size of individuals selected through tournament selection

F Vector-valued objective function
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Ro Parameter space

Rn Objective space

x Decision vector

y Objective vector

a Individual in population

b Individual in population

≺ Domination symbol

� Non-domination symbol

m Total number of objectives used to represent individual fitness

k An objective

j An individual’s rank

disj Crowding distance of the jth ranked individual

fkn The kth objective value for the nth individual.

P Population of candidate solutions

np The number of solutions which dominate the solution p

Sp A set of solutions that the p solution dominates

Fi The ith Pareto-front

B.3 Chapter 4: Neural Architecture Search

f NN architecture performance measure

A Set of NN architectures

f(a) The performance measure of architecture a

t Time step

g A recurrent cell

ht RNN hidden state at time step t

θ RNN architecture

α Trainable parameters of the RNN architecture

xt The input at time step t
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ct The cell state at time step t

k The number of cells that a final RNN architecture comprise

B.4 Chapter 5: Framework

t Time step

g A recurrent cell

ht RNN hidden state at time step t

θ RNN architecture

α Trainable parameters of the RNN architecture

xt The input at time step t

ct The cell state at time step t

fh RNN activation function

W RNN input weight matrix

U RNN hidden state weight matrix

b RNN bias threshold

br Randomly selected block from an RNN architecture

N Population size

i Generation counter

φ Number of offspring to generate

Υ Archive that contains previously evaluated RNN architectures

P Parent population

Q Offspring population

f Multi-objective fitness values for provided candidate solutions

Fn The nth Pareto front

p Selected parent solutions
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t Time step

ht RNN hidden state at time step t

xt The input at time step t

ct The cell state at time step t
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