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Abstract This paper describes the design of a novel tunnel set-up
mechanism for Ethernet access networks. The establishment of
VLAN-based tunnels is realised with a “Scoped Refresh” extension
of the GVRP standard. For the distribution of QoS-related
reservation parameters, a new GARP-based protocol (G2RP) is
developed with closed loop design, a mechanism for updating
reservation parameters and hop-by-hop admission control. Both
protocols are implemented on a Linux test bed using the Click
Modular Router. Extensive performance evaluations were
performed. The results are compared with Linux implementations
of other tunnel set-up mechanisms.
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1. INTRODUCTION

A. Motivation

Service Providers (SPs) are offering a wide range of services to
their subscribers such as managed home networking, multimedia
content delivery, video phoning, on-line gaming etc. A QoS-aware
access network is necessary for connecting the SPs and the end
users. The typical structure of such an access network is represented
in Fig. 1. The Access Gateways (AGs) are situated relatively close
to the subscribers and are concentrating groups of end users. The
Service Gateways (SGs) provide the connectivity with the SPs’
networks. The Access Network Providers (ANPs) would like an
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Figure 1: Ethernet Access Network

efficient way of maintaining the access network under all
(dynamically changing) circumstances. Simply overdimensioning

the link bandwidths to fulfill all QoS-related requirements is not the
optimal solution that ANPs prefer. Subscribers should be able to
exploit the offered services (or newly added services) in a dynamic
way, with low access times and with high availabilities. This
requires not only a fast and flexible tunnel set-up mechanism to
provide the connectivity but also an associated admission control to
maintain QoS guarantees for the admitted connections.

Mainly for economical reasons ANPs [1] tend towards access
networks consisting of standard QoS-aware Ethernet switches
(IEEE 802.1d, IEEE 802.1q & p compliant). However, the existing
tunnel mechanisms for MPLS/IP networks (such as LDP, RSVP
and their extensions) are not portable to Switched Ethernet
networks. Explicit tunnel mechanisms are not possible because
Ethernet switches are not explicitly aware of their neighboring
switches. Also, tunnel mechanisms making use of IP routing tables
are not adequate because the entries of the Forwarding Databases
are regularly deleted: explicitly flushed or timed out. It is obvious
that these problems can only be resolved by a protocol with
broadcasting capabilities.

B. Contribution

For establishment of the tunnels, we specifically developed a
“Scoped Refresh” extension of the standardized GVRP. This
extension resolves the relevant problem of depletion of the limited
sized VLAN Databases (detailed in section II). For distributing the
reservation parameters associated with these tunnels, a new GARP
application, referred to as G2RP, is developed with its own specific
GIP context, closed loop design, mechanism for updating
reservation parameters and hop-by-hop admission control. Both
protocols are implemented on a Linux test bed using the Click
Modular Router and extensive performance evaluations were
performed.

C. Related Work

The Generic Atiribute Registration Protocol (GARP), described
in IEEE 802.1d [2], provides a generic attribute dissemination
capability for bridged LANs. There exist two standardized GARP
applications (described in IEEE 802.1q [3]): GARP Multicast
Registration Protocol (GMRP) and GARP VLAN Registration
Protocol (GVRP). GMRP allows group membership information to
be distributed but we are specifically interested in GVRP, which
provides a mechanism for dynamic maintenance of the VLAN
Active Filtering Databases and for propagating the information they
contain to other VLAN-aware bridges. Commercial protocol
developers such as [4] have created GVRP implementations and
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most Ethernet switch vendors support GVRP but to our current
knowledge there is no open source implementation of a GVRP
daemon for Linux available. The GARP timer behaviour has been
extensively smdied in [5] for a shared LAN environment but it is no
goal of this paper to extend this study.

II. GVRP EXTENSION AND G2RP DESIGN

A. GVRP Extension

The choice for VLAN-based tunnels (e.g. instead of MPLS) is
quite straightforward, knowing that most of the (cheap) Ethernet
switches aiready support VLANS. In the search for a new tunnel
set-up mechanism, we found that GARP-based protocols are
providing all the necessary capabilities. Therefore, why develop a
brand new protocol, if you can intelligently make use of a
standardized Ethemnet broadcasting protocol? GVRP temoves the
burden of manually installing and maintaining VLANs from the
network administrator’s hands. The automatic VLAN registration is
performed in a more consistent and reliable way compared to the
laborious manual VLAN configuration on every switch in the
network. GVRP not only reduces the chance of incorrect VLAN
configurations but also makes the VLANs resilient to Layer 2
network failures because it works in conjunction with the spanning
tree protocol (STP). Afier the spanning tree protocol has converged,
the VLANs are automatically remapped to the new topology
induced by the new spanning tree (ST). However, standard GVRP
suffers from one big drawback.

Consider the following access network: the network contains 2
single SG and 2000 AGs. The network devices are Etfhernet
switches supporting GVRP with VLAN Databases of 64 entries
(most currently available switches do not support the whole tange
of VLANSs) and one Ethernet switth with a VLAN Database of
2000 entries to connect to the SG. The exact amount of switches
and the chosen topology are not relevant for the considered problem
but in this legitimate situation, it is impossible to set up an
individual VLAN pipe for every SG-AG pair with standard GVRP-
based methods. GVRP distributes all the registered VLAN IDs to
every switch in the network and produces a lot of overhead
registrations that will flood the limited sized YLAN Databages.
GVRP was namely never designed to set up point-to-point VLAN
tunnels but the VLAN topologies would rather resemble a sub-tree
of the ST topology. This VLAN Database depletion problem can be
resolved by removing the overhead registrations and therefore we
developed the “Scoped Refresh” extension of GVRP. In Fig. 2, the
GVRP operation to set up a tunnel between switches A and B is
illustrated. Just like RSVP and LDP, a single GVRP nm is
responsible for setting up a single direction of the tunnel, meaning
that a trigger to each end device is required to configure the entire
tunnel. First, a single edge device is triggered and the VLAN ID is

Figure 2: Scoped refresh extension
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propagated towards the entire network (Fig. 2a). After tﬁggeﬁng,
the other end device, the bi-directional VLAN path between A and
B is established but the overhead registrations remain (Fig, 2b). For.
the GVRP extension, the desired end situation is shown in Fig. 2¢,.
Every switch will detect individually the number of registrations foy
a specific VLAN value on its interfaces. If this number equals twg,’
the switch is part of the VL AN tunnel and will issue de-registration
messages on its non-registered interfaces for this VLAN value, If
this nutnber becomes lower than two, the switch is no longer part of
the tunnel and will issue registration messages on its non-registered:-
interfaces. ;

B. G2RP Design

tunnel but is still lacking means to configure the switch hardwaye -
according to the QoS-related paramcters associated with each:
tunnel. Instead of extending GVRP to support attribute types to';
propagate reservation parametors, a new GARP protocol is
designed. This protocol is called “GARP Reservation Parametesy:.
Registration Protocol” (G2ZRP). By separating the distribution of
reservation parameters and VLAN IDs, G2RP remains independent’
of the applicd tunnel set-up mechanism (e.g. static VLAN entrieg).s

G2RP is designed according to the GARP standard. We will’
address the unresolved issues of the standard that are
implementation specific. First of all, the G2RP application addresy:
needs to be defined. This address will be used as destination address:
in the Layer 2 header of the G2RP PDUs. It is chosen from the:
range of GARP broadcast addresses: 01-80-C2-00-00-20 to 00-80k<+
C2-00-00-2F. The first two addresses from the range are in usé big:
the two existing GARP applications GMRP and GVRP [3], Wi
have chosen the first free address in the list: 01-80-C2-00-00-22. - ¢

Secondly, the G2RP specific attribute type and values need to e
defined. Only a single attribute type is required and the attribute
value format is represented on Fig. 3. The first field indicates the -

{ VLAN-ID | RSV-ID] Rescrvation Parameters A | Rescrvation Panmokn B] .
Figure 3: G2RP Attribute Values Format

VLAN associated with the reservation parameters and the second::
field is a reservation session ID, followed by the two ficlds o
reservation parameters, one field for each direction of the tumek:
These reservation parameters comtain information such as the: QoS
class, bandwidth parameters, burst size and the size of the Hme
sample window. G2RP allows a robust method for making’
reservations per VLAN and per QoS class. Existing reservations’
can be altered by distributing updated parameters for the same!
VLAN value and QoS class. A different RSV-ID is used to
distinguish incoming PDUs with updated parameters from incoming;
PDUs due to the GARP refresh mechanism. .

After defining the G2RP semantics, the appropriate hardware
operations have to be linked with registration and de-registration:
events. Basically, the switch hardware (bandwidth shapers;
classifiers, queues, etc) will be configured according to the'
registered parameters for the associated VLAN value and QoS
class. Before any configuration takes place, G2RP will consult thes
admission control. Admission control is added to keep track of the-
existing bandwidth reservations. If at any point along the VLAN
tunnel the available hardware resources are not sufficient to suppost
a specific reservation, this reservation will fail and its PDUs won't
be propagated in the switch. oo
Finally, the GIP (= GARP Information Propagation) context ls'ﬁ'“'
to define. This context defines a subset of the ports of the switshy




forming the active topology for the propagation of GARP messages.
GMRP and GVRP are both using the active ST topology as GIP
context. The GARP standard allows more complex active
topologies depending of the instance of ST or VLAN ID. For the
G2RP application, we linked the GIP context to the pre-established
VLAN tunnel. This allows safe broadcasting of reservation
parameters in the associated VLAN tunnel. While the GIP context
was previously fixed for all GARP applications, G2RP introduces a
dynamic GIP context. For every incoming G2RP PDU the
associated VLAN ID is identified and used for the propagation
towards outgoing ports, which are member of the same VLAN.

Just like GVRP, a single run of G2RP is responsible for
configuring a single direction of the tunnel but in contrast to the
GVRP, a G2RP reservation session can fail due to interference of
the admission control. Therefore, a closed loop design is preferred
for G2RP. This is illustrated in Fig, 4. In contrast with GVRP, a
single trigger is sufficient to configure the entire tunnel: at the
opposite end of the VLAN tunnel (i.e. switch B), the G2RP PDUs
are reversed and sent back to the originating end of the tunnel (i.e.
switch A). G2RP PDUs will always follow the VLAN pipe, even in

Figure 4: GZRP message propagation

conditions of VLAN path reconfiguration. If at the originating
switch the reversed PDUs do not arrive in time, the reservation
session will have failed due to insufficient network resources.

III. IMPLEMENTATION ASPECTS

The extended GVRP and the novel G2RP application are
implemented by means of a platform independent C code and both
applications are tested on a Linux test bed (see Fig. 5). The
GVRP/G2RP daemon is running on every Linux PC of the network.
The interaction between the end user and the daemon is realized via
a dedicated CLI (Command Line Interface) socket. By using
standard sockets it is possible to send requests from a single host (or
management system) by means of the CLI to all the daemons. The
Data Plane is emulated using the Click Modular Router Toolkit.
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Figure 5: Linux Test Bed

Click is a software architecture for building flexible and
configurable routers. Using newly developed elements in
combination with standard Click elements, the Click Router is
configured as a fully VLAN compliant Ethernet switch. The
platform independent code is extended with an Adaptation Layer
containing Linux-related code for sending Ethernet frames towards
the physical interfaces, code for receiving Ethernet frames from the
Data Plane and the remaining code supports the interaction with
Click: editing the VLAN Filter Databases, modifying the
configurable switching hardware and accessing the STP port states,
For further details concemning the Click Router, the protocol
development or other implementation aspects, we refer to the Linux
Kongress paper [6].

IV. EVALUATION RESULTS

We tested two scenarios: service realization and failure recovery
on the Linux test bed (Fig. 5). We also tested the influence of
logging on the protocol performance and compared the
measured results with a Linux implementation of RSVP-TE.

A. Scenario 1: Service Realisation

If a new point-to-point service gets activated, VLAN tunnels
have to be realised between every AG and the SG of the Service
Provider. The SG will be triggered to register a VLAN for every
AG in the network. On their turn, the AGs can complete the tunnel
set-up by dynamically registering VLANSs if needed. On our test
bed we measured the time it takes to perform a burst of sequential
tunnel set-ups. The set-up times are measured at one end device of
the tunnel (i.e. 10.10.10.23, see Fig. 5). This end device sends a
trigger towards a specific UDP port of the device at the other end of
the tunnel (i.e. 10.10.10.29). The trigger for VLAN X is sent via the
separated control network. If an incoming GVRP registration
message for VLAN value X arrives on a non-blocked port. of the
10.10.10.23, this indicates completion of a (half) VLAN tunnel.
Both these times are logged using the PC clock with a precision of
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Ims. We measured the set-up times of every VLAN of the burst
individually and measured the duration of the entire set-up time.
The results (averages of 20 tests) are presented for a growing
number of VLANSs in Fig. 6. For example, it takes 3028ms to
perform 50 sequential VLAN set-ups while the average set-up time
measures 148.5ms. This means that the GVRP doesn’t handle the
requests sequentially. The total set-up time increases linearly with
the length of the burst but is not dependent on the individual set-up
times. It is dependent on the rate at which the GVRP PDUs are sent.
The GVRP inter-arrival time measures nearly a constant rate of
59ms. The GVRP set-up times up to 3000 are represented in Fig. 7.
In this range, the set-up times increase slightly faster than linear
because the inter-arrival times are not constant in this range but
increase from 59ms (50 VLANS) to 70ms (3000 VLANs). Also the
average set-up time is no longer constant but starts increasing
significantly at bursts of more than 1000 VLANs. For example, it
takes 66.5s to set up 1000 VLANSs while the average set-up time
has increased to 154.25ms. )

B. Scenario 2: Failure Recovery

If a trunk link fails in the network, alt VLANs and associated
reservations that are transported on this link, need to be
reconfigured. We prefer not to rely on the slow STP reconfiguration
and measured the time it takes to establish all these tunnels on a
new working path (e.g. on another instance of the STP). The
reservation parameters of the failed VLAN tunnels have to be re-
invoked on the newly mapped VLAN tunnels. Therefore, the G2RP
set-up times are examined. Because the Click Data Plane couldn’t
cope with heavy configurations consisting of many elements, the
Click configuration is kept limited and the associated maximum
size of the G2RP bursts is resized accordingly. Fig. 8 represents the
G2RP set-up times for a Click configuration of 7 VLANs and 2
QoS classes. If the reserved VLAN 1 is left out, this allows 12
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Figure 8: G2RP set-up times

tunnels to be set up. For example, it takes 1033ms for setting up all
12 reservations while the average G2RP set-up time measures
310ms.

C. Other Performance Measurements

To correctly evaluate the developed applications, the
implementation provides a full-logging option. Because the logging
influences the protocol performance, we compared the set-up times
of the minimal-logging version and the verbose full-logging
version. This is illustrated on Fig. 9. The increasing impact of the
logging on the set-up times is clearly noticeable for long bursts of
GVREP set-up messages.
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Figure 9: GVRP Set-up time, Min. vs. Full logging

D. Comparison with other tunnel set-up mechanisms

As concurrent implementation we take a Linux implementation of
RSVP-TE. The set-up times, presented in Table I, are the total set.

up times for a single direction of the LSP tunnel in a test network "

with one intermediate hop. The RSVP-TE times were measured
without configuring the switching hardware or without admission
control. In these circumstances we can compare these times with the
GVRP set-up times of our implementation. Because RSVP is
TABLE I
TOTAL TIMES IN MS TO SET-UP # NUMBERS OF TUNNELS,

Number of tunnels RSVP-TE[7] GVRP
10 510 776
50 17350 3849.5
100 63000 7000

suffering from a non-linear growing function in assigning LSP
labels, GVRP is faster, even without speed optimizations. However,
the Click overhead is clearly noticeable for the lower burst sizes.
Compared to these results, the more complex G2RP is also
characterized by acceptable (bi-directional) set-up times.

V. CONCLUSION

The presented evaluation strengthens the candidature of Switched
Ethernet as a valid access technology and of GVRP/G2RP as a fast
and flexible tunnel set-up mechanism.
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2. Our contribution

1. Generic Attribute Registration

Protocol (GARP)

* GARP provides a generic aftribute dissemination
capability for bridged LANs and the use is described in
IEEE 802.1d.

+ Two existing implementations are described in IEEE
802.1q: '
+ GMRP: GARP Muilticast Registration Protocol
* GVRP: GARP VLAN Registration Protocal

= KR Dupt of rrmaton Tachviogy - Grant Urrvsesny Fl

3. GVRP Extension

Our contribution:

- For establishment of the tunnels, we designed a
“Scoped Refresh” extension of the standardized GVRP

- For distributing the reservation parameters associated
with these tunnels, a new GARP-based protocol is
designed. It is called GARP Reservation Parameters
Registration Protocol (G2RP).

- We realized a full implementation of both protocols
GVRP and G2RP on a Linux/Click Router test bed .

- We made extensive performance measurements

Dt ol idorrraion Techroiogy 1

4. Design of new GARP Protocol

“For distributing the reservation parameters associated with the
VLAN tunnels, a new GARP application, referred fo as G2RP, Is
developed with its own specific GIP context, closed loop

desig hanism for updating reservation parameters and
admission control.”

Closed loop design
. Propgets GIRP POUs ]

gt o irorgnon Tesrepiogy - rent Urresrmty !

“For establishment of tunnels in a Ethernet-based access
k, we developed a “Scoped Refresh” extension of the
standardized GVRP. This extension resolves the rel t
problem of depletion of the limited sized VLAN Databases.”

= “Scoped Refresh” extension

4. Design of new GARP Protocol

» G2RP is designed according to the GARP standard:

- The GARP broadcast address is assigned: 01-80-C2-00-00-22
- The G2RP specific attribute type and values are defined.

| VLAN-ID | RSV-ID| Reservation F A | Reservation Parameters B |

After defining the G2RP semantics, the appropriate hardware
operations have to be linked with registration and de-registration
events.
Distributed admission control is added to keep track of the existing
bandwidth reservations.

- Finally, the GIP (= GARP Information Propagation) context is free to
define. For the G2RP application, we linked the GIP context to the
pre-established VLAN tunnel
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5. Implementation Aspects

* Both protocols, GVRP and G2RP, are implemented and
tested on a Linux test bed.

6. Evaluation results
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Abstract

This paper describes the design of a novel tunnel set-up mechanism for Ethemet access networks. The
establishmant of VLAN-based tunnels is realised with a "scoped refresh® extension of the GVRP standard, For
the distribution of QoS-related feservation parameters, a new GARP-based protocel (G2RP) is developed with a
closed loop design for updating the feservation parameters and hop-hy-hop admission control. Both protocols
are implemented on a Linux test bed using the itk modular router. Extensive performance evaluations were
performed. The results are compared with Linux implementations of the other tunnel set-up msshanisms.
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