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ABSTRACT 
 

Communication has always been a limiting factor in making efficient computing architectures with 

large processor counts. Reconfigurable interconnects can help in this respect, since they can adapt the 
interprocessor network to the changing communication requirements imposed by the running applica-

tion. In this paper, we present a performance evaluation of these reconfigurable interconnection net-

works in the context of shared-memory multiprocessor (SMP) machines. We look at the effects of ar-
chitectural parameters such as reconfiguration speed and topological constraints, and analyze how 

these results scale up with higher processor counts. We find that for 16 processors connected in a torus 

topology, reconfigurable interconnects with switching speeds in the order of milliseconds can provide 

up to 20% reduction in communication delay. For larger networks, up to 64 processors, the expected 

gain can rise up to 40%. This shows that reconfigurable networks can help in removing the communi-

cation bottleneck from future interconnection designs. 
 

 

1. INTRODUCTION 

 
Traffic patterns on an interprocessor communi-

cation network are far from uniform. This makes 

the load over the different network links vary 
greatly across individual links, as well as over 

time, when different applications are executed 

or even when the same application goes through 

different phases. Most fixed-topology networks 

are therefore a suboptimal match for realistic 

network loads. These problems magnify as the 
network size increases since even a single-link 

congestion can quickly spread to slow down the 

whole network. 

 

One solution to this problem is to employ a re-

configurable network, which has a topology that 

can be changed at run-time. This way the traffic 

pattern can, at each point in time, be accommo-

dated in the most efficient way (i.e., with the 

highest performance, the lowest power con-
sumption, or a useful tradeoff between them). 

We have previously introduced a generalized 

architecture in which a fixed base network with 
regular topology is augmented with reconfigur-

able extra links that can be placed between arbi-

trary node pairs [1]. While the network traffic 

changes, the extra links are repositioned to loca-
tions were contention on the base network is 

most significant. An implementation using opti-

cal interconnection technologies and tunable 
lasers to provide the reconfiguration aspect can 

be found in [2]. 

 

In this paper we extend our previous work in 

reconfigurable network evaluation to larger size 

networks (from 16 to 32 and 64 nodes) and ob-
serve the improvement in communication per-

formance as we scale up the shared-memory 

multiprocessor system. 

 

 

2. SYSTEM ARCHITECTURE 

 

2.1 Multiprocessor architecture 

 

We have based our study on a multiprocessor 
machine that implements a hardware-based 

shared-memory model. This requires a tightly 

coupled machine, usually with a proprietary in-
terconnection technology yielding high through-

put (tens of Gbps per processor) and very low 
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latency (down to a few hundred nanoseconds). 
This makes them suitable for solving problems 

that can only be parallelized into tightly coupled 

sub-problems (i.e., that communicate often). 
Since network communication here is largely 

hidden from the programmers, they can do little 

to hide communication latency which makes the 

performance of such machines very vulnerable 

to increased network latencies. 

 

Modern examples of this class of machines 

range from small, 2- or 4-way SMP server ma-

chines (including multi-core processors), over 
mainframes with tens of processors (Sun Fire, 

IBM iSeries), up to supercomputers with hun-

dreds of processors (SGI Altix, Cray X1). For 
several important applications, the performance 

of the larger types of these machines is already 

interconnect limited [3]. Also, their interconnec-
tion networks have been moving away from to-

pologies with uniform latency, such as busses, 

into highly non-uniform ones where latencies 

between pairs of nodes can vary by a large de-

gree. To get the most out of these machines, 

data and processes that communicate often 
should be clustered to neighboring network 

nodes. However, this clustering problem often 

cannot be solved adequately when the commu-
nication pattern exhibited by the program has a 

structure that cannot be mapped efficiently (i.e., 

using only single-hop connections) on the base 
network topology. Also communication re-

quirements can change rapidly, this limits the 

use of a software approach which would move 

processes and data around on the network. 

Therefore, SMP systems are very likely candi-

dates for the application of reconfigurable inter-

connection networks. 
 

For this study we consider a shared-memory 

machine in which cache coherence is maintained 
through a directory-based coherence protocol. In 

this computing model, every processor can ad-

dress all memory in the system. Accesses to 

non-local words are intercepted by the network 

interface, which generates the necessary net-

work packets requesting the corresponding word 
from its home node. Since processors are al-

lowed to keep a copy of remote words in their 

own caches, the network interfaces also enforce 
cache coherence which again causes network 

traffic. This way, memory access requests may 

stall the processor for one or more network 

round-trip times (in the order of hundreds of 
nanoseconds). This is much more than the time 

that out-of-order processors can occupy with 

other, non-dependent instructions, but not 

enough for the operating system to schedule an-

other thread. System performance is therefore 

very much dependent on network latency. 

 

2.2 Reconfigurable network architecture 

 
Our network architecture starts from a base net-

work with fixed topology. In addition, we pro-

vide a second overlapped network that can real-
ize a limited number of connections between 

arbitrary node pairs – these will be referred to as 

extra links or elinks. To keep the complexity of 

the routing and elink selection algorithms ac-

ceptable, packets can use a combination of base 

network links and at most one elink on their 

path from source to destination. 

 

The elinks are placed such that most of the traf-

fic has a short path (low number of intermediate 
nodes) between source and destination. This 

way a large percentage of packets will end up 

with a correspondingly low (uncongested) la-

tency. In addition, congestion is lowered be-

cause heavy traffic is no longer spread out over 

a large number of intermediate links. A heuristic 

is used that tries to minimize the aggregate dis-

tance traveled multiplied by the size of each 

packet sent over the network, under a set of im-
plementation-specific conditions: the maximum 

number of elinks n, the number of elinks that 

can terminate at one node (the fan-out, f), etc. 
After each execution time interval of length ∆t 

(the reconfiguration interval), a new optimum 

topology is computed using the traffic pattern 
measured in the previous interval, and the elinks 

are repositioned (Figure 1). 

 

The reconfiguration interval must be chosen 

short enough so that traffic doesn’t change too 

much between intervals, otherwise the elink 
placement would be suboptimal. On the other 

 

Fig. 1 Extra link selection and reconfiguration. 
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hand, the elinks are unavailable for routing traf-
fic while they are being reconfigured (the dura-

tion of this reconfiguration we call the switching 

time, tSw in Figure 1). This limits the choice of 

the reconfiguration technology to one that has a 

switching time much shorter than the reconfigu-

ration interval. In this work, we realistically as-

sume this to be the case and further ignore the 

switching times, bearing in mind however that 

the selection of a certain technology places a 
lower limit on the reconfiguration interval (of 

for instance 10× the switching time). 

 

2.3 Implementation 
 

The physical implementation of the reconfigur-

able optical network we envision can be done by 

using low-cost tunable laser sources, a broad-

cast-and-select scheme for providing the extra 

optical links, and wavelength selective receivers 

on every node (Figure 2). By tuning the laser 

source, the correct destination is addressed. On 

the transmission side, tunable Vertical Cavitiy 
Surface Emitting Lasers (VCSELs) are preferred 

for their characteristics, with a tuning range of a 

few tens of channels and a switching speed be-

tween 100 µs and 10 ms. 

 

The broadcasting could be done through the use 
of a starcoupler-like element that reaches all the 

nodes. When scaling up to tens of nodes or more 

this is no longer feasible: the number of avail-
able wavelengths is finite, also such a wide 

broadcast would waste too much of the transmit-

ted power. In this case a component like a dif-

fractive optical prism can be used, which broad-

casts light from each node to only a subset of 

receiving nodes. Note that the routing to and 

from the broadcast element will be such that 

nodes will have different neighbors on the 

broadcast element than those on the base net-
work. This way the elinks will span a distance 

on the base network that is larger than one hop. 

 
On the receiving side, Resonant Cavity 

Photodetectors (RCPDs) make each node sus-

ceptible to just one wavelength. Integration of 
all these optical components has been proven 

and (non-reconfigurable) optical interconnects 

are currently arriving to the midrange servers. 

More information about this envisioned imple-

mentation can be found in [2]. 

 
 

3. SIMULATION METHODOLOGY 

 

3.1 Simulation platform 

 

We have based our simulation platform on the 
commercially available Simics simulator [4]. It 

was configured to simulate a multiprocessor 

machine based on the Sun Fire 6800 server, with 

16, 32 or 64 UltraSPARC III processors clocked 

at 1 GHz and running the Solaris 9 operating 

system. Stall times for caches and main memory 

are set to realistic values (2 cycles access time 
for L1 caches, 19 cycles for L2 and 100 cycles 

for SDRAM). Both the caches with directory-

based coherence and the interconnection net-
work are custom extensions to Simics. The net-

work models a 4×4, 4×8 or 8×8 torus with con-

tention and cut-through routing. A number of 

extra point-to-point (optical) links can be added 

to the torus topology at any point in the simula-

tion.  
 

The network links in the base network are 

16 bits wide and are clocked at 100 MHz. In the 
reported experiments, the characteristics of an 

elink were assumed to be equal to those in the 

base network, yielding a per-hop latency that is 

 

 

Fig. 2 Implementation using a Selective Op-

tical Broadcast (SOB) component 
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the same for an elink as for a single base net-
work link. Both coherence traffic (resulting 

from the directory-based protocol) and data (the 

actual cache lines) are sent over the network, 
and result in remote memory access times repre-

sentative for a Sun Fire server (around 1 µs on 

average). 

 

To avoid deadlocks, dimension routing is used 

on the base network. Each packet can go 

through one elink on its path, after that it 

switches to another virtual channel to avoid 

deadlocks of packets across elinks. For routing 
packets through the elinks we use a static rout-

ing table: when reconfiguring the network, the 

routing table in each node is updated such that 
for each destination it tells the node to route 

packets either through an elink starting at that 

node, to the start of an elink on another node, or 
straight to its destination. 

 

The SPLASH-2 benchmark suite [3] was chosen 

as the workload. It consists of a number of sci-

entific and technical applications using a multi-

threaded, shared-memory programming model, 
and is representable for the expected workload 

on a real machine of this scale. 

 

3.2 Network architecture 

 

To both determine the expected performance of 
our reconfigurable network implementation us-

ing the selective optical broadcast component, 

and to predict the performance of other, future 

implementations, we run our simulations with a 

hypothetical parameterized architecture that 

provides the infrastructure to potentially place 

an elink between any two given nodes. Two 
constraints are made on the set of elinks that are 

active at the same time: 

- a maximum of n elinks can be active con-
currently, 

- the fan-out (the number of elinks that termi-

nates at any one node) is limited to f. 

The reconfiguration interval ∆t is the third pa-

rameter, all simulation results in this paper will 

be based on different sets of values for these 
three parameters. The network from Section 2.3 

using the Selective Optical Broadcast (SOB) 

element can be modeled using f = 1, n equal to 
the number of processors, and an additional con-

straint on which destinations can be reached 

through an elink from each source node. In our 

case, only the surrounding neighbors on the 

prism will be available as destinations (at most 9 

out of n). This significantly limits the connec-

tivity of the design. The placement of nodes on 

the prism, which determines which 9 nodes each 

node can reach through an elink, is therefore 

crucial. More information on how this place-

ment is determined is provided in Section 3.4. 

 

3.3 Extra link selection 

 

At the start of each reconfiguration interval, a 
decision has to be made on which elinks to acti-

vate, within the constraints imposed by the ar-

chitecture, and based on the expected traffic dur-
ing that interval (with, in our current implemen-

tation, the expected traffic being the traffic as 

measured during the previous interval). As ex-

plained in section 3.2, we want to minimize the 

number of hops for most of the traffic. We do 

this by minimizing a cost function that expresses 

the total number of network hops traversed by 

all bytes being transferred. 

 
The time available to perform the elink selection 

(called the selection time, tSe in Figure 1) is from 

the same order of magnitude as the switching 
time, because both need to be significantly 

shorter than the reconfiguration interval. Since 

the switching time will typically be in the order 

of milliseconds, we need a fast heuristic that can 

quickly find a set of elinks that satisfies the con-

straints imposed by the architecture and has a 

near-optimal cost. This algorithm is described in 

detail in [5]. 

 

Fig. 3 Average and maximum inter-node dis-

tances for torus networks of differing size, and 

the new average distance after adding elinks 

using the optimal node placement. 
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3.4 Node placement on the prism 
 
To provide all nodes with a reconfigurable con-

nection, each will be connected to the SOB 

prism. This mapping of the source and receiving 
nodes will be crucial, as it directly determines 

the possible destinations for every transmitting 

node through the SOB. This mapping results in 
the placement matrix, which needs to be opti-

mized such that the resulting inter-node dis-

tances are minimized. 

 

The number of possible permutations of all 

placements increases in a factorial way with the 

network size. A heuristic approach is therefore 

needed to solve the problem in a realistic time. 

We used simulated annealing to optimize the 
node placement algorithm, with the average in-

ter-node distance as the evaluation metric. We 

tried to maximize the distance saved using the 

elinks by surrounding every node on the prism 

with nodes that are distant on the base network. 

As a result, we obtained close-to-optimal 

placements resulting in an ideal average distance 
saving of up to 46.5% (for an 8×8 torus, relative 

to a base network only implementation). Fig-

ure 3 shows this, plotting, for a number of net-
work sizes, the maximum and average inter-

node distances for a torus network, and the re-

sulting distance using the optimal node place-
ment. 

 

 

4. RESULTS 
 

Figures 4 through 7 show our simulation results. 

Each plots the improvement of the network la-

tency relative to a base network only implemen-

tation, averaged over the execution of all bench-

mark applications. 
 

In Figure 4 the effect of adding more elinks is 

shown. The fan-out is always f = 2, the recon-
figuration interval ∆t is fixed at 100 µs. Clearly, 

adding more elinks increases performance, up to 

a point where there are as many elinks as there 
are nodes where the performance levels out. 

Further simulations will therefore be done with 

n = #CPUs, this is also the case for our imple-

mentation with the SOB prism. Also visible is a 

negative improvement in the 64-node case with 

only 2 elinks. Here, too many nodes want to use 

the elinks causing highly increased congestion 

which has a large negative impact on perform-

ance. The 64 nodes (*) case avoids this extra 
congestion by allowing only a few nodes to use 

the elinks. 

 

Next we study the influence of the fan-out. If 

one node communicates frequently with a large 

set of other nodes, it would be interesting to 

connect multiple elinks to this first node. This is 
however not technologically feasible, indeed, in 

our prism implementation the fan-out is just one. 

Figure 5 shows the effect of different fan-out 
limitations, all for n = #CPUs and ∆t = 100 µs. 

As can be expected, improving the fan-out from 

1 to 2 increases performance. Higher fan-outs 
however do not result in more performance 

gains. 

 

Figures 6 and 7 show the effect of faster recon-

figuration, here we vary ∆t between 1 µs and 

10 ms. In Figure 6 we used f = 2 and n = 

#CPUs, Figure 7 is for the prism implementa-

tion which can be expressed as f = 1, 

 

Fig. 5 Performance scaling for increasing the 

fan-out, n = #CPUs and  ∆t = 100 µs. 

 

Fig. 4 Performance scaling for increasing the 

number of extra links, f = 2 and ∆t = 100 µs. 
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n = #CPUs and an extra limitation on which 

nodes are reachable from each processor. Here 

we have plotted the different benchmarks sepa-
rately, indicating that the behavior of the pro-

gram being executed on the multiprocessor ma-

chine highly influences the performance im-
provement obtained. An extreme case for in-

stance is the radix application running on 

64 nodes, which suffers much less performance 

degradation when moving from an f = 2 network 

to a prism implementation whereas the limited 

connectivity of the second network causes a 

more significant drop in performance for all 

other benchmarks. 

 
 

5. CONCLUSIONS 
 
It is clear that, as processor counts increase in 

SMP systems, the performance bottleneck 

moves to the interconnection network. Recon-

figuration of the interconnect can speed up 

communications in shared-memory multiproces-

sors by up to 40%. We have characterized this 

speedup for large networks, and found how it 

depends on the application, network size, and 

the topological constraints of the reconfigurable 
design. Our optical implementation has been 

validated and further results can be extracted 

from this model. 
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Fig. 6 Performance trends for varying reconfiguration intervals, all with f = 2 and n = #CPUs. 

 

 

Fig. 7 Performance trends for varying reconfiguration intervals, SOB implementation. 


