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Tim Wauters

IPTV Deployment: Trigger for
Advanced Network Services!

The increasing popularity of multimedia broadband applications, beyond basic triple-play, intro-
duces new challenges in content distribution networks. These next-generation services are not only
very bandwidth-intensive and sensitive to the high delays and poor loss properties of today's
Internet, they also have to support interactivity from the end user. The current trend is therefore
to introduce IP-aware network elements in the aggregation networks to meet the increasing QoS
requirements, offering a smooth transition from legacy ATM-based platforms towards more scala-
ble, efficient and intelligent access networks. One of the promising services triggering this evolution
is IPTV. This paper presents a large-scale IPTV service deployment in an IP-aware multi-service
access network, supporting Broadcast TV, Time-Shifted TV and Pay-per-View services. Transparent
proxy caches collaborate providing distributed network storage and user interactivity, while offer-
ing an adequate end-to-end Quality of Experience. As a use case, a Time-Shifted TV solution is
introduced in more detail. We discuss a distributed caching model that makes use of a sliding win-
dow concept and calculates the optimal trade-off between bandwidth usage efficiency and storage
cost. A prototype implementation of a diskless proxy cache is evaluated through performance meas-

urements. Keywords: service awareness, access network, IPTV
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Although telecom operators continue
tor build out their broadband access net-
works 1o improve high-speed Internet
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access and voice-over-ip (VoIP) services,
IPTV services are becoming the highest-
priority residential telecom services, cre-
ating very promising market opportuni-
ties. These bandwidth-intensive IPTV
services have a significant impact on the
underlying  transport network and
require more itelligent access network
elements to meet the higher QoS require-
ments. [IPTV is therefore considered as an
important driver for other advanced net-
work services.

As a consequence, the architectural
model of access networks has evolved
towards multi-service and multi-provider
networks during the last few vears.
Ethernet as well as full IP alternatives
have been investigated as viable connec-

tionless successors for the
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legucy ATM-based plat-
forms. While the introduc-
tion of Ethernet up o the
edge solves some the of the
existing access networks,
new ones are created, Per
subscriber raffic segrega-
tion and the lack of (oS
support are the main
issues of standard
Ethernet. While the intro-

duction of VLANs could alleviate these
shortcomings, it can be questioned
whether this approach is sufficiently scal-
able for larger access newwork deploy-
ments. Therefore an IP-aware network
model [3] is often considered a valuable
alternative.

Depending on the popularity of the
content, different IPTV services can be
distinguished (Figure 1). While tradition-
al live TV is broadcasted from a central
server deeper in the network, video-on-
demand (VoDj servers are typically locat-
ed at the edge of the core network. In
order to support interactivity from the
end-user for live TV or to serve requests
for other very popular content, servers in
the access network can become beneficial.
This approach however has important
implications for future access network

architectures, as discussed further on in

this paper.

Next to IPTV services, a wide variety
of other value added (interactive) services,
such as managed home networking,
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home automation and security manage-
ment. multimedia multi-party conferenc-
ing and online gaming, can be offered hy
service providers, each setting its own
requirements for the underlying network.
Different services have highly fluctuating
bandwidih requirements. Delay and jitter
requirements also differ from service to
service.

For iteractive services a low delay
over the network 1s a critical success fac-
wor. When several parties exchange infor-
Mation i an interactive way, the quality
of the user experience (QoE) decreases
with mcreasing delay. For instance, a tele-
phone conversation will become very dif-
ficult i the network delay exceeds a few
100 milliseconds. Multimedia services are

nsitive to jitter — variation in the

witl drastically degrade audio and

qualiny — but in case thev are non-
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Evolution towards a converged, IP aware, full service access network.

A.Networl transformation

The connection-oriented approach of
current DSL (Digital Subscriber Line)
access networks (cf. Figure 3 on current
access network deployment) has been
identified as a limiting factor. both in
terms of access network scalability ~ all
PPP (Point to Point Protocol) links are ter-
minated in a single device, the broadband
access server (BAS), PPP obstructs mulu-
cast support in the access network — and
subscriber terminal autoconfiguration -
PPP links cannot be autoconfigured as the
link specification is location dependent.
Also. since PPP access networks are fai-
lored 1o the connection of a single device
Nerwork

per  subscriber. Address
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Translation (NATY is vequired on sub-
seriber lines where multiple 1P devices ure
comected. breaking end-to-end 1P con-
nectivity, Furthermore, mtroducing new
services, all imposing their own QoS
(Quality of Service) requivements, is
impossible over a single best-eftort wccess
ink as it exists roday.

To overcome all these issues. a con-
verged 1P access network architecture, as
depicted Figure 2, was inwoduced in [1],
showing how an 1P(v6) data-plane can be
used as the cornerstone of a future serv-
ice-oriented access network:

IP awareness close to the end user i3

required for the deployment of new

advanced services in the access net-
work.

A converged access network reduces

the capital and operational expenses

(CAPEX and OPEX) of maintaining
separated

per service networks.

Furthermore, interaction between dif-
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ferent services is more lexible.

Due 1o its connectionless nature, an [P
access network allows for muluple
edges, greatly improving scalabiliey
and robustness in case of edge node
failure.

I light of the growing peer-io-peer

trattic volume. the abiliy o process

Current Access Networks
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intelligent Layver L aggregation
* Low-speed AT uplinks
* Mostly Central Office - based

* Bound to DSL CPE in the home
* Provisioning cost high
> e

ik
« Optimized for best-effort internet
* Lack of scalable routing and QoS
* Typical OC-12 handoff to [P core

Table 1 : Network transformation process for triple play

= Incremsingly RT-based
B

« DHCF-
~Independent of device

« Optimized for QoS:sensitive services

+ Highly scalable

» 18 GBHE handoffto IP/MPLS core
o %

« Little to no tolerance of service interruptions
* Risk of churn if veliability metrics aren’t met

For this rea-
son, a hybrid
device, «called
network proces-
sor (NPU), has

emerged over
» Intellizent aggregation with multicast support . S
~Gigabit Ethernet Uplinks the last few
years. Network

processors are
highly parallel,
programmable
hardware, com-
bining the low
cost and flexibil-
ity of a RISC
processor with
the speed and
scalability  of

o

custom silicon
Source: Tankee Group “Insidde the trends and Numbers of the Broadband Aggregation Market", June 2005 [2] (cf. Figure
4). NPUs are
considered an
local traffic without edge involvement  important technology  for

further increases the scalability of an

IP access network.

An overview of the most important
elements in the network transformation
process is given in Table 2 [7].

B. Network processing power

Because each service has its own
requirements for the characteristics of the
underlying network, advanced QoS sup-
port will be a critical success factor for
such a converged access network, requir-
ing additional processing power to be
present in IP access nodes. Furthermore,
the deployment of service enablers or
even full services in the access network
puts additional strain on the access nodes’
processing units.

'I“ra(,liti(maﬂ}f’, telecom equipment ven-
dors have used fixed-function application
specitic integrated circuits {ASIC) 1o cope
with the huge performance requirements
of today’s network systems. However, the
ever-changing requirements of a service
oriented access network ask for Hexible
solutions with assured time to market,
while custom silicon provides little or no
flexibility to introduce new protocols or
services on existing hardware.

As opposed 1o ASICs, general-purpose
processors certainly meet the Hexibility
requirements for implementing modern
network services. However, they often
lack performance or consume too much
power (generate too much heat) for inte-

gration in large telecom systems.
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increasing application awareness
of IP access nodes.

A. Time-shifted TV cs

Due to the growing populari-
ty of IPTV, a central server
architecture has become insuffi-
cient to support these services.
Recent deployments therefore
introduce distributed servers at
the edge of the core network,
storing the more popular pro- t_program
grams. The time-shifted TV con-
cept however, as explained in
more detail in the next section,
even goes one step further and

introduces the storage of small

shiding intervals of streaming tg

content i the access network.
This

streamers can be deploved close

way smaller, diskless

to the end users, at the proxies.

This is most beneficial, inn terms
of network bandwidth, for very
popular content, such as live TV shows on
popular channels. Support of interactive
commands  (pause, fast forward or
rewind) on live TV then becomes possible
at the proxies, at least within the time win-

dow of the stored interval.

B. Distributed storage

End users have an increasing amount

core network

CS: central server

ER: edge router

AR: access router

AM: access multiplexer

of multimedia data (digital photo albums,
digital home videos, a digital music and
movie collection, etc). A major opportuni-
ty of multi service access networks, is
allowing users to transparently store,
access and share their digital media
library from anywhere. While harddisks
are failure prone and recordable optical
media only have limited archival lifespan
[4]. having a high speed network storage
service, enabling users to virtually take
their data with them wherever they go
and relieving them of the burden of
meticulously backing up all data, would
make life a lot easier.

Guaranteeing fast access requires dis-
tributed servers and a pervasive replica-
tion mechanism, as introduced in [5],
caching data wherever and whenever it is
accessed. Since multimedia content is typ-
ically read-mostly data, no strong consis-
tency is required between replicas.

access network

1
. x@
AM ol ol 2

regional network

[E0 S Time-shifted television: {a) typical access

rzemgr& topology and (b} tsTY streaming dizgram‘

Occasional updates can be propagated
periodically, at the same time deciding
whether a replica should be retained or
deleted (e.g. based on last access time,
access i‘z‘m;uéﬁri(ffva erc), A minumum set of
replicas should be maintained at all times
in order to ensure reliability. A further
speed-up of data access and sharing could
be achieved by deploying small caches




close 1o the end-user, operating in an
analogous manner as the sTV pmxies,

A. Concept
Time-shifted TV enables the end-user
to watch a broadcasted TV program with

a rinie shift, ie. the end-user can start
watching the TV program from the
beginning although the broadcasting of
that program has already started or is
even already finished.

As shown in Figure 1, the popularity
of a television program typically reaches
its peak within several minutes after the
initial broadcast of the program and
exponentially decreases afterwards. This
means that caching a segment with a slid-
ing window of several minutes for each
current program can serve a considerable
part of all user requests for that program,
from start to finish, hence the benefit of
using distributed streamers with limited
storage capacity. In Figure 5a and Figure
5b for example, user 1 is the first to

program
stored
focally?

no

request for program p

window
appropriate?

B. Caching algorithm 40 -
Our caching algorithm a5

30 -

25

for 5TV services 1s present-
ed in this section. Since we
assume that in general only
segments of programs willbe 20
stored, cache sizes can be 45
limited to a few gigabyte in 10

@ min delay
Jav deiay

rimax delay

stand-alone mode or even 5

less in case of co-operauve

caching. This way smaller 0 -
streaming servers can be content not content server only
deploved closer to the users, cached at cached at (proxy
without increasing the instal- proxy proxy disabled)

lation cost excessively.

We virtually split the
cache into two parts: a small
part S and a main part L.
Part S will be used to cache the first few
(e.g. 5) minutes of every newly requested
(or broadcasted) program, mainly to learn
about its initial popularity. Its size is gen-
erally smaller than 1 GB (typically 1 hour
of streaming content).

Part L will be used to actually store the
appropriate segments (with growing or
sliding windows). These segments and
their window size are chosen based on

local popularity (espe-

cially useful in case of

stand-alone caching), dis-
tance from the end user
(important in case of co-
operative caching) or a
combination of both met-
rics. Figure 6 shows the
basic principle of the

~stream from
other cache
- update metric

- stream from
other cache

- stream from
server
-cachein 8

- stream locally
- set to “occupied”

ts TV caching algorithm.

at each proxy

tequest o certain television program and

gets sevved from the central server.

Afterwiards, other requesiimg users (e.g.

i be served by the proxy.as long
low of the requested prowram
ow-ing. After several minutes, the
©stops growing and begins sliding,
wor 3 cannot be served anvimore
s redivected 1o the (central or
PRerver or, in case of co-operatve
woa neighbor proxy with the
tite segment, if present. Pausing
tpurdic i the horizonmal axis, Figure 5bs
S o be supported within the segnient

Window, as well as fast forward or rewind

el ro the vertical axis).

Basic principle of the tsTV caching algorithm

- update metric We assume that all
caches know
which seg- 100 2
ments are

stored on

the 80
other caches, through a Cache
State Exchange (CSE) protocol.
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deplovment options.  stapd-

alone or co-operatve caching,

simulations were performed on

TS | Delay between a client request and the actual start of
’ the RTP stream on a client PC

interval (= 5 minutes) after the start and
i1s halved after each interval (similar to
Figure 1), so that all requests for each
program are made before the program
has ended.

Figure 7 shows the load on the differ-
ent links between the edge server ER, the
access routers AR and the access multiplex-
ers AM from Figure 5a. In stand-alone
mode, requests that cannot be served by
the cache at an AM are forwarded to its AR
cache and, if necessary, forwarded to the
ER (hierarchical). In co-operative mode,
caches are present at the AMs only (no
hierarchical caching), forwarding requests
amongst each other effectively, using
RTSP (Real-Time Streaming Protocol)
messages [6].

In co-operative mode, the server load
decreases n umes faster than in stand-
alone mode without hierarchical caching,
where n is the number of AM caches (6 1n

' —3— ER -> AR (hierarchical)
—e— ER-> AR (co-operative)
AR-> AM (co-operative)
—a— AM -> AR (co-operative)

the tvpical access neiwork
topology shown in Figure 500 0
Fhe server offers 5 popular 0

the TV

service, cach with 6 programs

channels through
of 45 minutes per evening, The
popularity of each program
reaches a peak during the hirst

cache size [GB]

Relative load on the links between ER, AR

and AM (upstream and downstream)
for hierarchical and co-operative caching
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Figure 7). At low cache sizes (<1GB), the
access network trathic due o the cache co-
operation is relatively high. When using
larger caches, this load is reduced as well,
since most requests can be served locally.

C. RTSP proxy

A transparent RTSP proxy for time-
shifted TV has been implemented for
evaluation purposes. An overview of the
performance measurements on an AMD
AthlonTM 64 processor 3000+ (512MB
RAM) 15 presented in [6]. Figure 8 shows
the delay berween a PLAY request sent by
a PC client and the arrival of the first RTP
packet at the PC client, for different con-

40

fgurations (server-proxy-client).
Even when the proxy has to fetch the

content from the server, the delay is never

higher than 35 ms (1000 measurements
per configurationj. When the proxy acts
as a mere router, the delay caused by the
server is less than 1 ms. The delay on the

network links between server, proxy and

client is negligible.

In this paper, the necessary transfor-
mations in access network architectures

for next-generation broadband services

have been described. Improved scalabili-
ty, flexibility and availability can be
achieved through the inwroduction of IP-
aware network elements.

Due to their significant bandwidth
requirements and steadily rising popular-
iy, IPTV services have been identified as
the main trigger for this evolution, offer-
ing opportunities for service providers to
mtroduce other value added (interactive)
services. One of the most promising IPTV
services is time-shifted TV, which can be
deployed using diskless  distributed
caches, effectively offloading the server
and transport network.
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