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Abstract: Accurate yield information empowers farmers to adapt, their governments to adopt 

timely agricultural and food policy interventions, and the markets they supply to prepare for pro-

duction shifts. Unfortunately, the most representative yield data in the US, provided by the US De-

partment of Agriculture, National Agricultural Statistics Service (USDA-NASS) Surveys, are spati-

otemporally patchy and inconsistent. This paper builds a more complete data product by examining 

the spatiotemporal efficacy of random forests (RF) in predicting county-level yields of corn—the 

most widely cultivated crop in the US. To meet our objective, we compare RF cross-validated pre-

diction accuracy using several combinations of explanatory variables. We also utilize variable im-

portance measures and partial dependence plots to compare and contextualize how key variables 

interact with corn yield. Results suggest that RF predicts US corn yields well using a relatively small 

subset of climate variables along with year and geographical location (RMSE = 17.1 bushels/acre (1.2 

tons/hectare)). Of note is the insensitivity of RF prediction accuracy when removing variables tradi-

tionally thought to be predictive of yield or variables flagged as important by RF variable im-

portance measures. Understanding what variables are needed to accurately predict corn yields pro-

vides a template for applying machine learning approaches to estimate county-level yields for other 

US crops. 

Keywords: yield modeling; corn; random forest; data infilling; yield prediction 

 

1. Introduction 

In the coterminous US, 55 percent of the land is dedicated to food production, with 

two-thirds of all cropland cultivated with one of three major crops: corn, wheat, or soy-

bean [1]. Over the last century, corn yields have increased fivefold. These yield gains have 

been driven by technological innovations in agriculture and political–economic incentivi-

zation. Despite continuing advances in agricultural technologies and policies built to pro-

tect farmers, research suggests that climate change and variability is already impacting 

agricultural yields [2,3] and that future climate changes are sure to exacerbate challenges 

to agricultural production. For instance, increased exposure to stressful temperatures is 

projected to significantly decrease corn yields in many regions of the US [4–6]; by one 

estimation, a 5 °C increase in temperature could cause catastrophic corn yield declines 

between 30 and 50% [7]. 

Crop yield variability and change and its determinants are of major concern to farm-

ers, their governments, and the markets they supply [8]. Without accurate yield infor-

mation, it is nearly impossible for markets to prepare for production shifts, for farmers to 
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adapt to future cropscapes, or for governments to make timely policy interventions; and 

without knowledge of crop yield determinants across space-time, it is difficult to target 

future scientific research efforts or inform farmers of broad patterns in yield response to 

manageable on-farm variables. Unfortunately, the most accurate and spatiotemporally 

available yield data in the US, provided by the US Department of Agriculture, National 

Agricultural Statistics Service (USDA-NASS) Surveys, are incomplete, missing key data, 

and are not attached to features important to agricultural yield. These spatiotemporal data 

limitations arise due to different sampling protocols used for data collection (i.e., states 

do not always sample respondents in the same way), question-level non-responses (i.e., 

farmer’s inability and/or unwillingness to answer questions despite their applicability to 

all respondents), disclosure requirements, and a seemingly limitless body of covariates 

known to influence yield at varying scales. 

In a comprehensive sweep of USDA-NASS Survey yield data for corn between 2008 

and 2018, 25.4% of US county-year data is missing in the coterminous US in counties re-

porting at least one year of corn yields during that period (n = 2076; Figure S1). Across all 

3108 counties, including those that reported no corn yields, 50.2% of yield data is missing. 

These counties may be “missing” because they produced no corn, or, more likely, because 

there were not enough reporting growers to meet NASS statistical disclosure require-

ments. These disclosure requirements ensure that grower confidentiality is maintained, 

and we commend NASS for upholding them. At the same time, we recognize the expan-

sion of statistical possibilities that come with more complete yield data, especially when 

that data is made freely accessible for the common good. 

This paper offers a framework for building an open-source and more complete yield 

dataset without threatening confidential grower information. In these counties where data 

is missing, or where corn is not currently grown, we utilize blended data from big (i.e., 

remotely sensed) and traditional (i.e., censuses and surveys) sources, in concert with sta-

tistical models, to build an infilled yield dataset. The data we have access to limits what 

we can know about US agriculture [9]. Thus, by producing this infilled dataset, which we 

can think of as mapping “anticipated production”, we can increase our understanding of 

US agriculture and help farmers better consider expanding or contracting their cultivated 

acreage in response to changing cropscapes and geographies. Counties in which corn pro-

duction was not previously viable (biophysically or economically) may become viable as 

the climate changes; and those areas that are currently highly productive (e.g., the US 

Corn Belt), may collapse entirely [10]. We must prepare farmers for these changes; and 

monitoring how crop yield and crop yield predictions change through time and across 

space in relation to features of interest is one way to do so. 

In recent decades, crop yield studies have moved in the direction of empirical mod-

eling, utilizing statistical modeling techniques to estimate the relationship between crop 

yield and important determinants of yield (e.g., precipitation, temperature). These empir-

ical models do not consider the underlying physiological processes that govern below or 

above-ground plant growth as process-based, mechanistic, biophysical models do (see 

[11] for a review), yet still provide quite reasonable estimations of crop yield [12]. In fact, 

when predicting at large spatial scales, statistical models generally outperform mechanis-

tic models [11–13]. 

In the early 2000s, empirical approaches for yield prediction relied heavily on tradi-

tional econometric methods (following [14]), and simple or multiple linear regression 

(e.g., [15,16]). However, such models are not able to capture the complex interactions nec-

essary to represent highly nonlinear yield–environment dynamics. Non-parametric anal-

yses provide more meaningful insight here. Studies utilizing machine learning ap-

proaches for crop yield prediction and forecasting have proliferated in the intervening 

years (see [17–19] for reviews), demonstrating the predictive capacity of these models in 

various crops and contexts. Though the literature continues to grow, machine learning 

techniques remain understudied in the field of crop yield modeling at the US county-scale 
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[20], in their inclusion of farm(er) predictors, and, interestingly, in their exploration of 

variable selection for building lightweight models. 

In this paper, we use random forests (RF) to predict county-level yields of corn—the 

most widely cultivated crop in the US—across space (coterminous US) and through time 

(2008–2018) using both traditional and novel predictors. We make a distinct contribution 

by: (1) including predictors (e.g., irrigated extent, agricultural diversity, farm(er) charac-

teristics) often ignored in previous studies and determining their efficacy using a novel 

variable selection approach that involves grouping variables by data source; (2) utilizing 

RF’s variable importance measures and partial dependence plots to compare and contex-

tualize how key variables interact with corn yield across models; and, (3) building an in-

filled corn yield dataset for the coterminous US. 

In making this contribution we answer two distinct research questions: (1) What is 

the efficacy of employing RF for corn yield predictions? and (2), What are the features 

most important for corn yield prediction and how can their interactions with yield inform 

future research efforts and farmer outreach? 

Our paper is structured as follows. After discussing the methods in Section 2, we 

present model results and key figures in Section 3. We contextualize our findings in exist-

ing socio-ecological knowledge and provide a framework and reproducible code for 

building an infilled, complete, corn yield data product in Section 4. Finally, we present 

our conclusions in Section 5. This section argues for the creation of data products that 

better measure farm(er) management strategies at scale and presents policy and research 

implications for this work. 

2. Materials and Methods 

We utilized publicly available datasets and open-source programming software to 

build empirical yield models for corn across the coterminous US. These data are built to 

the county-scale, as it is the finest resolution at which USDA-NASS farm-level data, in-

cluding yield, is aggregated. Using these data allowed us to visualize, understand, model, 

and interpret the spatial and temporal complexities of corn yield over the period from 

2008–2018; we contextualize our findings and discuss our results according to the USDAs 

Farm Resource Regions (FRR), which were built to capture important regional differences 

in agricultural production, including market access, land management, cropscapes, and 

farm(er) demographics (Figure 1) [21]. Through these models, we illustrate the efficacy of 

RF in predicting agricultural yield across the coterminous US and the features most im-

portant in producing accurate yield predictions. 

 

Figure 1. Farm Resource Region (FRR) boundaries and average corn yield (bushels per acre) rec-

orded in USDA-NASS Surveys between 2008 and 2018; µpanel = 142.2 bushels/acre (9.56 tons/hectare), 

sdpanel = 39.4 bushels/acre (2.65 tons/hectare). FRRs as follows: (1) Heartland; (2) Northern Crescent; 

(3) Northern Great Plains; (4) Prairie Gateway; (5) Eastern Uplands; (6) Southern Seaboard; (7) Fruit-

ful Rim; (8) Basin and Range; and (9) Mississippi Portal. The “missing” category refers to all counties 

where NASS reported no corn yields from 2008–2018. 
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2.1. Datasets 

To build an infilled corn yield dataset, we applied nonparametric modeling tech-

niques to corn-specific datasets describing the climatic, topographic, edaphic, and agri-

cultural characteristics of counties across the coterminous US (Table 1). These variables 

group naturally both by type and by the source from which they are obtained. 

We estimated corn productivity, our target variable, using county-level yield esti-

mates (bushels/acre) provided by the USDA-NASS Surveys. We extracted two indicators 

of seasonal weather exposure, growing degree days and total precipitation, from gridded 

daily four-kilometer temperature and precipitation data provided by the PRISM Climate 

Group [22]. To compute growing degree days (GDDs), an indicator of cumulative tem-

perature exposure, we summed the maximum daily temperatures within a crop-specific 

tolerance range (i.e., 10 °C to 30 °C for corn) over the growing season for each county [23]. 

To control for the effects of seasonal precipitation on yields, we computed total precipita-

tion (TP), or the sum of precipitation throughout the growing season. In addition to these 

seasonal weather indicators, we extracted 18 bioclimatic variables from 1-km monthly cli-

mate summaries provided by the DayMet group [24]. The final model includes only the 

nine climatic features most predictive of corn yield, which increased model interpretabil-

ity with a negligible effect on model performance (Table S2). 

Table 1. County-level model covariates used in biophysical and farm(er) RF models. 

 Variable Category Variable Name (Units) 

S
p

at
io

- 

T
em

p
o

ra
l 

Time 

Space 

Year 

Farm Resource Region (FRR) 

Latitude 

Longitude 

B
io

p
h

y
si

ca
l 

Topography 
Slope 

Elevation 

Climate 

Growing degree days 

Temperature seasonality (standard deviation × 100) 

Mean temperature of the wettest quarter (°C) 

Mean temperature of the driest quarter (°C) 

Mean diurnal range (°C) 

Total growing season precipitation (mm) 

Precipitation seasonality (coefficient of variation) 

Precipitation of the warmest quarter (mm) 

Precipitation of the coldest quarter (mm) 

Irrigation (percent agricultural land irrigated). 

Soil 

Topsoil organic carbon (% weight) 

Subsoil pH (H20) (− log(H+)) 

Topsoil soil cation exchange capacity (Cmol/kg) 

Topsoil reference bulk density (kg/dm3) 

Diversity Shannon’s Diversity Index 

F
ar

m
 (

er
) 

Farm inputs/management 

Fertilizer ($/acre) 

Chemicals ($/acre) 

Labor ($/acre) 

Machinery ($/acre) 

Corn acreage (% total agricultural acres) 

Farm assistance 
Government payments ($/acre) ([25], p. 759). 

Insurance (% total agricultural acreage) ([25], p. 761). 

Farm(er) characteristics 
Years farming 

% farming as primary occupation 
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% tenants 

Median farm size (acres per operation) 

We also collected data describing the percentage of a county’s agricultural land irri-

gated [26]. When this data was unavailable, we replaced missing values with linearly in-

terpolated estimates from the MiRAD project [27] and standardized using agricultural ex-

tent estimates derived from the USDA’s Cropland Data Layer (following [10]). Though 

farmers actively manage irrigated acreage, we include irrigation in our biophysical mod-

els due to its role in altering the biophysical suitability of some agricultural landscapes to 

support corn production. We included county-level slope and elevation extracted from 

USGS North America Elevation 1-km Resolution GRID, and soil characteristics extracted 

from the Harmonized World Soil Database (HWSD) [28]. Because HWSD provides a sin-

gle point-in-time dataset, we included only four intrinsic soil properties likely to remain 

stable through time. Actively managed soil properties such as the nutrient holding capac-

ity were excluded, but their removal had little effect on model performance (Table S2). 

To model the effect of land use and crop diversity on agricultural production, we 

built an indicator of agricultural land use from the USDA-NASS and an indicator of crop 

diversity from the USDA Cropland Data Layer [29]. This 30-m annual land use dataset is 

based on satellite imagery and extensive ground truth data and covers the period from 

2008 to the present. Our indicator of land use diversity, the Shannon’s Diversity Index 

(SDI), is a measure of crop diversity on a county’s agricultural lands. We include SDI on 

agricultural lands following recent work suggesting that landscape composition has sig-

nificant impacts on production outcomes in the US [30]. We also include the total area 

cultivated in corn, standardized by a county’s total agricultural area. 

To account for space, we include geographical coordinates, in decimal degrees for 

longitude and latitude, of the centroids of each county. This allows us to model any con-

tinental scale changes in yield not already explained by other variables described in this 

section. We note that Meyer (2019) [31] cites several cautions with validating machine 

learning models applied to spatial problems. However, the prediction of counties, rather 

than finer resolution grids which were the primary interest in the above cited reference, 

limits the influence of spatial autocorrelation in this context. Further, the goal of the model 

is simply a reasonable imputation of a key variable in a political boundary, rather than an 

accurate recreation of the underlying landscape. 

Crop yield is determined in great part by biophysical suitability but is also funda-

mentally managed for and altered by human activity. To understand how human activity 

affects corn yields, we built county-level indicators of agricultural inputs (labor, machin-

ery, fertilizer, and chemicals) farm resources (income, crop insurance, and government 

programs), and farm(er) characteristics (land tenure, farm size, and experience) from 

USDA Census data available in 2007, 2012, and 2017. Further details on data imputation 

and incorporation are provided in Section 2.2.2. 

2.2. Data Analysis 

2.2.1. Variable Selection 

The power of RF lies in the diversity of the regression trees that comprise an RF 

model. This tree-level diversity comes by considering only a random subset of all possible 

predictor variables when determining any single split in each regression tree of the forest 

[32]. Though RF can handle collinear covariates, an excess number of highly related ex-

planatory variables may negatively impact variable importance measures, spreading at-

tribution across variables when one variable would suffice to represent the ecological or 

theoretical relationship [33]. Additionally, models with fewer covariates tend to be easier 

to deploy in practice. We conducted a variable selection by visualizing correlations be-

tween natural groupings of variables, namely soil and climate. When two variables had a 

correlation of R > 0.8, we retained only one and gave preference to all soil variables known 
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for their importance to agricultural production [34] and their stability through time as well 

as to all quarterly and crop-specific climate covariates (see github.com/blschum/corn-

yield-infill/variable-selection.Rmd and Figure S2). 

2.2.2. Imputation 

Census of Agriculture (CoA) data describing farm and farm(er) characteristics are 

only available every five years. To avoid costly data removal by row-wise deletion, we 

performed imputation for missing data. First, we verified that the CoA variables were not 

appreciably different across the 2007, 2012, and 2017 censuses by checking the distribution 

from 1997 to 2017 (see github.com/blschum/corn-yield-infill/COA-variable-range.html). 

Given that all CoA variables varied minimally across years, we imputed missing data by 

linearly interpolating between census years (see github.com/blschum/corn-yield-infill/lin-

ear-interpolation.Rmd). We excluded 234 total counties from consideration as they had no 

CoA data reported, and therefore no data to impute (see Table S5 and Figure S3). 

2.2.3. Modeling 

Increasingly, agricultural yield models use empirical and nonparametric approaches 

that optimize predictive performance at the expense of mechanistic explanation. We em-

ploy an empirical approach for two reasons: (1) we do not have the data (e.g., cultivar, 

management) necessary for calibrating mechanistic models at the county-scale; and (2) 

empirical models generally outperform mechanistic models when predicting yield at 

large, beyond-the-field, spatial scales [11–13]. In this study, we build RF regression models 

using the ranger package [35] in R version 4.2.2 [36] to assess the reliability of RF predic-

tions for corn yield in the coterminous US. RF regression is a nonparametric statistical 

algorithm that is particularly well-suited to handling large and complex multicollinear 

data [37,38], and has been used with success in previous attempts at modeling corn yields 

(e.g., [8]). RF makes no assumptions about the distribution of the explanatory variables or 

the response variable, which allows it to effectively handle complex, nonlinear interac-

tions among predictors. 

RF models contain three main hyperparameters that can be tuned, namely: 

• mtry: The number of variables to consider making splits in the regression trees that 

comprise the forest. 

• nodesize: The minimum number of observations in the node of a regression tree that 

must be present to consider future splits. Larger values lead to less variability in pre-

diction. 

• Ntree: The number of trees in the forest. It is known that larger forests lead to greater 

accuracy, but with quickly diminishing returns that come with increased computa-

tional cost. 

Though RF provides quite accurate models without excessive hyperparameter tun-

ing, the number of trees required for stable variable importance typically outnumbers 

those needed for accurate predictions [39], and the stability of importance measures only 

increases as the number of trees increase [40]. When measuring accuracy, we use 500 trees 

(the default in ranger) for model training. When assessing variable importance, we refit 

our RF model with 2000 trees to achieve stability in the permutation variable importance 

measures. 

For selecting the other hyperparameters, we explored hyperparameter tuning using 

a 75/25 training test approach that employed all but the geographical coordinates (see 

github.com/blschum/corn-yield-infill/tune-RFranger-models.Rmd). The hyperparameter 

tuning was intended to minimize the root mean square error (RMSE) of prediction on the 

test set, calculated as: 

𝑅𝑀𝑆𝐸 =   √
∑ (𝑦𝑖−𝑦̂𝑖)

2𝑁
𝑖 = 1

𝑁
 (1) 
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where 𝑦𝑖  and 𝑦̂𝑖 represent the observed and predicted values of the response variable 

(i.e., yield), respectively, and 𝑁 represents the sample size. 

Variable importance measures proved relatively insensitive to different levels of 

mtry (Tables S3 and S4), but mtry = 12 and 19 minimized the RMSE for models excluding 

and including the farmer-related variables, respectively. However, the resulting test set 

accuracy for the tuned parameter combinations were not appreciably different than the 

accuracy results obtained using default hyperparameters in R (within 0.02 RMSE for the 

model excluding farmer characteristics, Table S2). It thus made sense to train all models 

using default hyperparameters (mtry = sqrt (ncol), nodesize = 5) as this makes the resulting 

models easier to reproduce. 

Model accuracy was assessed via 5-fold cross validation, which involves randomly 

separating the data into five groups, using four of the groups as a training dataset to pre-

dict the fifth, and repeating the process until all data has been withheld as a temporary 

test dataset exactly once. This method of assessing model accuracy is a popular method 

for small to intermediate-sized datasets with little data to spare for a dedicated test set 

[41]. Because of the random nature of the group separation, we repeated 5-fold cross val-

idation 50 times for every combination of variables considered, with the median accuracy 

metrics from the 50 iterations being the primary method of comparison. We use RMSE 

(the deviations between the observed and predicted corn yields), Pseudo R2 (the percent 

variance explained in corn yield), the median absolute error (MAE), calculated as 

𝑀𝐴𝐸 =   
∑ |𝑦𝑖−𝑦̂𝑖|𝑁

𝑖 = 1

𝑁
. 

and the median absolute percentage error (MAPE) to assess predictive performance. The 

RMSE emphasizes large error values relative to the MAE, while the MAPE emphasizes 

differences relative to the reported yields for each county, and is calculated as 

𝑀𝐴𝑃𝐸 =  
1

𝑁
∑ |

𝑦𝑖− 𝑦𝑖̂

𝑦𝑖
|𝑁

𝑖 = 1 . 

From these ensembles, we then build infilled datasets, where each iteration of the RF 

method predicted county-year corn yields in each county reporting at least one year of 

production data. 

Our covariates group naturally by type and data source. This means it is just as easy 

to obtain one of the climate variables as it is the entire group of climate variables. Con-

versely, that means that the inclusion of a single variable from any one group complicates 

the model construction in that it requires a new and separate data source for model im-

plementation. Thus, when considering the ease of model implementation, it makes sense 

to think about the collective contribution of natural groups of variables based on their data 

source, rather than thinking about variables in isolation. In our analysis, we determine the 

resulting loss in predictive accuracy that comes with the removal of an entire group of 

variables during the model training. This, in many ways, can be considered a practical 

adaptation for the subset F-test that is often used in ordinary least squares regression [42]. 

Such an approach is unique relative to traditional variable importance measures for ma-

chine learning modeling, which focus on the contributions of individual variables. The 

results sections show the loss in accuracy that occurs when variable groups are omitted 

during the model training. 

3. Results 

3.1. US Corn Yield Predictions across Biophysical and Farm(er) Models before Group Exclusion 

Biophysical and farm(er) RF successfully predicted US corn yields. RF predictions 

were satisfactory, with an RMSE of 16.4 and 17.2 bushels/acre, respectively (1.11 and 1.16 

tons/hectare). For context, the mean of the panel, µpanel, was 142.2 bushels/acre (9.56 

tons/hectare) and the standard deviation of the panel, sdpanel, was 39.4 bushels/acre (2.65 

tons/hectare). The biophysical ensemble explained about 83%, and the farm(er), 81%, of 

the variance in corn yield across the study period, with relative agreement between 
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predictions and observations in the test data (Figures S4B and S5B). Average errors across 

models were normally distributed, with about 50% of county-year errors falling within 

±10 bushels/acre (Figures S4 and S5). Model errors were lowest in the Heartland and along 

its periphery, and highest along the fringes of corn production in the US (e.g., western 

Prairie Gateway, Northern Great Plains, and Southern Seaboard) (Figures S4A and S5A). 

Permutation variable importance measures of the biophysical models (Figure 2A) re-

vealed that that year was the most influential variable, followed by the percent irrigated 

agricultural acres, growing degree days, longitude and latitude, and Farm Resource Re-

gion. The remaining 15 climate, soil, land use, and topographic variables ranked lower in 

their relative importance. Variable importance measures of the farm(er) models (Figure 

2B) revealed that that year was the most influential, followed by the percent irrigated ag-

ricultural acres, growing degree days, longitude, fertilizer applied, precipitation of the 

warmest quarter, chemicals applied, and latitude. The remaining 24 climate, soil, land use, 

topographic, and farm(er) variables ranked lower in their relative importance. 

 

Figure 2. Permutation variable importance for the (A) biophysical and (B) farmer RF resubstitution 

models of corn yield. The covariates appear on the y-axis and their contribution to decreased vari-

ance on the x-axis. Variables are listed in order of importance, with the most important variable 

being year and least important being mean temperature of the wettest quarter in panel A, and years 

of experience in panel B; see Table S1 for variable names, units, and descriptions. 
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3.2. Group Exclusion, Predictive Accuracy, and Variable Importance 

Figure 3 shows summaries of 5-fold cross validation for various combinations of in-

put variables. Values on the y-axis indicate which groups of variables were removed for 

the model training. Error measures to the right (left) of the dashed line indicate a degra-

dation (improvement) in model performance when the variables were removed. The re-

sults are somewhat surprising in that, despite variable importance measures that indi-

cated important variables in each group (Figure 2A, 2B), the only groups that matter for 

prediction accuracy are the spatiotemporal and climate variables. Within the spatiotem-

poral variables, it is also shown that latitude and longitude have more influence on the 

accuracy results than the FRR designation. Further, the exclusion of farmer characteristics 

and soil information, both of which are intuitively related to yields, noticeably improves 

the performance of the model. 

It is important to note that predictive accuracy does not imply causal inference for 

any of these variables. The high correlations observed between many of the explanatory 

variables make it impossible to infer causation in a model like this. However, the encour-

aging result is that corn yields can be imputed with relatively high accuracy using rela-

tively few variables that are easy to collect. 

 

Figure 3. Comparison of change in the 5-fold cross validation accuracy when variable groups are 

removed from the model. The dashed line represents the median accuracy metric for the model 

including all variables. The boxplots represent the range of errors observed in 50 replications of 

cross validation. Error metrics include the root mean square error (RMSE), the median absolute er-

ror (MAE), and the mean absolute percentage error (MAPE). 

The results also raise questions regarding the possible contradiction between the ac-

curacy and variable importance measures. Permutation variable importance measures in 

RF models involve “scrambling” the information in a model variable and measuring the 

resulting loss in performance. This approach tends to associate importance with variables 

that are used both early and often in the creation of the individual regression trees that 

comprise the forest. Note that regression trees are grown by selecting the one split that 

minimizes the RMSE at each iteration. What is not clear in such a greedy algorithm is the 

potential quality of the “second place” variable that could have been used in the absence 

of first place for the splitting. In this context, we see that variables that are consistently 

used in the regression tree, and thus deemed important in the variable importance 

measures, apparently have “second place” variables that do near equally well in making 
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model predictions, as indicated by the fact that removing these important variables does 

not compromise predictive performance. Indeed, the results outlined in this paper high-

light the need for further scrutiny and additional approaches for evaluating variable im-

portance in machine learning approaches. 

3.3. RF Results Including Only Spatiotemporal and Climate Variables 

After excluding all variable groups that do not contribute to prediction accuracy (Fig-

ure 3), our final model included only climate and spatiotemporal (year, latitude, and lon-

gitude) covariates. RF predictions were satisfactory, improving prediction accuracy by 

over 25% compared to naive imputation (infilling with median county yield across years, 

RMSE = 25.6–25.9 bushels/acre), with an RMSE of 17.1 bushels/acre (1.16 tons/hectare). 

This lightweight model explained about 81% of the variance in corn yield across the study 

period, with relative agreement between predictions and observations (Figure S6B), and 

similar relative errors across counties with a differing number of observations (Figure S7). 

Again, average errors were normally distributed, with about 50% of county-year errors 

falling within ±10 bushels/acre (Figure S6A). 

Permutation variable importance measures of the reduced model (Figure 4) revealed 

that longitude was the most influential variable, followed by growing degree days, lati-

tude, year, and the percent irrigated agricultural acres. The remaining eight climate vari-

ables ranked lower in their relative importance. 

 

Figure 4. Permutation variable importance for the reduced resubstitution models of corn yield. The 

covariates appear on the y-axis and their contribution to decreased variance on the x-axis. Variables 

are listed in order of importance, with the most important variable being longitude and least im-

portant being mean temperature of the wettest quarter; see Table S1 for variable names, units, and 

descriptions. 

3.4. US Corn Yield in Ensemble Predicted Infilled Dataset 

From the reduced ensembles, which are lightweight and still highly predictive, we 

built an infilled corn yield dataset, where each iteration of n = 50 RF models predicted 

county-year yields in each county reporting at least one year of production data. The re-

duced model predicted relatively low corn yields in the Northern Great Plains and Prairie 

Gateway regions, and relatively high yields in the Heartland and across the US West (Fig-

ure 5). We can think of this infilled data product as demonstrating yields farmers could 

have anticipated at the county-level had they grown corn in a particular year (for full 

documentation and year-by-year yield visualizations, see github.com/blschum/corn-

yield-infill/infill-dataproduct-documentation.Rmd). 
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Figure 5. Average corn yield in predicted infilled dataset in the reduced ensembles. Note: 1048 coun-

ties in light gray, are counties where n = 0 years of reported yield and were excluded from the infil-

ling process, as per Figure 1, above. The remaining 745 counties marked in dark gray are those in 

which no infilling was necessary (e.g., in the Corn Belt, where NASS reports corn yield data each 

year). 

3.5. Comparison to Other Methods 

RF was intentionally selected due to its ease of use and high accuracy with very little 

hyperparameter tuning. That in mind, it is worthwhile to compare the possible improve-

ments in accuracy that could come using other methods. For this, we use the stressor pack-

age [43], which is an R interface for the PyCaret package [44] in Python. The PyCaret pack-

ages provides low-code options for tuning and training a suite of machine learning mod-

els for use in accuracy comparisons. Because these benchmarks are not the focus of this 

paper, descriptions of the models are not provided in the text. Readers interested in model 

details can consult the documentation for Python’s scikit-learn package [45]. Table S6 pro-

vides the RMSE accuracy results for one iteration of the PyCaret package using all possible 

explanatory variables. Results are provided using a 75/25 training/test approach, along 

with the results for five-fold cross validation. Note that results vary slightly with each run 

due to the random nature of the data splitting, but the general differences in model per-

formance are stable. The results show that RF is at or near the top of all considered ma-

chine learning methods. This speaks to RF’s ability to provide accurate results without 

much hyperparameter tuning, and reinforces its place as an accurate, yet accessible, ap-

proach for modeling agricultural yields. 

4. Discussion 

Our results demonstrate the effectiveness of RF regression in predicting corn yields 

across space and through time. Our reduced models had an RMSE of 17.1 bushels/acre 

(1.15 tons/hectare), comparable to the model performance in Jeong et al. (2016) [8] that 

made RF predictions on 30-year US corn yields, with an RMSE of 1.13 tons/hectare. These 

results provide confidence that we can derive reasonable yield estimates at the county-

scale using publicly available data, reproducible methods, and a highly lightweight RF 

model, even in counties where corn yield has been minimally reported (n = 1 year). Our 

application of RF to corn yields led to four major findings: (1) the importance of time and 

space; (2) the importance of irrigation; (3) the importance of seasonal climate and biocli-

matic indicators; and (4) the discrepancies between permutation variable importance 

measures and true contributions to model accuracy. 

The first major finding is the persistent importance of temporal and spatial features 

to model performance and predictive capabilities in the RF models tested. Across all 
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models, year remains consistently in the top five most important variables for prediction. 

Year soaks up major changes in technology, markets, management, and policies that affect 

corn production across the US. Recent work suggests that there are significant, positive, 

and increasing effects of time on corn yields in the coterminous US, effects that are com-

parable in magnitude to seasonal weather effects [10]. We see similar patterns suggested 

in our partial dependence plot on year, suggesting that yield growth in corn is indeed 

time dependent (Figures 6 and S10m). Similarly, our indicators of space, longitude, and 

latitude, are consistently important across all models. These covariates soak up spatial 

variability at the county-level; we cannot account for and make decent replacements for 

covariates that do explain spatial variability. For instance, FRRs have different inherent 

biophysical suitability for growing corn, with some (e.g., in the Heartland, Mississippi 

Portal) having higher average regional yields than others (e.g., Northern Great Plains). 

Excluding FRR from our models, however, improves model accuracy while reducing 

model complexity, a win-win. Importantly, these time and space effects are outside a 

farmers’ scope of control—national-scale innovations and regional norms certainly shape 

a farmers’ baseline productivity (i.e., what is possible), but are not actionable features to 

be leveraged for productivity gains. 

 

Figure 6. Partial dependence plots for important variables in the reduced ensemble. Partial depend-

ence is the dependence of the outcome on one predictor after averaging out the effects of all other 

predictors in the model [37]. Partial dependence plots graphically characterize the relationship be-

tween an individual predictor and the predicted values of yield. Data are visualized on a standard-

ized scale (i. e. ,
(𝑧 −𝜇𝑧)

𝜎𝑧
) to visualize all important covariates together. See Figure S10a–m for un-

standardized relationships and all model covariates. 
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The second major finding is that the dominance of irrigated acreage on county agri-

cultural lands contributes heavily to RF performance. Irrigation technologies transformed 

many agricultural systems in the US, allowing them to achieve higher yields than could 

be supported by the bioclimate and environment alone. This is true historically in the arid 

West and increasingly in the humid East, where farmers are capitalizing on irrigation 

technologies to ensure yields in harsh and changing climates [46]. Unsurprisingly, as irri-

gated acreage is increasing (growing in 59% of 1153 reporting counties between 2008 and 

2018 across our panel dataset), irrigation withdrawals for agriculture in some areas are 

exceeding sustainable limits, depleting groundwater resources, reducing annual river dis-

charge, and degrading ecosystem services to agriculture [47-49]. These cascading effects 

raise questions about how irrigation will continue to play a role in ensuring high levels of 

productivity in the future. The partial dependence plots from the reduced ensemble also 

suggest that the increasing dominance of irrigation is associated with diminishing returns 

to corn productivity after about 35% of a county’s agricultural lands are irrigated (Figures 

6 and S10B). At the same time, counties that are more difficult to predict (with errors > 

|10| bu/acre) tend to have a slightly greater irrigated presence on their agricultural lands 

(e.g., counties above the Ogallala Aquifer) (Figure S12); these findings warrant further 

exploration at sub-county scales and present interesting challenges to predicting yields 

into the future (i.e., how to accurately forecast future irrigation through space-time). 

The third major finding, though unsurprising, is the importance of seasonal climate 

and bioclimatic indicators to yield prediction across all models. Mean diurnal range and 

growing degree days are consistently important predictors across RF models. The im-

portance of climate and seasonal weather to agricultural yield is undeniable; in fact, other 

studies find that seasonal weather variability may explain up to 60% of yield variability 

in corn [50] and up to 70% in agricultural production more broadly [2]. The impacts of 

climate and weather on the agricultural sector are concerning considering the projected 

negative and uncertain effects of climate change and variability on US agriculture. Some 

projections suggest that by 2030, US corn production losses due to excess soil moisture 

and extreme precipitation events could double the loss levels in the early 2000s [51]. Oth-

ers suggest that US corn yields could decline by between 43% and 79% (depending on the 

warming scenario) by the end of the century [14]. This would fundamentally alter the 

provisioning of food in the US and highlights the need to understand and predict the im-

pacts of climate and weather events on yield. Our results demonstrate both the im-

portance of precipitation and temperature to yield and the highly nonlinear relationships 

between weather and yield [14,52]. For instance, according to our partial dependence 

plots, yield increases up to a threshold of about 1700 GDDs and a mean diurnal range of 

about 11 °C; yield then decreases precipitously (Figures 6 and S10a,e). In contrast is the 

relationship between yield and precipitation of the warmest quarter, where yield de-

creases below 100 mm precipitation, increases between 100 and 400 mm, and then stag-

nates above 400 mm (Figure S10i). These highly nonlinear relationships make clear why 

exploring models beyond traditional linear, parametric methods is key to understanding 

these complex relationships. These nonlinearities, in addition to the inherent spatial struc-

ture of seasonal weather and bioclimatic indicators ignored in RF, again reinforce the need 

for alternatives to traditional approaches in agricultural yield modeling. 

The fourth and final major finding is the discrepancy we explored between permu-

tation variable importance measures in our biophysical and farm(er) models and the true 

contributions to model accuracy of specific groups of variables (Figure 3). These results 

are surprising, despite variable importance measures that indicate important variables in 

each group (Figure 2A, 2B), with the only groups of variables required to preserve predic-

tion accuracy being the spatiotemporal and climate variables. This finding makes for a far 

more lightweight model for infilling, which will allow for future researchers to build upon 

this project with relatively little data munging—a win for reproducibility and data science. 

But it also raises the question: What do we miss when we take variable importance as 

truth? In our case, we would have relied on a far more complicated model that provided 
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few gains in accuracy for infilling; in others, the consequences may be broader, or more 

disruptive (e.g., suggesting paths forward for future research where paths do not exist). 

We are not suggesting that the covariates identified as important using RF permuta-

tion variable importance measures are not. The results of our study only identify the var-

iables needed for accurate prediction and do not identify causal links between covariates 

and crop productivity. We know, for instance, that crop and landscape diversity have 

been linked with enhanced ecosystem services to agriculture [53-55], and that increasing 

crop species diversity at the landscape scale may have significant benefits to corn yield 

[30]. We see a different trend reflected in our partial dependence plots of SDI on yield 

(Figures S8A and S9j), one that reflects our understanding of where corn yields are high: 

in places that maintain some of the least crop species diversity (e.g., the Heartland, Figure 

S11). We know, too, that biophysical suitability is managed for and altered by human ac-

tivity [56], and that the strategies farmers employ impact agricultural productivity [57]. 

Despite this knowledge, many previous studies utilizing machine learning to predict crop 

yields have not included farm(er) data. These data may not have been included due to 

difficulties arising from data limitations, cleaning requirements, and imputation, or due 

to researchers discovering, as we have, that these characteristics do not meaningfully con-

tribute to prediction accuracy at the county-level scale. Our domain knowledge about on-

farm management’s direct impact on yields (e.g., [58,59]) refutes our findings and justifies 

exploration of the redistribution of variable importance in models that include farm(er) 

variables. Interestingly, the $/acre expenditure of fertilizer and chemicals on agricultural 

lands both exhibit saturating relationships with yield, where yield increases with up to 

USD $50/acre in chemicals, and USD $65/acre in fertilizer, and then remains near-constant 

as expenditures increase (Figures S8B and S9a,c), suggesting diminishing marginal re-

turns to increased application. Government receipts and insurance payouts also exhibit 

similar saturating effects, where yield increases up to about USD $25/acre in government 

payments and USD $63/acre in insurance payouts and then levels off. These farm(er) char-

acteristics clearly influence yield dynamics in highly nonlinear and important ways; their 

future inclusion in yield modeling is key to unlocking management strategies’ influence 

on agricultural yield. Building data that better measure farmer management strategies 

(e.g., fertilizer application, tillage, genomic choice) at the county-level will be essential to 

more accurately modeling agricultural yield in the future. Until these better data are built, 

however, as our study demonstrates, utilizing only biophysical features—and a reduced 

set of them at that—to model corn yield does produce quite accurate predictions. 

RF is not, of course, without its shortfalls. We cannot explicitly account for spatial or 

temporal autocorrelation, for instance, and interpretation of model features is limited. Our 

models are also not without their limitations. For instance, it would be impossible for us 

to account for unpredictable time effects such as massive market shifts, policy overhauls, 

or environmental disasters. We hypothesize that model performance would improve with 

a larger training dataset, given RF’s data hungry nature (i.e., RF predictive performance 

improves with greater sample size), but also recognize that we may not be capturing large 

pieces of the agricultural puzzle that vary regionally (e.g., input use, management strate-

gies). Given these limitations, and algorithmic promises, we suggest that our RF-built data 

product has the potential to: (1) help support, or otherwise oppose, the expansion of corn 

beyond its current cropscape; and (2) provide researchers with fodder for more nuanced 

and spatiotemporally coherent agricultural studies. 

Our results demonstrate the efficacy and predictive capacity of a lightweight RF re-

gression implementation in modeling complex corn yield responses over space and time 

to a small set of biophysical conditions (see full data product at github.com/blschum/corn-

yield-infill/results/ranger-infill). We make a distinct contribution by including farm(er) 

attributes, questioning and testing the “importance” of model variables, and building an 

infilled yield dataset. Given the sparse nature of current yield information, and the im-

portance of agricultural yield to farmer livelihoods and to the US economy, we stand to 
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benefit from a more complete representation of US agricultural yields. We argue that RF 

provides a useful, lightweight, and easy-to-implement tool for building this product. 

5. Conclusions 

The purpose of this study was to evaluate the spatiotemporal efficacy of RF in pre-

dicting corn yields. Results suggest that RF predicts US corn yields well across space and 

time by modeling the highly non-linear and interactive relationships that yield shared 

with irrigation, climate, space, and time. Importantly, our results build a case for ques-

tioning our interpretation of permutation importance in machine learning approaches to 

modeling when the explanatory variables are highly correlated with each other. Im-

portance measures are often relied on by researchers to explain what matters in predicting 

a given outcome (e.g., yield), but our results suggest that the variables identified using RF 

as important may not be crucial to preserve accurate predictions. This highlights a broader 

issue of what makes a variable “important” in a machine learning context. As we have 

shown in this paper, the permutation-based variable importance approaches quantify 

how much a model uses a variable in prediction but fails to quantify the actual loss of 

accuracy that occurs in the absence of that variable. Further, our results provide a practical 

template for assessing variable importance in groups of data from the same source. For 

machine learning models where variable selection is not necessary for model building, it 

makes more sense, as we have shown in this paper, to consider the “value added” by 

considering the inclusion or exclusion of all variables from a common data source. 

These results provide us with reasonable confidence in our infilled data product that 

utilizes RF’s characterization of spatiotemporal and climate covariates’ relationship to 

corn yield to predict yields in county-years with no reported yield data, producing a com-

prehensive corn yield dataset for the coterminous US. By infilling data, we can better un-

derstand agricultural yield in counties that have historically cultivated corn and better 

predict counties that may become corn producers as the climate changes. At the same 

time, our results point to the need for further work elucidating the contradictions that may 

arise in importance and accuracy measures. Infilled products using openly available co-

variates and easy-to-use, agile modeling approaches should aid policymakers, research-

ers, and land managers in adapting to and mitigating impacts of climate change on food, 

feed, fiber, and fuel production. Further, improved yield projections across space and time 

will allow for superior socioeconomic models and policies to support the expansion or 

contraction of corn production in current and future US cropscapes. 

Though the literature is growing [17,19], machine learning techniques remain under-

studied in the field of crop yield modeling, especially at the US county-scale [20] in their 

inclusion of farm(er) predictors. Their superior performance in predicting agricultural 

yields suggests that their use warrants further exploration. Additional research is needed 

to build an ensemble of ensembles, each with their own strengths and weaknesses, and to 

develop more nuanced theoretical justification for model variable selection. This particu-

lar exploration helps us consider the extent to which publicly available and readily acces-

sible data can be used to think about yield-driven questions in agriculture. The empirical 

evidence detailed in this paper provides a framework for future work linking crop yield 

and future cropscapes. 

Supplementary Materials: The following supporting information can be downloaded at: 

https://www.mdpi.com/article/10.3390/agriculture13030618/s1, Figure S1: Count of missingness 

across CoA years; Figure S2: Correlation matrix for continuous predictors and corn yield; Figure S3: 

Map of counties excluded due to missing data across census years; Figure S4: Biophysical RF en-

semble model performance based on five-fold cross validation; Figure S5: Farm(er) RF ensemble 

model performance based on five-fold cross validation; Figure S6: Group exclusion (climate + space 

+ time) RF ensemble model performance based on five-fold cross validation; Figure S7: Boxplots of 

absolute percentage errors (APE) via 5-fold cross validation (one iteration) for all counties as orga-

nized by number of missing years; Figure S8: Partial dependence plots for consistently important 

variables in the a) biophysical ensemble and b) farm(er) ensemble; Figure S9: Partial dependence 
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Figure S10: Partial dependence plots of important variables from the reduced ensemble (raw data, 

not standardized); Figure S11: Bivariate choropleth constructed by binning county-level average 

corn yield (bushels/acre) and percent acres cultivated in corn on agricultural lands into thirds; each 

tercile is then paired and binned into distinct categories; Figure S12: Percent irrigated acreage on 

agricultural lands across study years (2008–2018) faceted by prediction class; Table S1: Full list of 

available historical biophysical predictors; Table S2: Average model performance; Table S3: RF var-

iable importance rankings and accuracy metrics for biophysical models; Table S4: RF variable im-

portance rankings and accuracy metrics for farm(er) models; Table S5: List of counties excluded due 

to missing data across census years, with Census FIPS codes. Table S6: The RMSE accuracy results 

for one iteration of PyCaret package using all possible explanatory variables. Results are provided 

using a 75/25 training/test approach, along with the results for 5-fold cross validation. 
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