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HpGAN: Sequence Search With Generative
Adversarial Networks

Mingxing Zhang, Zhengchun Zhou , Lanping Li , Zilong Liu , Meng Yang, and Yanghe Feng

Abstract— Sequences play an important role in many
engineering applications. Searching sequences with desired prop-
erties has long been an intriguing but also challenging research
topic. This article proposes a novel method, called HpGAN,
to search desired sequences algorithmically using generative
adversarial networks (GANs). HpGAN is based on the idea of
zero-sum game to train a generative model, which can generate
sequences with characteristics similar to the training sequences.
In HpGAN, we design the Hopfield network as an encoder
to avoid the limitations of GAN in generating discrete data.
Compared with traditional sequence construction by algebraic
tools, HpGAN is particularly suitable for complex problems
which are intractable by mathematical analysis. We demonstrate
the search capabilities of HpGAN in two applications: 1) HpGAN
successfully found many different mutually orthogonal comple-
mentary sequence sets (MOCSSs) and optimal odd-length binary
Z-complementary pairs (OB-ZCPs) which are not part of the
training set. In the literature, both MOCSSs and OB-ZCPs
have found wide applications in wireless communications and
2) HpGAN found new sequences which achieve a four-times
increase of signal-to-interference ratio—benchmarked against the
well-known Legendre sequences—of a mismatched filter (MMF)
estimator in pulse compression radar systems. These sequences
outperform those found by AlphaSeq.

Index Terms— Generative adversarial networks (GANs), Hop-
field network, mutually orthogonal complementary sequence set
(MOCSS), odd-length binary Z-complementary pairs (OB-ZCPs),
pulse compression radar.

I. INTRODUCTION

ASEQUENCE is a list of elements arranged in a specific
order. Good sequences form a core component of many
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information systems. As rapidly evolving wireless mobile
communication technologies meet the increasingly stringent
and diverse requirements of various data services, it is critical
to design sequences with different properties. For example,
sequences with low autocorrelation are widely used in pulse
compression radars, sonars and channel synchronization of
digital communication [1]. Also, orthogonal sequence sets are
used to distinguish signals from different users in cellular
code-division multiple access (CDMA) systems [2].

In the open literature, sequences are commonly designed
by algebraists using mathematical tools such as finite field
theory, algebraic number theory, and character theory. How-
ever, in practical scenarios, it may be difficult to construct
sequences using specific mathematical tools. To facilitate
the use of mathematical tools, some constraints in terms of
sequence lengths, alphabet size, and set size may be imposed.
For example, Davis and Jedwab constructed polyphase Golay
complementary sets of sequences by generalized Boolean
function, but the sequence lengths are restricted to 2m, where
m is nonnegative integer numbers [3].

Algorithm design is another direction of obtaining good
sequences. A key issue here is whether good sequences can be
found within a reasonable time by algorithms. There are two
major types of sequence search algorithms: one is optimization
algorithms through specific mathematical analysis, and the
other is heuristic algorithms that generate high-quality solu-
tions in a reasonable time for practical use, although there is
no guarantee of finding a globally optimal solution [4]. A good
optimization algorithm can effectively find sequences with
guaranteed convergence [5]–[8]. However, such optimization
algorithms need to be carefully designed case by case and their
derivations may not be straightforward. Heuristic algorithms
are not so sensitive to specific problems and can handle
complex optimization problems efficiently, such as simulated
annealing [9], [10], evolutionary algorithm [11], [12], and
neural network [13].

In principle, deep learning is based on an architecture
of linearly weighted processing layers that are connected
mimicking the neurons in a human brain. In recent years,
deep learning has provided a significant improvement in per-
formance compared with conventional hand-crafted schemes
in many fields [14], [15]. Far more than merely a tool for
cognitive tasks such as image recognition, deep learning shows
great potential for applications in communication systems.
For instance, the end-to-end optimization of the physical
layer of a communication system by autoencoder has led to
enhanced performances than conventional solutions [16]–[21].
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In [17] and [18], the constellation mapping and demapping
of symbols on each subcarrier are determined adaptively
through an autoencoder in order to jointly optimize both the
bit error rate (BER) and the peak-to-mean envelope power
ratio (PMEPR) of an orthogonal frequency division multiplex-
ing (OFDM) system. In the field of communication security,
to prevent external intrusions, clustering algorithms have been
combined with neural networks to enhance the system’s ability
to detect abnormal data [19], [22], [23]. Moreover, deep
learning and reinforcement learning (RL) have been employed
to improve the spectrum allocation so as to avoid mutual
interference [24]–[29].

Deep learning has also received considerable attention in
the field of sequence design owing to its capability of approx-
imating complex nonlinear functions and various optimization
methods [30], [31]. In 2020, based on the basic framework of
AlphaGo, Shao et al. [30] proposed a new RL model AlphaSeq
to discover sequences. AlphaSeq treats the sequence discovery
problem as an episodic symbol-filling game, in which a
player fills symbols in the vacant positions of a sequence set
sequentially during an episode of the game. In [31], the deep
residual neural network constructed with the sequence metric
as the loss function showed better results than the existing
optimization algorithms. However, the above two methods are
limited in some special scenarios in which the design criteria
for good sequences are complex or may not be formulated
by a mathematical expression. In this work, we focus on
a novel network structure based on generative adversarial
networks (GANs) to tackle the aforementioned problem.

GAN is a class of generative models that have been pro-
posed by Goodfellow et al. [32]. GAN consists of a generative
net G and discriminative net D, the framework of which
corresponds to a minimax two-player game. Specifically, the
generative net G is used to capture the data distribution, whilst
the discriminative net D helps estimate the probability that
a sample came from the training data rather than G. This
approach has been widely applied in computer vision for
generating samples of natural images [33].

That being said, GAN is designed to generate real-valued
continuous data and may have some limitations when dealing
with discrete data. The reason is that the discrete output
of the generative model makes it difficult to transfer the
gradient update from the discriminant model to the generative
model [34], [35]. Yu et al. [35] proposed a generative model
SeqGAN that can generate discrete data. The SeqGAN directly
performs gradient policy updates to bypass the generator
differentiation problem. This is done by combining RL and
GAN, using the output of D as a reward for RL, and then
updating G with the policy gradient of RL. SeqGAN has
achieved remarkable successes in natural language (such as
speech language and music generation) by using recurrent
neural networks (RNNs) as the generator G. Similar to
AlphaSeq, SeqGAN generates a sequence by symbol filling,
where a symbol is generated each time with RNN guessing.
However, the discriminator D can only assess the reward of
the complete sequence, and cannot evaluate the reward of
the current generated partial sequence and its impact on the
subsequent generated complete sequence. Thus, to evaluate

the score for an intermediate symbol, the authors applied a
Monte Carlo search to sample the unknown last remaining
symbols. As a result, a high computational complexity may
be inevitable.

In this article, aiming for sequences that may be difficult to
generate with systematic constructions, we propose a new net-
work architecture called HpGAN. In HpGAN, we design the
encoder and decoder through the Hopfield network [36], [37],
where the encoder can convert discrete data into continuous
data, and the decoder can restore continuous data to discrete
data. The encoding module has two main functions: one is
to enable GAN to produce continuous data and the other is
to solve the problem of small samples faced by GAN. Both
the generative net G and the discriminative net D in HpGAN
are multiple layers of perceptron (MLP), which are easy to
implement with lower computational complexity than other
networks, such as convolutional neural networks (CNNs).

The major contributions of this work are summarized as
follows.

1) We have proposed a new GAN-based paradigm,
HpGAN, to discover binary sequences with the desired
correlation properties. In HpGAN, the Hopfield network
is adopted to design decoder and encoder, which solves
the problem of GAN in generating discrete sequences.
Since the encoder and decoder only require a few simple
vector operations, they can be readily applied to existing
frameworks with marginal training overheads.

2) We have employed HpGAN to search for the following
two classes of sequences that are not from the training
set.

a) Complementary and near-complementary
sequences that have found wide applications
in wireless communications such as interference
suppression and PMEPR reduction in multicarrier
CDMA (MC-CDMA) systems.

b) Phase-coded sequences for pulse compression
radar systems. The generated sequences dis-
play a significant improvement in performance
when compared with the well-known Legen-
dre sequences and the sequences generated by
AlphaSeq.

The remainder of this article is organized as follows.
Section II formulates the sequence search problem and out-
lines the framework of HpGAN. Sections III and IV present
the applications of HpGAN for Optimal Sequence Sets and
phase-coded sequences, respectively. Section V concludes this
article. Throughout this article, lowercase bold letters denote
vectors and uppercase bold letters denote matrices.

II. METHODOLOGY

A. Problem Formulation

Let C = {x1, x2, . . . , xM } denote a binary sequence set
which consists of M different sequences of the same length N ,
where the kth sequence is given by xk = [x1, x2, . . . , xN ]T
with xi = {−1, 1} for all 1 ≤ i ≤ N . Let M(C) be a measure
of the goodness of sequence set C. Our objective is to find
a sequence set C∗ with the best M∗ with certain criteria.
For example, an optimal sequence set whose maximum cross
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correlation meets the celebrated Welch bound is desired for
the mitigation of multiuser interference when it is applied in
CDMA. Exhaustive search of optimal binary sequence sets
may be infeasible due to the prohibitively high complexity of
O(2M N ).

Let PC be the probability distribution function of all
sequence sets with M(C) ≤ ξ , i.e., PC = P(M(C) ≤ ξ),
where C ∈ � and � denote the solution space of all binary
sequence sets C. The problem of sequence search can be
transformed into the task of training a generative model G
to learn the probability distribution function PC . By doing so,
new sequence sets can be obtained with probability distribution
function PG . We adopt the idea of GAN by regarding the
task of learning the probability distribution function PC as
a zero-sum game. The core idea of GAN is based on Nash
equilibrium in game theory. It sets the two parties involved in
the game as a generator G and a discriminator D. The purpose
of the G is to learn the real data distribution PC as much as
possible, while the purpose of the D is to judge whether the
input data comes from PC or PG as much as possible. In order
to win the game, these two players need to constantly optimize
and improve their generating ability and discriminating ability,
respectively, until a Nash equilibrium is attained.

In general, the calculation of the metric function M(C) is
time-consuming. For some special scenarios, it may not be
possible to use mathematical formulas to accurately measure
the properties of sequences. Fortunately, GAN avoids the
above problems by learning the probability distribution PC of
the training sequences. In GAN, D and G play the following
two-player minimax game with value function V (G, D) [32]:
min

G
max

D
V (G, D) = EC∼PC(C)

[
log D(C)

]
+Ez∼Pz(z)

[
log(1− D(G(z)))

]
where z and Pz represent noise and noise probability distrib-
utions, respectively.

B. Methodology

It is necessary to obtain a large amount of training data
when searching sequences by GAN. It is easy to generate
sequences with good rather than the best M(C) as training
data by existing algorithms or constructions, such as stochastic
search methods. Unfortunately, the application of GAN suffers
from two problems. First, GAN is designed for generating
real-valued, continuous data but has difficulties in directly
generating sequences of discrete data, such as discrete phase
sequences. This is because in GANs, the generator starts
with random sampling, followed by a determistic transform,
according to the model parameters. As such, the gradient of
the loss from discriminant model D with respect to the outputs
by G is used to guide the generative model G (parameters) to
slightly change the generated value to make it more realistic.
If the generated data are based on discrete phases, the “slight
change” guidance from the discriminative net makes little
sense because there may be no corresponding phase for such
slight change in the limited dictionary space. Second, it is
difficult for GAN to learn the real distribution, when there
is a small amount of training data. Roughly speaking, the

Fig. 1. Iterative algorithmic framework of HpGAN. The training dataset is
iteratively updated to improve the search capability of GAN until equilibrium
is attained.

more sampled data we have, the closer the learned probability
distribution approaching the true one. However, even with
the existing algorithms or constructions, the available training
datasets are still very limited.

In this article, to address the above two difficulties,
we develop a new network framework called HpGAN by
combining Hopfield network and GAN, in which we design
an encode method to map binary sequences to a continu-
ous interval. Then we exploit the discrete Hopfield network
framework to decode the generated continuous datasets into
the binary ones when GAN reaches equilibrium. The overall
algorithmic framework of HpGAN is as shown in Fig. 1. First
of all, we generate a dataset through the existing algorithm
or structure as the initial sample dataset, compile the discrete
dataset into a continuous dataset by using the encoder and then
feed the encoded dataset into GAN. A generator G which can
generate data similar to the training data is obtained when
the GAN reaches the Nash equilibrium. Second, the generator
obtains a large amount of data and selects some good datasets
as new samples to update the initial samples. Through the
iterative process, GAN can progressively generate a better
dataset than the initial samples.

In what follows, we introduce these components and the
relationship between them in more detail.

1) Encoder: The encoder is designed not only to transform
discrete data into continuous data but also plays an important
role in expanding the training dataset. The encoder is defined
as follows.

Definition 1: Let SP = {x1, x2, . . . , x P } be a sample
dataset with P discrete sequences, then the corresponding
continuous sample is

y = 1

N

⎡
⎣ P∑

p=1

[
x p

(
x p

)T − I
]
− b

⎤
⎦ (1)

where N is the length of sequence x p, I , and b are the identity
matrix and bias vector, respectively.

In HpGAN, in order to eliminate the dimensional influence
between data features, we limit the data normalization to
[−1, 1], i.e., (1/N)

∑P
i=1[x p(x p)

T− I]. The bias vector b rep-
resents random noise, which is used to increase the tolerance
of encoding. Another advantage is to improve the exploration
ability of the model. The specific steps of the encoding process
are as follows.

1) Choose a number P less than N at random, i.e., P ≤ N ,
where N is a priori constant.
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Fig. 2. DHNN architecture with three neurons, in which neuron i is connected
to neuron j with the weight wi j ∈ (−1, 1), and bi is the bias of neuron i .
Each neuron is connected to all neurons of the network.

2) Choose P samples in S at random, and transform them
into continuous sample by (1).

3) Repeat the above steps until enough datasets are gener-
ated.

In this way, we can obtain sufficient different datasets
to effectively solve the problem of small samples.
In Section II-B.2, we will explain the validity of continuous
datasets.

2) Decoder: In this section, we introduce our designed
decoder based on the discrete Hopfield neural net-
work (DHNN) framework. DHNN is a single-layer full feed-
back neural network with n neurons. Fig. 2 shows a DHNN
architecture with three neurons, where wi j denotes the weight
value connecting neuron i to neuron j and bi is the bias of
neuron i . xi is called the state of neuron i , and the set x =
{x1, x2, x3} of all neuron states constitutes the state of feedback
network. The input of the feedback network is the initial value
of the network, which is expressed as x(0) = {x (0)

1 , x (0)
2 , x (0)

3 }.
In the dynamic evolution process of the network from the
initial state x(0), the state transition rule of each neuron can
be expressed as follows:

x j = f
(
net j

)
, j = 1, 2, 3 (2)

where f (·) denotes the activate function. Specifically, the
symbolic function is used as f (·) in DHNN, that is,

f
(
net j

) = sgn
(
net j

) =
{

1, net j ≥ 0

−1, net j < 0.
(3)

The neti is the net input of neuron i , which be defined as

net j =
n∑

j=1

(
wi j xi − bi

)
, i = 1, 2, 3 (4)

where wi i = 0, wi j = w j i .
In DHNN, there are two dynamic evolution methods: syn-

chronous update and asynchronous update. In the synchronous
update mode, all neurons in the network adjust the state
at the same time. In contrast, in the asynchronous update
mode, only one neuron state is adjusted while the others
remain unchanged. In general, DHNN evolves faster in the

synchronous update mode, but it is easy to fall into an infinite
loop, and the opposite is true in asynchronous update mode.
Example 1 shows the detailed steps of the above two update
modes.

Example 1: Let us consider a DHNN with the same tran-
sition architecture illustrated in Fig. 2. The weight matrix and
bias vector are W , b, respectively, where

W =
⎡
⎣ w11 w21 w31

w12 w22 w32

w13 w23 w33

⎤
⎦ =

⎡
⎣ 0 −0.5 0.2
−0.5 0 0.6
0.2 0.6 0

⎤
⎦

b = [b1, b2, b3] = [−0.1, 0, 0.1]. (5)

Let the initial state of DHNN be x(0) = {x (0)
1 , x (0)

2 , x (0)
3 } ={1,−1, 1}. Then, for the two update methods, the next state

of the network is as follows:
In the synchronous update mode, the next state is

x(1) = {x (1)
1 , x (1)

2 , x (1)
3 }, where

⎡
⎣ x (1)

1

x (1)
2

x (1)
3

⎤
⎦ = f

⎛
⎝W ·

⎡
⎣ x (0)

1

x (0)
2

x (0)
3

⎤
⎦−

⎡
⎣ b1

b2

b3

⎤
⎦

⎞
⎠ =

⎡
⎣ 1

1
−1

⎤
⎦. (6)

In the asynchronous update mode, we randomly select a
neuron to update its state, assuming x (0)

1 is selected, then the
next state x(1) = {x (1)

1 , x (1)
2 , x (1)

3 }, where

x (1)
1 = f

(
w11 · x (0)

1 +w21 · x (0)
1 + w31 · x (0)

1 − b1

)
= −1

x (1)
2 = x (0)

2 , x (1)
3 = x (0)

3 . (7)

In [37], the concept of the energy function is introduced into
the Hopfield neural network, which provides a reliable basis
for judging the stability of network operation. The running
process of DHNN is the evolution of states by dynamics. For
an arbitrary initial state x(0), it evolves in the way of energy
reduction, and finally reaches a stable state x. The stable
state x is called the Hopfield network attractor which satisfies
x = f (W x − b), where W and b are weight matrix and bias
vector, respectively. The key of Hopfield as a decoder is how
to effectively decode the continuous data y in Definition 1
into discrete sequence xi . In this work, the sequence xi is
used as the attractor of the Hopfield network to solve this
problem. Furthermore, we propose Theorem 1 below to ensure
the feasibility of Hopfield network decoding.

Theorem 1: Let X P = {x1, x2, . . . , x P } be a sequence set,
which consists of P binary sequences with same length N .
Then in the synchronous update mode, the sequences x p or
−x p, p = 1, 2, . . . , P , are the attractors of the DHNN with
the weight matrix W =∑P

p=1[x p(x p)
T−I] and no bias terms,

that is

f
(
W x p

) =
{

x p, (N − P) − (m1 + m2 + · · · + m P) ≥ 0

−x p, (N − P) − (m1 + m2 + · · · + m P) < 0

(8)

where mk = (xk)
T x p, k = 1, . . . , p − 1, p + 1, . . . , P and

f (·) be the symbolic function.
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Proof: Since each symbol of the sequence set X is 1 or −1,
we have

(xk)
T x p =

{
mk, p �= k

N, p = k,
k = 1, 2, . . . , N (9)

where −N ≤ m p ≤ N . Thus, we have

W x p

=
P∑

k=1

[
xk(xk)

T − I
]
x p =

P∑
k=1

[
xk(xk)

T x p − x p
]

= x1(x1)
T x p + · · · + x p

(
x p

)T
x p + · · · + x P(x P )T x p

− Px p

= (m1x1 + m2x2 + · · · + m P x P)+ (N − P)x p. (10)

Since each symbol of sequences is 1 or −1, (8) can be
rewritten as

f
(
W x p

)
= f

[
(m1x1 + m2x2 + · · · + m P x P )+ (N − P)x p

]
= sgn

[
(m1x1 + m2x2 + · · · + m P x P )+ (N − P)x p

]
=

{
x p, (N − P)− (m1 + m2 + · · · + m P) ≥ 0

−x p, (N − P)− (m1 + m2 + · · · + m P) < 0.
(11)

This completes the proof. �
Remark 1: In the asynchronous update mode, the equation

in Theorem 1 is written as

f
(
W x p

)
=

{
x p, (N − P) − (m1 + m2 + · · · + m P) ≥ 0

x̂, (N − P) − (m1 + m2 + · · · + m P) < 0
(12)

where x̂ does not belong to the sequence set X P , meaning
that DHNN converges to attractors other than X P . It is easy
to see that the smaller of P , the greater the probability that
x p is the attractor of DHNN.

If DHNN evolves in an asynchronous update mode, when
weight matrix W is a symmetric matrix, the network will
converge to an attractor. However, when the network evolves in
a synchronous update mode, W must be a nonnegative definite
symmetric matrix, otherwise the network may oscillate [39].
Therefore, in this work, we selected a suitable P through
experiments and adopted a generalized asynchronous update
mode. Specifically, DHNN randomly updates the state of k
neurons every time it evolves to avoid the drawbacks of
synchronous and asynchronous update modes.

In HpGAN, DHNN is designed through the weight W ,
which is the continuous matrix that generated by the decoder
with P suitable binary sequences. It can be guaranteed that the
decoder can successfully map to the original binary sequences
when DHNN converges to a stable state by Theorem 1.
Example 2 visually shows a basic process of HpGAN.

Example 2: Consider a binary sequence set C =
{x1, x2, . . . , xM} which consists of M different sequences of
the same length N = 3. Randomly select P sequences from
C and encode them as continuous data W , where we assume

P = 2, x1 = [1, 1,−1], x2 = [1,−1, 1]. By Definition 1 (no
bias terms), we have

W =
⎡
⎣ 0 0 0

0 0 − 2
3

0 − 2
3 0

⎤
⎦ (13)

then feed continuous data W as training data into GAN. When
GAN reaches equilibrium, GAN generate a new continuous
data W � which is similar to W . We assume

W � =
⎡
⎣ 0.01 0 0

0 0 −0.65
0 −0.67 0

⎤
⎦ (14)

and exploit it as the weight matrix of DHNN with three
neurons. Through the dynamic evolution of DHNN, we can
know that for any initial state, when DHNN is stable, DHNN
will always converge to x1 or x2.

Remark 2: It is also feasible to design encoders and
decoders with other neural networks, such as autoencoders.
Two specific reasons for choosing Hopfield networks over
other encoders/decoder for discretization are:

1) DHNN is easy to build and very convenient to update
the training set. Specifically, the weights and biases of
the DHNN can be designed with simple multiplication
calculations, instead of long training.

2) DHNN has good interpretability with a guaranteed
decoding rate.

Overall, in one iteration, there are three main steps.

1) All 2-D continuous data generated by the encoder are
used as training data of GAN.

2) GAN model is trained until it reaches Nash equilibrium.
3) The generator generates continuous 2-D data and con-

verts it into binary sequences by the decoder.

Since GAN can generate data with similar characteristics to
training data, i.e., |M(CTrain) −M(CGAN)| < ε, where ε is a
constant, M(CTrain) and M(CGAN) are the metric of training
data and generate data, respectively. In the next iteration,
we update the initial binary sequences with the generated
better ones. For example, to minimize M(C), we replace CT1

in the training set with CG1, when M(CG1) < M(CT1), where
CT1 ∈ M(CTrain) and CG1 ∈ M(CGAN). In this way, the
sequences in the training set get improved after every iteration,
and intuitively the average metric M̄(C) of the training set
gradually decrease. Therefore, the sequences generated by
GAN also gets improved after every iteration. The pseudocode
for HpGAN is given in Algorithm 1.

In Sections III and IV, we demonstrate the searching
capabilities of HpGAN in two applications: in Section III,
we use HpGAN to search some complementary and
near-complementary sequences which are not from the training
set; in Section IV, we use HpGAN to search new phase-coded
sequences for pulse compression radar systems. In the two
applications, in order to highlight the advantages of discrete
sequences generated by HpGAN, we compare the binary
sequences generated by GAN and HpGAN, respectively.
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Algorithm 1 HpGAN
Initialization:

Generate a binary sequence set S as training dataset
through existing algorithms or constructions.
Initialize the parameters W and b of GAN.

while 1 do:
1: Generate the continuous training dataset Scon by the

encoder.
2: Train GAN with the continuous dataset Scon.
3: Generate continuous dataset SGAN by the generator,

until GAN reaches Nash equilibrium.
4: Transform SGAN into binary sequences Sbin by the

decoder.
5: Compute metric M(CGAN), and select M sequences with

good M(C) to update a new dataset Snew, where CGAN ∈
Sbin.
6: Update dataset, i.e., S ← Snew.
end

III. HPGAN FOR COMPLEMENTARY AND

NEAR-COMPLEMENTARY SEQUENCES

Golay complementary pairs (GCPs) were proposed by
Golay in his work on infrared spectrometry in 1949 [40],
where their mathematical properties were studied in 1961 [41].
The existing known binary GCPs only have even-lengths in
the form of 2α · 10β · 26γ where α, β, γ are nonnegative
integers satisfying α + β + γ ≥ 1 [42], [43]. Motivated by
the limited admissible lengths of binary GCPs, Fan et al. [44]
proposed “Z-complementary pair (ZCP)” which features zero
aperiodic auto-correlation sums for certain out-of-phase time-
shifts around the in-phase position. Such a region is called a
zero-correlation zone (ZCZ). Up to date, GCPs and odd-length
binary ZCPs (OB-ZCPs) have found numerous applications
in wireless engineering such as radar sensing [45], channel
estimation [46], synchronization in 3G standard [47], and
PMEPR reduction [3], [48]. The concept of complementary
pairs was extended later to mutually orthogonal complemen-
tary sequence set (MOCSS) [49], which are widely used in
MC-CDMA systems to eliminate multipath interference and
multiuser interference [50], [51].

Let us consider a MOCSS C = {cm
j (n) : j = 0, 1, . . . , J −

1;m = 0, 1, . . . , M−1; n = 0, 1, . . . , N−1} which have zero
auto- and cross correlation sum properties for all nontrivial
nonzero time shifts. Specifically.

1) Ideal Aperiodic Auto-Correlation Function (AAF): For
the M sequences assigned to a user j , i.e., {cm

j : m =
0, 1, . . . , M−1}, the sum of the AAF of these sequences
is zero for any nonzero shift

AAF j(τ ) =
M−1∑
m=0

N−1−τ∑
n=0

cm
j (n)cm

j (n + τ ) = 0 (15)

where delay τ = −N + 1, . . . , N − 1, τ �= 0. Any
sequence in this set is called a complementary set
sequence (CSS). In particular, when M = 2, the set
is called a GCP, and any constituent sequence in this
pair is called a Golay sequence (GS) [49].

2) Ideal Aperiodic Cross Correlation Function (ACF): For
two flocks of complementary codes assigned to users j1
and j2, i.e., {cm

j1
, cm

j2
: m = 0, 1, . . . , M − 1}, the sum

of their ACFs is always zero irrespective of the relative
shift

ACF j1, j2(τ ) =
M−1∑
m=0

N−1−τ∑
n=0

cm
j1(n)cm

j2(n + τ ) = 0 (16)

where τ = −N + 1, . . . , N − 1 and j1 �= j2.

Some known constructions of MOCSS are available in [52].
In Section III-A, we make use of HpGAN to search MOCSS.
Our goal is to investigate and evaluate the capability of
HpGAN, i.e., whether it can search for some MOCSSs which
are not in the training dataset.

A. HpGAN for MOCSSs

In this section, we use HpGAN to search MOCSSs. As men-
tioned above, a MOCSS should satisfy (15) and (16) at the
same time. Hence, we consider the following metric function
M(C) which is the sum of all the nontrivial aperiodic auto-
and cross correlation squares of a sequence set C:

1) Metric Function: For a binary sequence set C = {xm
j (n) :

j = 0, 1, . . . , J − 1;m = 1, 2, . . . , M − 1; n = 0, 1, . . . , N −
1; xm

j (n) ∈ {−1, 1}} consisting of M J sequences of same
length N , the metric function M(C) is defined below

M(C) =
J−1∑
j=0

N−1∑
τ=−N+1

|AAF j (τ )|

+
J−1∑
j1=0

J−1∑
j2= j1+1

N−1∑
τ=−N+1

|ACF j1, j2(τ )|. (17)

For MOCSSs, it is desired to have M∗ = inf M(C) = 0.
Our goal is to demonstrate the effectiveness of HpGAN by
generating new MOCSSs.

2) Training Dataset: Generating sufficient training data
is a prerequisite of using HpGAN, and the quality of the
training sequence sets determines the performance of HpGAN.
In this article, we exploit some known constructions in [12] to
generate a training datasets Strain, which contains 200 different
MOCSSs, where M(C) = 0, C ∈ Strain and J = 2,
M = 2, N = 8 for each C.

3) Encoder: We regard each sequence set C as a sequence
of length 32. Based on Definition 1, we design an encoder
to convert discrete data into continuous data. Specifically,
we generated 500 continuous data as the training dataset of
GAN by (1) with random P and b. In general, the larger of
P and b, the more samples can be generated, but the lower
the decoding accuracy. From Fig. 3, we can see that there is
a decoding accuracy when both P and b take relatively small
numbers. Therefore, considering the diversity of generated
data and the decoding accuracy, we set P ≤ 4 and b ∈ [0, 0.4]
in HpGAN.

4) GAN: Both the generative model G and the discriminant
model D in HpGAN are implemented by multilayer percep-
trons. Each perceptron contains three layers of neurons: input
layer, hidden layer, and output layer. The input of the generator
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TABLE I

PARAMETERS OF HPGAN

Fig. 3. Illustration of the decoding accuracy with the two parameters P and
bias. (a) Decoding accuracy with the change of parameter P . (b) Decoding
accuracy with the change of parameter b.

is a random noise vector z, where z obeys uniform distribution,
i.e., z ∼ U(−1, 1). In the process of training GAN, the
minibatch size was set to 100, and we randomly sampled five
minibatches without replacement from the 500 continuous data
to train the GAN. The parameter settings of HpGAN are listed
in Table I. OG and ID were set to 1024. Since the perceptron
model can only process 1-D data, we converted all training
data into 1-D data with a length of 32 × 32 and fed them into
HpGAN. The discriminator is equivalent to a two-class model,
thus OD was set to 1. Other parameters may be modified
according to the effectiveness of the model.

5) Decoder: The decoder is a DHNN with 32 neurons
which uses the generated data as its weight matrix and then
decodes the generated data through the dynamic evolution of
DHNN. We employ asynchronous updates to evolve DHNN.
Specifically, during each update of DHNN, only five neurons
are randomly selected to update. For example, when only one

neuron i is updated, the evolution formula of DHNN is as
follows:

x j(t + 1) =
{

sgn
(
net j(t)

)
, j = i

x j(t), j �= i,
j = 1, 2, . . . , n. (18)

By this method, the search space can be increased, making
it easier to get better results.

B. Performance Evaluation

We evaluated the search performances of HpGAN on a PC
with Intel Xeon W-2125 CPU at 4 GHz and 16 GB RAM.
In this experiment, the number of iterations of the network was
set to 104. In each iteration, we calculated the loss values of the
generative model and the discriminant model to observe the
convergence of HpGAN. To monitor the evolution of HpGAN,
we evaluated the search ability of HpGAN every 100 iterations
by calculating the metric M(C) of 100 sequence sets generated
by the current generator. We exploited the minimum metric
min[M] and the mean metric E[M] in the generated sequence
sets to reflect the search effect and search trend of HpGAN.

We have compared the performances of HpGAN and GAN
in sequence generation tasks to demonstrate the necessity of
encoding in HpGAN. We have used the MOCSSs as training
data and fed it to GAN without encoding, where GAN and
HpGAN have the same structure. The loss values of the
generator and discriminator of HpGAN and GAN are shown
in Figs. 4 and 5, respectively. It can be seen from these two
figures that after 2500 iterations, the loss values of the HpGAN
discriminator gradually decrease and converge, and the loss
values of the generator gradually become flat. However, the
loss values of GAN do not converge, but exhibit an exponential
growth trend.

Next, we compare the sequence set generation effects of
HpGAN, SeqGAN, and GAN, as shown in Fig. 6, where
triangles and circles, respectively, represent the min[M] and
E[M] in the generated 100 sequence sets; the blue, green,
and red lines represent the sequence set generation process
of GAN, SeqGAN, and HpGAN, respectively. As shown in
Fig. 6, after 2500 iterations, the min[M] of HpGAN reaches
the optimal value, and its E[M] shows a decreasing trend
with network iterations. However, the min[M] and E[M]
of the sequence sets generated by GAN are not significantly
improved. This shows that it is difficult for GAN to learn the
effective features of the training sequences, when GAN is used
to directly train binary sequences without encoding. Similar to
GAN, with the continuous training of SeqGAN, the min[M]
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Fig. 4. Loss values of the generator and the discriminator of HpGAN with
the change of the number of iterations. After 2500 iterations, the values of the
generative model and the discriminant model tend to be flat. (a) Loss values
of the discriminator with the change of the number of iterations. (b) Loss
values of the generator with the change of the number of iterations.

and E[M] of the generated sequence set fluctuate within a
certain range. Although the effect of SeqGAN in generating
sequence sets is better than that of GAN, it can also be seen
that it has not learned the effective features of the sequence at
present. Over the course of training, HpGAN generated 10 000
sequence sets, from which we found 119 different MOCSSs
with M(C) = 0, and none of these sequence sets belong to
the training sequence sets.

It is worth noting that the purpose of HpGAN is to train
the generator to learn the probability distribution function
PC of the training data C so that it can generate data with
similar characteristics to the training data. Once the training
is completed, we can directly use the generator to quickly
generate a large amount of new data without retraining.
To prevent the problem of mode collapse in HpGAN, during
the training of HpGAN, we denote the number of different
sequence sets in the 100 sequence sets generated each time
as d . From Fig. 7, the diversity of the generated sequence
will decrease as the network continues to be trained, but after
the network is trained 10 000 times, the difference rate of the
HpGAN generated sequence set is still above 50%.

C. HpGAN for Optimal and Suboptimal OB-ZCPs

In this section, to further demonstrate that the sequences
generated by HpGAN may not be produced by systematic
construction, we search optimal and suboptimal OB-ZCPs by
HpGAN. In this experiment, we constructed 128 of OB-ZCPs

Fig. 5. Loss values of the generator and discriminator of GAN. During the
training process, the loss values of the discriminator gradually approaches
zero, while the loss values of the generator show a rapid increase. (a) Loss
values of the discriminator with the change of the number of iterations.
(b) Loss values of the generator with the change of the number of iterations.

Fig. 6. Comparison among the min[M] and E[M] of the sequence set
obtained through GAN, SeqGAN, and HpGAN.

of length 15 by the approach in [53] as the training data. This
was done by deleting the first or last element of the binary
GCPs of length 16. In the training data, the maximum ZCZ
length of all OB-ZCPs is 4. In addition, the minimum PMEPR
(interested readers may refer to [3], [48], [53] and references
therein for more details) of each sequence in the training data
is 1.7272. We designed HpGAN whose network structure and
parameters are the same as those of HpGAN when searching
for MOCSSs in Section III-A.

After the experiment, we found 140 OB-ZCPs, where none
of them belong to the training data. In particular, an opti-
mal Type-I OB-ZCP sType-I, Type-II OB-ZCP sType-II and
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Fig. 7. In the training of HpGAN, the number of sequence sets that are
different from each other in 100 sequence sets generated by HpGAN each
100 iterations.

suboptimal OB-ZCP ssuboptimal found by HbGAN as shown at
the bottom of the page.

A plot of their individual aperiodic auto-correlation sum
magnitudes is shown in Fig. 8. One can see that the sType-I and
sType-II are optimal. A suboptimal OB-ZCP ssuboptimal found by
HpGAN is shown in Fig. 9. HpGAN also found the sequence
with PMEPR metric PMEPR(sPMEPR) ≈ 1.6667, as shown at
the bottom of the next page, which is better than any sequence
in the training data.

IV. HPGAN FOR PULSE COMPRESSION RADAR

In modern complex applications, the radar is required to
have a large detection range and high resolution. However, for
a pulsed radar system that transmits a fixed carrier frequency,
its resolution is inversely proportional to the transmitted
pulsewidth. Thus, there is a tradeoff between distance and
resolution. Pulse compression radar can take into account the
detection range and resolution at the same time by modulated
pulses [30], [54], [55]. The key is to use modulated pulses
(e.g., phase-coded pulse) rather than conventional nonmodu-
lated pulses.

Let s be a binary probing sequence of length N , and y
denotes the received sequence of length N . Let {hn}N−1

n=−N+1,n �=0
denote the corresponding amplitude coefficients for the adja-
cent range bins or clutter patches. Jn denote a shift matrix
that takes into account the fact which the clutter returns from
adjacent range bins need different propagation times to reach
the radar receiver [55]

Jn =

⎡
⎢⎢⎢⎢⎢⎣

n︷ ︸︸ ︷
0 · · · 0 1 0

. . .

1
0

⎤
⎥⎥⎥⎥⎥⎦

N×N

= JT
−n, n = 1, 2, . . . , N − 1. (19)

Fig. 8. AAF sum magnitudes of OB-ZCP sType-I, OB-ZCP sType-II and
suboptimal OB-ZCP ssuboptimal, respectively. (a) For Type-I OB-ZCP sType-I.
(b) For Type-II OB-ZCP sType-II. (c) For suboptimal OB-ZCP ssuboptimal.

Following the definition in [55] and [56], after subpulse-
matched filtering (MF) and analog-to-digital conversion,
we can write the received sequence y as:

y = h0s +
N−1∑

n=1−N,n �=0

hnJn s + w (20)

where w denotes the additive white Gaussian noise (AWGN).
Given the received sequence y, the radar’s objective is

to estimate h0, where h0 corresponds to the range bin of
interest. To this end, the operation of a conventional receiver

sType-I =
[−1 −1 +1 −1 −1 +1 −1 −1 −1 +1 −1 +1 −1 +1 +1
−1 +1 +1 +1 +1 −1 −1 −1 +1 +1 −1 +1 +1 +1 +1

]

sType-II =
[−1 +1 −1 +1 −1 −1 −1 −1 +1 +1 −1 +1 +1 −1 −1
+1 +1 +1 +1 +1 −1 +1 +1 +1 −1 −1 −1 +1 +1 −1

]

ssuboptimal =
[−1 +1 +1 −1 −1 +1 +1 +1 −1 −1 −1 −1 −1 +1 −1
−1 −1 +1 −1 +1 −1 −1 −1 −1 −1 −1 +1 +1 −1 +1

]
.
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is described by the following equation [38], [55]–[59]:

ĥ0 = sT y
sT s
= h0 +

N−1∑
n=1−N,n �=0

hn
sT Jn s
sT s

(21)

where the AWGN is ignored since the received signal is
interference-limited. Because h0 and {hn}N−1

n=−N N+1,n �=0 are
unknown, it is reasonable to define the signal-to-interference
ratio (SIR) ϒMF at the output of the above receiver is as
follows:

ϒMF =
(
sT s

)2∑N−1
n=1−N,n �=0

(
sT Jn s

)2 . (22)

There is a rich body of literature on maximizing ϒMF over
the set of binary sequences, which is referred to as the well-
known “merit factor problem” [57]–[61]. For such sequences,
the best-known merit factor of 14.08 is achieved by the Barker
sequence of length 13 [62].

In the presence of Gaussian white noise, the above MF
estimator can provide the largest signal-to-noise ratio (SNR).
However, some clutters may cause interference to the received
information, especially in the scene of weak target detection.
Hence, interference suppression is important. This motivates
the design of mismatched filter (MMF) estimators to suppress
the interference of clutter [55], [56], [63].

The MMF estimator uses a general real-valued sequence x
instead of the phase sequence s, and correlates the received
sequence, giving

ĥ0 = xT y
xT s
= h0 +

N−1∑
n=1−N,n �=0

hn
xT Jn s
xT s

. (23)

The receiver optimizes x by maximizing the following
formula:

ϒMMF =
(
xT s

)2∑N−1
n=1−N,n �=0

(
xT Jn s

)2 . (24)

It has been shown in [56] that, given a phase code s, the
optimal sequence x that maximizes ϒMMF is x∗ = R−1s,
where matrix R is given by

R =
N−1∑

n=1−N,n �=0

Jn ssT JT
n . (25)

Substituting x∗ = R−1s into (24), we have

ϒMMF = sT R−1s. (26)

Note that ϒMMF only depends on the phase code s. Hence,
the objective for the design of the MMF estimator is then to
discover a phase-code s that can maximize ϒMMF in (26).

A. HpGAN for Pulse Compression Radar

In this section, we use HpGAN to search the phase
sequences for pulse compression radar which maximize the
metric M(s). The metric M(s) is defined as

M(s) = sT R−1s (27)

where matrix R is given by (25).
Massive training data is a necessary condition for HpGAN.

Unfortunately, there are no suitable mathematical construc-
tions that can generate a large number of sequences with good
metric M(s) with an identical length. For this, we employed a
genetic algorithm (GA) to generate 250 different sequences as
the training sequences of HpGAN. In the GA, we used random
sequences as parents and then searched for sequences through
crossover, mutation, and selection operations where the fitness
function is the metric M(s). For the MMF estimator, these
sequences which are generated by GA yielded SIR ϒMMF ∈
[10, 21].

For this application, the main architecture of HpGAN is
similar to that of the network in Section III. Major differences
in the specific design and parameter selection are summarized
as follows.

1) In the encoder, we aim to increase the diversity of
encoded sequences while ensuring high decoding accu-
racy. Therefore, the number of sample sequences in
definition 1 is set to P ≤ 8, because of the larger
sequence length than that in Section III, whilst the bias
vector is still set to b ∈ [0, 0.4].

2) Since we need to convert the encoded 2-D sequences
into 1-D and then feed it into the GAN, the length of
the training sequences is 59 × 59. A simple perceptron
model is difficult to effectively extract the characteristics
of the training data. Therefore, we use a multilayer
perceptron as the generative model and discriminant
model in HpGAN, in which each perceptron contains
two hidden layers in this experiment. The parameters
settings are listed in Table II.

3) In this experiment, our goal is not to generate sequences
similar to the initial training sequences but to generate
sequences that are better than the initial sequences. How-
ever, training the network with only initial sequences
cannot achieve our goal, because the principle of GAN
is to generate data with similar characteristics to the
training data. In this regard, the sequences that we
generate during network training are better than the
initial sequences, as new training sequences update the
initial sequences. Moreover, after every 2500 iterations
(according to our experience, the model reaches equilib-
rium after 2500 iterations), we exploit the current model
to generate a new sequence set Snew to update the initial
training sequence set Sinit, i.e., Sinit ← Snew.

sPMEPR =
[−1 −1 −1 +1 +1 +1 −1 +1 −1 +1 −1 −1 +1 −1 −1

]
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TABLE II

PARAMETERS OF HPGAN

B. Performance Evaluation

In the experiment, HpGAN was executed 2× 104 iterations
to train the model in order to generate better sequences.
According to our testing experience, GAN reached equilibrium
after about 2500 iterations. Furthermore, after 2500 iterations
of GAN, GAN can generate sequences with similar char-
acteristics to the training sequences. Therefore, we updated
the training set with the sequences generated by GAN after
every 2500 iterations and train the network again. When the
training set is updated for the kth time, we exploit the current
generative model to generate a large amount of data, and
select 100 different sequences as the new training set Snew.
Since the mean metric of the sequences in the initial training
set Sinit is 13 and we also consider the learning ability of
HpGAN, the metric of sequence in the new training is set to
M(s) ≥ 13+3×k, s ∈ Snew. After each update of the training
set, GAN learns the sequences in Snew, and the average metric
of the generated sequences is M̄(s�) ≈M(s), where s� is the
sequence generated by the current GAN. As in Section III,
we calculate the loss values of the generative model and the
discriminant model to observe the convergence of the network.
To monitor the evolution of HpGAN, every 100 iterations,
we evaluated the searching capability of HpGAN and record
their mean metric E[M] and maximum metric max[M].
We exploit the minimum metric max[M] and the mean metric
E[M] in the generated sequence sets to reflect the search
effect and search trend of HpGAN.

From Fig. 9, we can see that after 2500 iterations, the
loss functions of HpGAN gradually converge. Each time the
training set is updated, the loss functions of the model fluctuate
and then gradually stabilize showing how the model makes
adjustment after the training set is updated.

The evolution curves of the mean metric E(M) and maxi-
mum metric max(M) with respect to the number of iterations
are shown in Fig. 10. We can see that the overall trends of
E(M) and max(M) is gradually increase with the number
of iterations, especially after updating the training set, both
E(M) and max(M) get greatly improved. For the MMF
estimator, the well-known Legendre sequence yields M(sL) ≈
10.98, which is represented by the brown dashed line in
the figure. The green and purple dashed lines represent the
average metric E(M)init ≈ 13.34 and the maximum metric
max(M)init ≈ 23.25 of the initial training set, respectively.
These sequences are all obtained by GA and are better than the
Legendre sequence, among which the best sequence is denoted
as sGA. To compare with the performance of AlphaSeq,

Fig. 9. Loss values of the generator and discriminator of HpGAN. Each time
the training set is updated, the loss functions of the model fluctuate and then
gradually stabilize. (a) Loss values of the discriminator of HpGAN. (b) Loss
values of the generator of HpGAN.

Fig. 10. Training process of HpGAN to search a phase-coded sequence for
pulse compression radar with the evolution curves of the mean metric E(M)
and the maximum metric max(M).

we also marked the metric M(sAlpha) ≈ 33.45 of the best
sequence sAlpha obtained by AlphaSeq with a yellow dashed
line.
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It can be seen from Fig. 10 that after 2500 iterations of
training the network with the initial training data, the network
can generate some sequences which are better than that from
the training set, but the mean value of the generated sequences
is lower than E(M)init. After the training set is updated for
the first time, the sequences generated by HpGAN are better
than the initial training set as a whole, and as the training set
is updated again, the metric of the sequences generated by
the network gets improved again. In particular, after 17 500
iterations, HpGAN has found sequences whose metrics are
better than max(M)Alpha, and the mean metric of HpGAN
generated sequences is close to max(M)Alpha. This figure also
demonstrates that HpGAN is an effective search tool, which
can continuously improve the search ability as the training set
is updated.

When HpGAN training is completed, we can exploit the
generator to quickly generate sequences with linear com-
plexity. After the 20 000th iteration, we exploit the generator
searches a sequence with metric M(sHpGAN) ≈ 42.07

sHpGAN

= [1010101010101010110101101011001101001111

0000011111111111111].

Compared to the well-known Legendre sequence, sHpGAN

increases the SNR of the MMF estimator in the pulse com-
pression radar system by four times. Moreover, compared to
sAlpha and sGA, sHpGAN improves the SIR by 8.62 and 18.82 at
output of an MMF estimator, respectively.

V. CONCLUSION

In this article, we proposed a novel algorithm for search-
ing sequences based on GAN, which is called HpGAN.
In the HpGAN training process, since the network is updated
inversely according to the loss function, the calculation of the
metric function of the sequence is avoided. As a result, the
computational complexity is reduced, making HpGAN more
applicable to many different application scenarios, especially
for those with complex metric functions.

We demonstrated the search ability of HpGAN through
two applications. In the first application, we successfully
found MOCSSs and optimal/suboptimal OB-ZCPs, showing
that HpGAN is capable of achieving global optimal solutions
and can obtain more results based on existing tools. In the
second application, based on the training set generated by the
GA algorithm, HpGAN found a new sequence, which is far
superior to the existing sequences for increasing the SNR of
the MMF estimator in the pulse compression radar system.
Compared with the sequence discovered by AlphaSeq, the
sequence found by HpGAN improves the SIR by 8.62 at the
output of an MMF estimator.

As future work, more efficient GAN architecture for
sequences may be designed. For example, it is likely to use
deep CNNs or residual neural networks to build generative
models and discriminative models so as to better extract the
features of sequences. Designing a more suitable encoder and
decoder is an interesting research problem for searching longer
sequences.
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