
1.  Introduction
Inferring the full three-dimensional (3D) dynamics of structures belonging to the meso- and submesoscale is 
still challenging for both in situ and remote observations. A significant improvement in satellite altimetry is 
expected thanks to the upcoming Surface Water and Ocean Topography (SWOT) mission (Morrow et al., 2019). 
Through geostrophy, horizontal velocities can be easily estimated by computing the gradients of the sea surface 
height or the dynamic height (Le Traon & Morrow, 2001). Additional derivations are needed to determine the 
vertical velocity, w. Despite their small magnitude, vertical exchanges have a fundamental contribution to air-sea 
interactions and carbon sequestration through the physical carbon pump (Iudicone et al., 2011). Furthermore, the 
vertical transport of tracers is essential from a biogeochemical perspective. Since direct measurements of w are 
limited and require specialized instrumentation (D’Asaro, 2003), the commonly accepted procedure is to compute 
it through an indirect diagnostic.

Abstract  Intensive hydrographic and horizontal velocity measurements collected in the Alboran Sea 
enabled us to diagnose the three-dimensional dynamics of a frontal system. The sampled domain was 
characterized by a 40 km diameter anticyclonic eddy, with an intense front on its eastern side, separating 
the Atlantic and Mediterranean waters. Here, we implemented a multi-variate variational analysis (VA) 
to reconstruct the hydrographic fields, combining the 1-km horizontal resolution of the Underway 
Conductivity-Temperature-Depth (CTD) system with information on the flow shape from the Acoustic Doppler 
Current Profiler velocities. One advantage of the VA is given by the physical constraint, which preserves 
fine-scale gradients better than the classical optimal interpolation (OI). A comparison between real drifter 
trajectories and virtual particles advected in the mapping quantified the improvements in the VA over the OI, 
with a 15% larger skill score. Quasi-geostrophic (QG) and semi-geostrophic (SG) omega equations enabled 
us to estimate the vertical velocity (w) which reached 40 m/day on the dense side of the front. How nutrients 
and other passive tracers leave the mixed-layer and subduct is estimated with 3D advection from the VA, 
which agreed with biological sampling from traditional CTD casts at two eddy locations. Downwelling warm 
filaments are further evidence of subduction, in line with the w from SG, but not with QG. SG better accounted 
for the along-isopycnal component of w in agreement with another analysis made on isopycnal coordinates. 
The multi-platform approach of this work and the use of variational methods improved the characterization and 
understanding of (sub)-mesoscale frontal dynamics.

Plain Language Summary  Ocean water currents move mainly horizontally, while the vertical 
velocity is pretty slow and thus hard to measure. However, despite its small magnitude, vertical exchange 
from the ocean surface to its interior is relevant for climate change (e.g., carbon distribution and export) 
and contaminant dispersal. In this work, we first reconstruct the small features of the ocean combining the 
measurements of the water velocity with its hydrographic properties like salinity and temperature. From this 
reconstruction we estimated and characterized the vertical velocity in a frontal region. This estimation was 
possible through repetitive measurements carried on by a research vessel in the Alboran Sea and led to a 
magnitude of 40 m/day. We confirmed our estimations with independent observations of drifting buoys and 
nutrients sampling which followed 2D and 3D trajectories in agreement with our velocity fields.
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In the quasi-geostrophic (QG) framework, assuming the conservation of potential vorticity (PV) along 
the geostrophic flow trajectories, w can be computed through an omega equation Hoskins et  al.  (1978). 
Semi-geostrophy (SG) offers a different approximation, which is less popular due to various analytical problems 
in its solution which involve coordinate changes. Including the ageostrophic effects in buoyancy advection, SG 
allows for a better representation of frontogenesis. Hoskins et  al.  (1978) developed another omega equation 
within this framework. More recently, Viudez and Dritschel  (2004) rearranged the SG omega equations and 
provided examples of its limitations and benefits. All these approximations are aimed at computing the total w 
purely through geostrophic velocities and rely on hydrographic data. In Freilich and Mahadevan (2019) instead, 
starting with total horizontal velocities from numerical simulations, w is estimated in its two components: wuplift 
and wiso. The first is responsible for the isopycnal uplift, while the latter explains the vertical movements along 
sloping isopycnals. These two components are particularly interesting when studying water masses on an isopyc-
nal surface, where the temperature (or salinity) can be used as a tracer to reveal horizontal and vertical transport 
(other authors refer to this tracer as the spice of the water masses Johnston et al. (2011); Wang and Luo (2020)).

At fronts, w and vertical transport are often stronger as seen from numerical (Klein & Lapeyre, 2009; Mahadevan 
& Tandon, 2006; McWilliams, 2019) and in situ experiments (Pascual et al., 2017; Ruiz et al., 2009). In the west-
ern Mediterranean Sea, specifically in the Alboran basin, several studies have reported a strong vertical velocity 
of up 50 m/day (Gomis et al., 2001; Rudnick et al., 2022; Ruiz et al., 2019; Tintoré et al., 1991; Zarokanellos 
et al., 2022). This region is an ideal site due to the almost permanent front between the Atlantic Water (AW) 
flowing into the Mediterranean Sea and the old recirculating Modified Atlantic Water (MAW) that intrudes 
southwestward along the Spanish coast. This work continues the efforts made to understand processes affecting 
w in the Alboran Sea. We worked within the framework of the Coherent Lagrangian Pathways from the Surface 
Ocean to the Interior (CALYPSO) project (Mahadevan et al., 2020), which aims to unravel how tracers and drift-
ing objects are transported out of the mixed layer.

Here, we aim to improve the diagnosis of meso- and fine-scale w based on observations from 1 to 3 April 2019. 
Four parallel transects revealed an anticyclonic eddy with a 20 km radius and a salinity front on its eastern side. 
Temperature (T) and salinity (S) measurements were made with the Underway Conductivity Temperature Depth 
system (UCTD) (Rudnick & Klinke,  2007), while the shipboard Acoustic Doppler Current Profiler (ADCP) 
provided the total horizontal velocities. We developed a 3D multi-variate analysis (VA) based on DIVAnd (Barth 
et al., 2014) to objectively reconstruct the structure of the eddy and salinity front. This method aims to impove on 
the classical Optimal Interpolation (OI), by preserving the gradients as much as possible. Excessive smoothing 
leads to small magnitudes when computing w with the QG and SG approximations mentioned above. Here, we 
focus on the SG framework since, according to Gent et al. (1994), our scenario lies in what they call a strongly 
curved front where the ratio between the cross-front to along-front horizontal velocities is comparably small for 
an order one distance in the along front direction. Finally, although the field mapping might suggest a Eulerian 
approach, we also used a Lagrangian perspective, studying virtual particle advection in order to compare with our 
reconstructions. Reconstructions are the output fields of the different interpolation methods.

The data are described in Section 2. Section 3 describes our reconstruction techniques and details their differ-
ences. Section 4 shows the results for horizontal and vertical velocities. The discussion analyzes the benefits of 
the VA in the eddy context and focuses on the vertical velocity (Section 5). The latter topic, an isopycnal analysis, 
and advection of the virtual particles leads us to the conclusion reported in Section 6.

2.  Data
Our starting data was composed mainly by satellite altimetry and chlorophyll images that were used to design the 
campaign and to confirm our finding of a 40-km diameter anticyclonic eddy near the Spanish coast (Figure 1). 
We collected the UCTD and ADCP data over 30 hr from 1 to 3 April 2019, during the leg 1 of a cruise on the R/V 
Pourquoi Pas? Most of the drifters were deployed on leg 2 after 4 April 2019 (Figure 2). The AW on the west 
and the MAW in the east formed a strong S front on the eastern edge of the eddy. We then crossed the front with 
four radiator-shaped transects with 17-km spacing which cover the whole eddy. UCTD measured T and S, while 
a 150 kHz ADCP measured the horizontal velocity. We used Surface Velocity Program (SVP) and CARTHE 
surface drifters as an independent data set to validate the horizontal velocities through a skillscore and to qualita-
tively compare their convergence with w.
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Finally, we analyzed the 8 CTD casts made on the eddy's east side: 4 upstream and 4 downstream of the anticy-
clonic flow. The CTD rosette was equipped with a Sea-Bird SBE 9 CTD, a SBE 43 optical oxygen sensor, and a 
SUNA V2 optical nitrate sensor. Oxygen measurements were calibrated with Winkler titrations at two depths on 
every cast. Nitrate measurements were calibrated with water samples collected at five depths on every cast and 
analyzed for nitrate with a nutrient autoanalyzer at the Institute for Marine Sciences of Andalusia (ICMAN-CSIC). 
The nitrate and oxygen measurements were analyzed as passive tracers of the flow dynamics.

Figure 1.  (a) Bathymetry of the Alboran Sea. (b) Chlorophyll image of the 1st of April 2019. (c) Sea level anomaly with geostrophic velocities of the 3rd of April 
2019. Shiptrack in a contrasting color in (a, b, c).

Figure 2.  (a) Summary of the observations used in this work with their sampling times. The central time of the 30 hr underway conductivity temperature depth system 
(UCTD)/acoustic doppler current profiler sampling is highlighted with a red label. Raw observations of the salinity from the UCTD in an upstream (b) and downstream 
(c) section. Their position is also highlighted in the map.
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We rotated the coordinates by 20° to have X correspond to the across-front direction, and Y to the along-front 
direction Figure 2. In X, the resolved scale is relative to the instruments' resolutions, while in Y, the separation 
between the transects determines the Nyquist length. Further details on this aspect and the correlation scale are 
in the Section Appendix A. Refer to the cruise report Mahadevan et al. (2019) for additional information on the 
sampling.

2.1.  UCTD

The UCTD measures T, conductivity, and pressure. It consists of a compact, internally recording Sea-Bird CTD 
attached by Spectra line to a compact winch (Rudnick & Klinke, 2007). The UCTD was operated continuously 
for about 10 casts at a time without spooling line on the tail, which leads to a variable fall rate. The fall rate of the 
UCTD probes varied between 1.5 and 3.5 m s −1 and decreased at the bottom of the profiles. Data were collected 
at 16 Hz to 200 m. A cycle took about 5 min, which corresponds to a horizontal resolution of about 1 km, at a 
speed of 6 knots, resolving (sub) mesoscale features. The data were merged with the shipboard ADCP and Global 
Position System at times corresponding to the start of each UCTD cast. Other derived quantities such as absolute 
salinity, conservative temperature, and in situ density were included, once they had been computed using the 
Gibbs-SeaWater Package. Finally, the UCTD profiles were interpolated vertically onto a common depth grid 
with 0.5 m resolution.

2.2.  ADCP

The broadband ADCP data were acquired with TRDI VmDAS software, which was configured for better 
resolution and lower noise levels: the bin size was set to 4 m, and the ambiguity velocity was set to 2 m s −1. 
Post-processing was carried out with the University of Hawaii CODAS software, working with short time aver-
aged file (STA) over intervals of 5  min. The complex calibration is 1.0050  ±  0.0160 for the amplitude and 
−0.0060 pm 0.8533° for the phase.

The echo intensity and quality of ADCP data decreases with increasing depth. A revealing index is the 
percent-good (PG), that is, the percent of pings received with a noise-to-signal ratio below a certain threshold. 
The usual cutoff for ADCP data is PG > 75%, but since the ADCP error will propagate to the UCTD recon-
struction within the multivariate analysis, we use a more conservative limit PG > 95%. The consequences of this 
choice will be discussed later.

2.3.  Drifters

The drifter trajectories are independent because they are not part of the multivariate analysis. The trajectories 
were filtered using a lowpass Butterworth filter with a cutoff frequency of 30 hr (the inertial period is 20 hr at 
36.75°N). The velocities are then obtained by differencing positions between the 2 hourly observations. Of the 
numerous drifters deployed during the cruise, only 44 passed through the study area: 25 Standard SVP drifters 
that comprise spherical surface buoy tethered to a weighted nylon drogue that tracks the horizontal motion at a 
nominal depth of 15 m (Niiler, 2001); 19 CARTHE drifters that are low-cost, biodegradable, and sacrificial and 
track currents at 40 cm below the surface. They are designed to enable large-scale deployments at an adequate 
spatial resolution to capture the dynamics of submesoscale features (Lodise et al., 2020). The differences between 
the sampling capabilities according to the sampled feature scales and the drifters drogue depths are described in 
Esposito et al. (2021).

3.  Methods
3.1.  Overview

Our goal is to reconstruct the oceanic features measured during the cruise with a particular interest in the S front 
on the east side. This reconstruction consists of mapping S, T, density, and velocity; using constraints to ensure 
consistency; and then diagnosing w with the omega equation from the mapped data. Lagrangian trajectories are 
derived from the 3D flow fields to explore the relationship between vertical transport and frontal configuration.

 21699291, 2022, 11, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2021JC

018336 by C
sic O

rganización C
entral O

m
 (O

ficialia M
ayor) (U

rici), W
iley O

nline L
ibrary on [23/02/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Geophysical Research: Oceans

CUTOLO ET AL.

10.1029/2021JC018336

5 of 20

To best preserve the observed ∼1-km scale cross-front variability, we investigated several mapping methods 
and we then applied these scales to the UCTD and ADCP measurements within a multivariate analysis. The OI 
method served as the baseline for comparing our mapping techniques, since it is commonly used in oceanography 
to obtain gridded maps from sparse observations. With this method the information from observations is distrib-
uted over the analysis domain through an a priori analytical covariance function (Donlon et al., 2012; Guinehut 
et al., 2002). This function can be modified for a multivariate analysis, which transforms the physical relations 
to statistical properties.

Here, we use a VA approach instead (Subsection 3.2), which makes use of multiple data sets in a more straight-
forward multivariate formulation. We distinguish between the different VA analysis with a label. The first recon-
structions are univariate and use the velocity from the ADCP (VA-ADCP) and the hydrographic data from the 
UCTD (VA-UCTD) respectively. The main reconstruction is a multivariate one (VA-MULTI) implemented to 
reconstruct S and T (based on UCTD data) with a constraint involving the velocity (based on ADCP data). 
The CARTHE filtered drifter velocities, obtained as described in Section 2, were also used for an univariate 
reconstruction named VA-CARTHE. Since this mapping involves total velocity it was possible to compute the 
divergence in the frontal area. In fact, in this area, the CARTHE observations were sufficiently distributed in 
space-time to consider them synoptic, while the SVP observations were not sufficiently dense to provide a mean-
ingful reconstruction. Univariate OI mapping is also used for the UCTD observations to provide a baseline for 
comparing VA-UCTD and VA-MULTI reconstructions. Since we are interested in the dynamics inferred from 
the different reconstructions we computed the geostrophic velocities from the density with the thermal wind rela-
tion and the vertical velocity with the omega equations from QG and SG. We tested the reconstructed horizontal 
and vertical velocities (Subsection 3.4) against two independent datasets: (a) the drifter trajectories which also 
provide information about the divergence of the flow and (b) biological sampling from the CTD. Virtual particles 
are advected in the reconstructed flow fields for this comparison Subsection 3.5. Finally, we map the ADCP 
reconstructed velocities from depth-coordinates to density levels in the VA-ISOP analysis, which enables us to 
estimate the along-isopycnal component of w. Figure 3 summarizes the different approaches.

3.2.  Variational Analysis

The objective of VA is to map a field by minimizing a cost function, which is usually defined in terms of the devi-
ation of the map from the observations. It is tailored to the user's needs and may include additional constraints. 
Different variables can be combined in a multivariate approach by adding constraints derived from physical 
relations. Due to these characteristics, multivariate VA lends itself well to 3D or 4D data assimilation (Dobricic 
& Pinardi, 2008; Rabier et al., 2000). Here, we use the VA software DIVAnd (Barth et al., 2014) to explore both 
the univariate and multivariate approaches. Univariate analyses are implemented for the horizontal velocity field 

Figure 3.  Reconstruction approaches tested for mapping density from the underway conductivity temperature depth system (blue) using the velocity data from 
the acoustic doppler current profiler (red). Udiv and Urot refer to the divergent and rotational components of the velocity from the Helmholtz decomposition (see 
Subsection 3.3).
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(either VA-ADCP or VA-CARTHE). S, T, and density are part of a further univariate analysis (VA-UCTD). 
The cost function J for these reconstructions is simply the one implemented in the software DIVAnd (Barth 
et al., 2014) and can be expressed for a field Γ as

𝐽𝐽 [Γ] =

𝑁𝑁𝑜𝑜∑

𝑛𝑛=1

𝜇𝜇𝑛𝑛[Γ𝑛𝑛 − Γ (𝐱𝐱𝑛𝑛)]
2
+ ‖Γ‖2.� (1)

The first term of the RHS is the sum of the squared deviations between the reconstruction (Γ) in 3D position (xn) 
and No observations (Γn) with μn as their weights. These weights are the inverse of the observations' representative 
errors. The second term ‖Γ‖ 2 is the smoothing term and, as described by Barth et al. (2014), it involves a scalar 
product that is scaled by the different correlation lengths, symmetric and with a positive norm for all fields. This 
term could then define a covariance function that leads to a mathematical equivalence between OI and VA when 
no more terms are added to the cost function. Even considering this equivalence, VA allows a straightforward 
assessment of which aspects are valued as more important in the mapping: a smooth field or a strict agreement 
with the observations.

In theory, the observational data could be mapped in 3D and over time, however our preliminary tests did not 
yield meaningful results because our measurements only had good spatial coverage. We view our 3-day survey as 
quasi-synoptic similar to previous frontal surveys (Pallàs-Sanz et al., 2010). The observations covered an area of 
120 × 70 km and depths up to 200 m. Further considerations regarding the assumption of synopticity are provided 
in Section 5 while the representative errors and correlation lengths used in our analysis are discussed in Section 
Appendix A.

3.3.  Multivariate Interpolation Scheme

A review of different methods that combine velocity and density observations to estimate total geostrophic veloc-
ities is in Rosso et al. (2014). These methods clarify some problems with multivariate analysis, such as weighting 
of different types of observations. Our approach is similar to Rudnick (1996), where the ADCP velocities were 
used to obtain a two-dimensional (2D) velocity field that minimizes its difference from the geostrophic velocity 
obtained through an optimal interpolation of the density. In other words, this procedure equally weights the 
entire water column, unlike in other studies (Allen et al., 2001) that emphasize a certain depths. In our case, the 
difference in magnitude between the geostrophic velocity and the velocity is not particularly relevant and a level 
of no-motion can be safely assumed, as discussed later.

The direction of the flow is crucial because it shows how the front is oriented. With a constraint in our VA, we 
preserve the direction of the measured flow. In contrast, the gradient of the reconstructed dynamic height only 
provides an estimate. This constraint is especially relevant (a) between the transects where the meridional compo-
nent of the flow cannot be estimated from density and (b) because even with the rotated coordinate system, the 
front is not perpendicular to the transects. For example, in the northern part of the domain we found the front 
further east (Figures 2b and 2c).

To achieve the alignment between the measured velocities and the dynamic height in a physically coherent way, 
we use the thermal wind:

−𝑓𝑓
𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕
= 𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
, 𝑓𝑓

𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕
= 𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
.� (2)

Here and in the following equations we preferred to express the derivative with lower case letter for the coordi-
nates even if in the plots they are upper case, so ∂/∂x is the derivative in the acrossfront direction and similarly 
for y. ρ is the density, f is the Coriolis frequency, g is the gravitational acceleration, and ug = (ug, vg) are the 
geostrophic velocities in the across- and alongfront directions. These latter fields in our case were approximated 
by the rotational component of the ADCP velocities in line with previous studies Rosso et al. (2014) and refer-
ences therein. We used the Helmholtz decomposition, which splits the velocities into rotational (urot) and diver-
gent components (udiv):

𝐮𝐮𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐮𝐮𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐮𝐮𝑑𝑑𝑑𝑑𝑑𝑑.� (3)
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urot approximates the geostrophic velocity while udiv is used as described later on. This decomposition was 
made on our gridded velocity field from the univariate VA (VA-ADCP) with the Python package Windspharm 
(Dawson, 2016). Next, we imposed the thermal wind relation by adding an extra term to the density univariate 
cost function which then becomes multivariate:

𝐽𝐽 [𝜌𝜌] =

𝑁𝑁𝑜𝑜∑

𝑛𝑛=1

𝜇𝜇𝑛𝑛[𝜌𝜌𝑛𝑛 − 𝜌𝜌 (𝐱𝐱𝑛𝑛)]
2
+ ‖𝜌𝜌‖2 + 𝜇𝜇𝑔𝑔

(
∇ℎ𝜌𝜌 ⋅

𝜕𝜕𝐮𝐮𝑔𝑔

𝜕𝜕𝜕𝜕

)2

.� (4)

When the thermal wind relation holds the last term on the right is zero since ∂ug/∂z results perpendicular to 
the horizontal gradient ∇hρ = (∂ρ/∂x, ∂ρ/∂y) being μg its weight. Instead the cost function of the reconstruction 
increases when the density gradient is not perpendicular to the vertical shear of given geostrophic velocities. We 
used a scalar product instead of a squared difference to avoid a direct comparison between the magnitudes of two 
different types of measurements. Mainly, the constraint acts on the horizontal angles between the isopycnals and 
ug forcing them to be small. A secondary unwanted effects of this constraint is the smoothing of ρ, however, this 
problem can be avoided by correctly selecting μg (see Section Appendix A).

Finally, it should be remarked how in order to use urot as ugeo and then perform the multi-variate analysis we had 
to interpolate it to the same depths as ρ. Before proceeding with this step, we filtered velocities in the vertical 
with a Butterworth lowpass filter with a cutoff at 16 m (4 times the STA bin size). Even after this step, residual 
ageostrophic signals cannot be excluded. However, we note that the magnitude of urot agrees well with that of ug 
from VA-UCTD, which is illustrated in the results section.

3.4.  Computation of QG, SG Vertical Velocity

To compute the w from our mapped ρ we first obtained ug from Equation 2 then we use both the Quasi-Geostrophic 
and Semi-Geostrophic approximations. For QG we used the canonical omega equation in its Q-vector formula-
tion (Hoskins et al., 1978):

∇ℎ ⋅

(
𝑁𝑁2∇ℎ𝑤𝑤

)
+ 𝑓𝑓 2 𝜕𝜕

2𝑤𝑤

𝜕𝜕𝜕𝜕2
= 2∇ℎ ⋅𝐐𝐐,� (5)

where

𝐐𝐐 =
𝑔𝑔

𝜌𝜌0

(
𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+

𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
,
𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+

𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

)
� (6)

where N is the buoyancy frequency and ∇h is the horizontal gradient. The QG equations hold for small Rossby 
numbers (Ro is the relative vorticity scaled by f Hoskins et al. (1978)). The SG framework can overcome this 
limitation since vorticity is advected by the total horizontal velocity, not just its geostrophic part. As already 
mentioned, Gent et al. (1994) suggests that the SG approximation should lead to a better order of accuracy for a 
strongly curved front like the one studied in this work.

The problems with SG formulations rise due to its more complex resolutions. We followed Hoskins and 
Draghici (1977), who proposed a coordinate change to the “geostrophic” ones:

�� = � +
��
�

�� = � −
��
�

�� = �

� (7)

within this reference system, which follows the water parcels in geostrophic motion. Then we obtain an omega 
equation equivalent similar to the QG one:

∇2

𝐻𝐻
(𝑞𝑞𝑔𝑔𝑤𝑤

∗) + 𝑓𝑓 2 𝜕𝜕
2𝑤𝑤∗

𝜕𝜕𝜕𝜕2𝑔𝑔
= 2∇𝐻𝐻 ⋅𝐐𝐐

∗� (8)

where Q* is given by
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𝐐𝐐
∗
≡

(
𝑄𝑄∗

𝑥𝑥, 𝑄𝑄
∗
𝑦𝑦

)
=

(
𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝑔𝑔

+
𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝑔𝑔
,
𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝑔𝑔

+
𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝑔𝑔

)
𝑔𝑔

𝜌𝜌0
.� (9)

qg plays the role of a semi-geostrophic static stability and is equivalent to

𝑞𝑞𝑔𝑔 = −
𝑔𝑔

𝜌𝜌
𝐽𝐽
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝑔𝑔
.� (10)

Together with the vertical gradient which compose N 2 there is a contribution from the geostrophic vorticity 
through J, the Jacobian of the transformation Equation 7 which in fact is

𝐽𝐽 = 1 +
1

𝑓𝑓

(
𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕
−

𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

)
−

1

𝑓𝑓 2

(
𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕
−

𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕𝑔𝑔

𝜕𝜕𝜕𝜕

)
� (11)

the geostrophic vorticity appears in the first term in parenthesis. J is also used to scale the vertical velocity w*

𝑤𝑤∗ =
𝑤𝑤

𝐽𝐽
� (12)

the complexity of this methodology lies in the double coordinate change required: from normal coordinate to 
geostrophic and vice-versa. Mahadevan and Tandon (2006) report how this procedure was not possible in model 
data without losing the submesoscale features with an excessive smoothing.

In this work, we faced static and relatively small fields and we could solve Equation 8 through finite-difference 
on an irregular grid without any interpolation following (Liszka & Orkisz, 1980). The values of the fields in the 
original coordinate belong to an irregular grid when considered in the corresponding geostrophic coordinate. 
We could proceed this way since the coordinate changes do not lead to singularities in the denominator of the 
finite  difference. Our approach is then similar to what is done in Viudez and Dritschel (2004) and more recently 
in Nardelli et al.  (2018), where the SG omega equation is computed without coordinate change. We retained 
only the first term of Equation 11 as the second one resulted as negligible, and we solved the simplest equation 
Equation 8 directly in the irregular grid without the chain rule. At any case, our methodology shares the same 
problems of Viudez and Dritschel (2004) leading to singularities when Ro = −1 and consequently J = 0, but for 
the present case there was no such eventuality.

3.5.  Advection of Virtual Particles

To assess how well our gridded reconstructions capture the 3D transport of passive tracers, we compare the 
trajectories of virtual particles with observations withheld from the reconstruction. The drifters provide trajecto-
ries and 2D patterns of surface circulation, while nutrients measured on the CTD casts can be used to trace 3D 
flow. We compared these independent data with virtual particles advected in our reconstructions. The drifters 
are compared quantitatively through a skill-score based on a 2D integration, while the nutrient concentration is 
treated qualitatively in a 3D assessment.

Virtual particles are advected by integrating their trajectories in time using a Runge-Kutta 4th order scheme 
implemented through Ocean Parcels (Delandmeter & van Sebille, 2019). This software considers our reconstruc-
tions constant in time, and advects virtual particles from their specified initial positions. To obtain comparable 
2D trajectories with the drifters, we initialize particles in every position included in the drifter data set (see 
Subsec tion 2.3). Since the two types of drifters have different drogue depths we used the velocity of our recon-
struction at an intermediate level of 10 m. When one of the virtual particles or its corresponding drifter leaves the 
domain, the particle is eliminated keeping in memory its last position for the computations while the advection 
continues for the remaining particles. The skill-score is defined as (Liu & Weisberg, 2011)

𝑠𝑠 = 1 −

𝑇𝑇∑

𝑡𝑡=1

𝑑𝑑𝑡𝑡∕𝑙𝑙𝑡𝑡,� (13)

where the distance between the real and the virtual drifters at the time step t is dt, while lt is the total distance 
traveled by the real drifters at the same time step. A skill-score equal to one is optimum, meaning that the distance 
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between the virtual drifters and the real one is 0. According to the original definition, the metric was considered 
equal 0 (i.e., worst skill-score) when negative. Negative values can be preserved but in our case we removed them 
because they occurred infrequently. A single drifter trajectory provides different skill-scores, since we advect 
virtual particles from all the positions along the drifter trajectory. Not all the virtual particles remained in the 
domain for the same amount of time, and only those that stayed at least for 10 hr were retained. The maximum 
time inside the domain on the other hand is 20 hr. These time scales are smaller than those in past studies using 
the skill-score (Halliwell et al., 2014) mostly because these other works use more extensive domains. This metric 
provides a way to quantitatively evaluate the different mappings. Finally, for the 3D advection, particles were 
initialized below the mixed layer at the locations of the upstream CTDs. The particles were advected over 24 hr 
to reach the downstream CTDs.

3.6.  Along Isopycnal Vertical Velocity

To better understand the flow along the front and around the eddy, we mapped different variables on isopycnals. 
On an isopycnal, T and S are passive tracers in the absence of mixing (Wang & Luo, 2020). First, we obtain the 
depths spanned by an isopycnal and then we compute the isopycnal slope ∇h. The along-isopycnal w is then 
(Freilich & Mahadevan, 2019):

𝑤𝑤iso = 𝐮𝐮div ⋅ ∇ℎ +
|∇ℎ|2

1 + |∇ℎ|2
(
𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+ 𝐮𝐮rot ⋅ ∇ℎ

)
,� (14)

for small isopycnal slopes, the right hand side is simplified to just the first term. We obtain udiv from VA-ADCP, 
using Equation 3. For use in this equation, udiv was re-interpolated to the same isopycnal coordinates as ∇h. 
This was done by exploiting the map between depths and isopycnals previously computed and proceeding with 
a simple VA.

wiso, is interpolated to depth coordinates and compared with other independent estimates of w. By using udiv, 
this procedure is independent of QG and SG assumptions. In fact, even with QG and SG computations we could 
compute the divergent velocities through w and the continuity equation but then udiv would not be independent. 
Furthermore due to the QG and SG boundary conditions, w is small at the surface, which can produce erroneous 
velocities on isopycnals. In a baroclinic context, this error extends to greater depths. Instead, the measurement 
error can be considered homogeneous in the depth range selected for udiv.

4.  Results
4.1.  Horizontal Velocities

We obtain horizontal velocities through the geostrophic balance based on dynamic height from the OI, VA-UCTD 
and VA-MULTI (Figure  5). OI shows a weaker flow with a smoother contour than with VA-UCTD, where 
stronger velocities are seen in numerous small meanders. VA-MULTI has a similar magnitude to VA-UCTD, but 
the flow is straighter, especially in the frontal area. The eddy core location changes in VA-MULTI and is closer 
to the result we obtained for urot from VA-ADCP (streamline in Figure 4). In addition, the spatial averages of ugeo 
from VA-UCTD and urot from VA-ADCP agree in the upper 125 m. The number of ADCP observations with 
PG > 95 decreases with depth to less than the 50% at 200 m. This overall agreement lends support to our assump-
tion of 200 m as the level of no-motion for computing ugeo as originally proposed by Viúdez et al. (1996) for this 
area. Furthermore, ugeo agrees in magnitude with the geostrophic velocities from satellite altimetry (Figure 1).

At the eddy's southern edge, urot is stronger than all the geostrophic velocities (Figures 4 and 5). This same south-
ern region shows a strong curvature, and then, according to Ioannou et al. (2019), the cyclostrophic component 
may be important. Since we consider the geostrophic balance, the weaker velocity is probably due to the missing 
cyclostrophic contribution. This term is not particularly relevant in most of the frontal areas where we focused 
in this study.

urot allows a qualitative assessment of the geostrophic velocities, but these measurements are not independ-
ent in VA-MULTI. Therefore, we use drifter trajectories as an independent comparison. For the strongest urot, 
VA-MULTI produces a higher skill-score than either OI or VA-UCTD (Figure 6). Thus, the additional constraint 
actually improves the reconstruction with the ADCP information. Where this signal is small, negligible effects 
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are assumed. At the front with its stronger velocities, we obtain an improvement over OI with VA-MULTI by 
15%, while averaging over the whole area the increase is 5%.

Ro computed from the geostrophic velocities highlights the differences in shape between the three analyses. The 
most relevant difference is in the frontal region (red box; Figure 7). In VA-MULTI, the straightening and strength-
ening of the frontal flow leads to a clear separation between its cyclonic and anticyclonic sides. In contrast, 
VA-UCTD is less organized at the front. Numerous meanders of the flow show high values of both negative and 
positive vorticity, of up to 1.2f. OI again has a smoother field and smaller magnitudes by a factor of 2. The diver-
gence is relevant and is presented in the next subsection together with w.

4.2.  Vertical Velocity

Next, we present w from QG and SG from the different mapping techniques and finally wiso from VA-MULTI. We 
focus first on the high sensitivity of w to the field shapes due to the higher order derivatives involved in the QG 
and SG omega equations. Finally, we describe the differences between these two approximations with the help of 
along-isopycnal mapping and Lagrangian analysis.

Figure 8 shows our results for w on the eddy's east side, where we found interesting frontal dynamics (red box; 
Figure 7). OI smooths out most of the other reconstructions' small features and its w magnitude is 30% smaller. 
The VA-UCTD shows the highest magnitude, which is probably due to artifacts (meanders described earlier). 
The meanders appear especially in the area between the transects and are not constrained by the data. These 
artificial curvatures are not present when the reconstruction is constrained by the extra data provided by the 
ADCP. The VA-MULTI shows greater magnitudes than OI and smaller than VA-UCTD. These results are based 
on the QG approximation. However, for the VA-MULTI case, the SG omega equation gives the most interesting 
results. We obtained a clear representation of upwelling (downwelling) on the light (dense) side of the front. In 
Figure 9, the convergence (divergence) computed from the VA-CARTHE mapping agrees well with the downvel-
ling (upwelling) from the SG VA-MULTI w in the northern part of the domain. In contrast, in the southern part, 
this agreement is lost due to the lack of synopticity. As the green contours show, the northern area is reconstructed 
with drifter information ∼50 hr after the central day of the UCTD/ADCP sampling while the southern area relies 
on data taken ∼75 hr later. In these times, even considering that the usual lifespan of eddies in the Western Medi-
terranean is 13 days (Escudier et al., 2016) we can infer a lack of synopticity for the intense wind event occurring 
in these days (see Mahadevan et al. (2019)).

The improvements obtained through the SG framework on the VA-MULTI reconstruction compared to the other 
methods are noted in the measured T in two transects corresponding to the upstream and downstream CTD casts 
(Figure 10). w from SG and VA-MULTI are the only reconstructions, in which the downwelling branch of the 
ageostrophic circulation is co-located with a warm intrusion at the front's center in both upstream (top panel) and 

Figure 4.  (a) Reconstructed horizontal velocities at 20 m depth are based on acoustic doppler current profiler (ADCP) measurements. Streamlines shows urot. The black 
box shows the transect corresponding to the other panels Results of the reconstruction VA-ADCP for (b) u and (c) v are compared to measured (d) u and (e) v.

 21699291, 2022, 11, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2021JC

018336 by C
sic O

rganización C
entral O

m
 (O

ficialia M
ayor) (U

rici), W
iley O

nline L
ibrary on [23/02/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Geophysical Research: Oceans

CUTOLO ET AL.

10.1029/2021JC018336

11 of 20

downstream (bottom panel) transects (Figures 10d and 10h). Furthermore, the upstream transect also reveals the 
vertical structure of the w with the upwelling reaching deeper than the downwelling. The other reconstructions 
approach this same result except for OI, which fails in this regard. T and w are not independent since w is esti-
mated with the omega equation from the density field. Nevertheless their coherence implies that the gradients 
are correctly resolved.

The isopycnal analysis helps to understand the vertical movements in the frontal region. udiv mapped on 
σθ = 28.0 kg m −3 (mean depth of 70 m) shows flow converges toward the eddy's center, contributing to fron-
togenesis and downwelling. In particular, the flow is directed downwards where the sigma level reaches more 
than 100 m from a starting depth of 50 m at the front (Figure 11c). This scenario results in considerable wiso at the 
steepest isopycnal slope on the eddy's edge (Figure 11b). wiso reaches 60% of the magnitude of the total w and is 
particularly important in the downwelling branch of the restratification in the northeast sector of the eddy. S on 
this isopycnal level is a tracer in the absence of mixing and suggests a subduction process (Figure 4c).

Figure 5.  Surface velocity magnitudes are shown in the four panels on the left, the acoustic doppler current profiler (ADCP) panel shows urot while the others 3 show 
ugeo for the three mapping methods. In the right panel, the spatial average of the urot for the ADCP and ugeo for the VA-MULTI method are reported for the whole water 
column. OI and VA-UCTD averages are not reported since they present a similar magnitude to VA-MULTI. The shaded area is the spatial standard deviation. The red 
line is showing the percentage of observations having a PG > 95 and refers to the top scale.

Figure 6.  (a) Skill-score computed with the different reconstructions and binned by the magnitude of urot. The last group of bars on the right shows the global average. 
(b) The drifters positions used with their skill-score difference (as a percentage) between the VA-MULTI and OI reconstructions. Here the contour highlights the urot 
magnitude measured in m s −1.
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The trajectories of the virtual particles advected from the upstream to the downstream CTD positions (green 
to brown x's; Figure 12) contribute to another description of the eddy dynamics. On the dense side (Figure 12, 
bottom right panel), the particles are advected from below the mixed layer and subducted with an average w of 
15 m/day. In contrast, the particles on the light side (Figure 12, bottom left panel) are upwelled and re-enter the 
mixed layer, but at a deeper depth. The other particles (not shown) follow similar paths depending on their posi-
tions in the front. The higher (lower) nutrients concentration coincide with the upwelling (downwelling) region in 
both sides of the front. This agreement and the Lagrangian analysis is only consistent with the w computed with 
SG in VA-MULTI. Using OI, the weaker w led to small displacements of the particles, while with VA-UCTD, the 
artificial curvature led to unrealistic trajectories (not shown).

5.  Discussion
In situ measurements confirmed the presence of a 40-km diameter anticyclonic eddy, initially observed in satel-
lite altimetry and chlorophyll. The structure evolved slowly over 4 days and move eastward. Frontogenesis on 
that side observed with a ship-based hydrographic and biological survey. In particular, subduction takes place 
on the east (dense) side of the front. The drifter trajectories confirmed that the eddy maintained its shape for at 
least 2 days after the central day of the survey. This fact further supports the synopticity assumption of the field 
reconstructions.

Figure 7.  Rossby number (vorticity divided by f) for the different mapping methods, their corresponding reconstruction names are reported in the top left corner. 
Dynamic height contours are also shown. The green (red) stars indicate the upstream (downstream) CTD casts. The red box shows the frontal region where we analyze w.

Figure 8.  Vertical velocity at 50 m depth computed with different methods in the red box showed in Figure 7. The quasi-geostrophic omega equation was used on 
optimal interpolation, VA-underway conductivity temperature depth system and VA-MULTI reconstructions in panels a, b and c respectively. In panel d, w is computed 
with the SG omega equation in the VA-MULTI reconstruction. The green (red) stars indicate the upstream (downstream) conductivity-temperature-depth casts.
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5.1.  Reconstruction Methods

Considerable differences in features were found between OI, VA-UCTD, and 
VA-MULTI in both shapes and gradients. These differences were particu-
larly evident when computing derivative quantities, such as the vorticity and 
w from the omega equation (Figures  7 and  8). Artifacts together with an 
unrealistic isopycnal curvature appeared in the area between the ship tran-
sects, which are (a) less constrained by the observations and (b) subject to the 
isotropic correlation assumed in the OI and VA-UCTD analyses. OI consist-
ently smooths the field which results in weak magnitudes, while VA-UCTD 
creates an unrealistic curvature between the transects to preserve the observed 
gradient. We overcame these limitations with VA-MULTI. By constraining 
the current shear to obey the thermal wind relation, the correlation in the 
main flow direction preserved the anisotropic properties of the features (i.e., 
vertical current shear parallel to the horizontal density gradient). This was 
clearly visible in VA-MULTI vorticity, which presented distinct differences 
between the cyclonic (dense) and anticyclonic (light) sides of the front.

The independent results from the drifter analysis confirmed that VA-MULTI 
was the best reconstruction for both horizontal and vertical velocities. The 
skill-score increases up to 15% where the velocities are stronger. The extra 
information is thus correctly propagated to the analysis through the constraint. 
We did not notice any considerable difference in skill-score between the 
two drifter types, meaning that using the velocity field at 10 m is a good 
approximation for both. The VA-CARTHE mapping showed convergence 
in the north, in good agreement with the downwelling from VA-UCTD and 

Figure 9.  The surface divergence from VA-CARTHE (color). Vertical 
velocity (m/day) at 20-m depth from SG on the VA-MULTI reconstruction 
is showed with the black contour: negative (positive) values have a dashed 
(continuous) lines. The green contour lines indicate how many hours have 
passed after the central day of the underway conductivity temperature depth 
system/acoustic doppler current profiler sampling relative to the observations 
used for the mapping.

Figure 10.  The top (bottom) row shows the same vertical sections of the processed but unmapped T (colors) and density (green contours) in the upstream (downstream) 
transect. Each column reports a different black contour for the vertical velocity corresponding to the reconstruction labeled in the bottom right corner. w is contoured in 
m/day with negative (positive) values as dashed (solid) lines.
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VA-MULTI (Figures 8b–8d). w from VA-UCTD captures the downwelling warm filament of the upstream tran-
sect (top panel in the second column of Figure 10), but does not resolve the downwelling in the downstream one 
(Figure 10, bottom panel). VA-MULTI benefits from the extra information especially in the south, where, due to 
its curvature, the front is harder to reconstruct without the velocity data.

Finally, we make some remarks on VA-MULTI cost function. The scalar product included in Equation  1 is 
squared and thus it constrains the gradient's direction but not its sign. This implementation is not technically prob-
lematic in the present case because the density field, even when not constrained, is almost in agreement with the 

Figure 11.  (a) The ratio wiso/w at 50 m. The black contour shows where the mixed layer depth is below this depth. (b) The 
SG total vertical velocity at 50 m (colors) with wiso computed with the acoustic doppler current profiler on a sigma-level and 
then re-interpolated to 50 m (contours). (c) Salinity on the 28.0 sigma surface shows with red vectors representing udiv and 
contours for the depth.
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thermal wind relation. The constraint corrects the angle between the density gradient and the geostrophic shear. 
In other applications, the sign of the scalar product may need to be considered in the cost function. Furthermore, 
we did not normalize the multivariate term, which could lead to stronger corrections of small velocities making 
their relative error bigger.

Figure 12.  The larger panel on the top shows a 3D view of the eddy scenario. The 2D surface labeled with A is the dynamic 
height (scale not shown, red indicates higher values), B is the salinity on the 28.0 sigma surface spanning different depths 
(see Figure 11 c for a 2D view). The upstream (downstream) CTD cast positions are represented by green (brown) crosses. 
The virtual particle trajectories obtained after 5 days of advection starting from the upstream CTD casts are shown in color 
representing their displacement from the starting depth (see the colorbar). The 24 hr trajectories of the virtual particles going 
from C to C’ and from D to D’ are also presented in the bottom panels together with the corresponding vertical section of w 
and CTD nitrate concentrations. The black contours are the isopycnals while the blue contour is the Mixed Layer Depth.
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5.2.  QG, SG and Along-Isopycnal w

Given that VA-MULTI better represents the horizontal dynamics assessing w leads to a better understanding 
of the difference between QG and SG approximations. The multi-variate constraint improves estimates of wiso, 
which is better accounted for by SG. Isopycnals in VA-MULTI are aligned with the frontal flow and udiv is paral-
lel to the isopycnal slope. We, therefore, obtain a considerable negative wiso in agreement with the tracers.

The ageostrophic circulation computed by SG is more along isopycnal than the one computed by QG. In the upper 
levels of this eddy, the ageostrophic velocities point inwards, moving water masses from outside of the eddy into 
the interior. This is mostly an along-isopycnal process which contributes to w around the eddy edges where the 
isopycnals are steep. Freilich and Mahadevan (2019) reported that on average in a mesoscale eddy field, wiso 
contributes 25% of the vertical motion. We find here that while that is consistent in an area mean, wiso reached 
60% of the total w on the dense side of the front. Our results confirm that the submesoscale processes are intense, 
and the downwelling is mostly due to the along-isopycnal component. S mapped on a sigma-level (Figure 11c) 
also confirms this vertical displacement occurs along an isopycnal around the eddy. In addition, the subducting 
filaments observed in temperature correspond better with the SG w (Figure 10). In short, the SG omega equa-
tion better estimates wiso and is more appropriate in a submesoscale scenario. The comparison with the drifters' 
convergence (Figure 9) also suggests that the north downwelling region is correctly placed. However, a future 
comparison should also consider other techniques based on kinematic properties to obtain vertical velocities like 
in Tarry et al. (2021).

In concluding this section, we should mention that we are aware of the possible contamination of udiv by unbal-
anced motions. However, in our results, (a) udiv is coherent with the eddy shape with all its vectors pointing 
toward the center of the eddy (not shown), and (b) its magnitude is considerable at the front (about 30% of the 
total velocity). In comparison, barotropic tides in the area are about 5 cm s −1 (Pierre Poulain personal communi-
cation). Preliminary analysis based on drifters trajectories also gives similar small magnitudes of about 5 cm s −1 
for the inertial oscillations. A remaining issue is the contribution of the internal waves. Their motion has chal-
lenged the ocean community for a long time since it is hard to separate and estimate. Some new methodology 
(Shakespeare et al., 2021) could help estimate this contribution in model simulations and support further uses of 
the divergent component of the ADCP. For the present case, since both the magnitudes and the shapes of wiso are 
compatible with balanced motion dynamics, we were confident in presenting this analysis.

5.3.  Frontal Dynamics and Nitrate Concentration

The vertical motion in the studied feature is consequential for ecology and biogeochemistry through transporting 
nutrients vertically through the light gradient, affecting their availability for biological production. The surface 
layer in the study region is depleted in nutrients due to biological uptake. The depth of the nutrient-depleted 
surface layer is variable within the eddy between adjacent casts in the cross-frontal direction and the along-front 
direction. This high variability is due to interactions between biological uptake and physical stirring and mixing. 
Although (Figure 12) shows that high (low) nutrient concentrations are co-located with positive (negative) w, 
note that the nutrient concentration is variable on a given isopycnal surface within and between transects. There-
fore, to understand nutrient transport, it is necessary to account for the complex interplay between vertical advec-
tion, biological processes, and mixing in shaping biogeochemistry. Here, we provide a qualitative analysis of the 
frontal dynamics and nitrate concentration, focusing once again on the roles played by wiso and wuplift. Further 
analysis emphasizing the biological processes will be presented in a separate paper.

In the upstream transect, the net restratification subducts low nutrient water at cast D (in the Mediterranean 
water mass) while shoaling the nitracline at cast C (in the Atlantic water mass), lifting high nutrient water into 
the euphotic zone. There is a net downward motion from CTD cast D to cast D′. A Lagrangian particle seeded 
in the reconstructed velocity field at 50  m between the σ  =  27.75 and σ  =  28.0 surface moves from cast D 
to nearly  the  precise location of cast D′ in 24 hr while moving downwards by 20 m. While the water parcel 
maintains the same density, the nutrient concentration increases, and the water temperature cools (Figure 10), 
suggesting that the downstream increase in nutrient concentration is due to stirring and mixing of Atlantic and 
Mediterranean waters at a scale below that which is resolved by this reconstruction. In these processes, we can 
hypothesize a contribution from wuplift in the nitrate upwelling since this component dominates the south of the 
eddy (Figure 11a). In this sense, the positive w in the upper part of D′ cast coincide with an area of uplifted isopy-
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cnals (Figures 10 and 12) in the upper 50 m. This coincidence between the positive w and strong value of wuplift is 
also present in the C cast suggesting its contribution to the restratification in contrast with wiso (Figure 11) which 
results purely negative in our estimation.

Finally, while cast C′ is on the light side of the front, it is notable that the Lagrangian trajectory does not connect 
cast C to cast C′ within 24 hr. Instead, the deeper portions of cast C′ are located within the high salinity filament 
on the σ = 28.0 surface generated by along isopycnal subduction of Mediterranean water and in a region of 
net downward motion. We find conditions reflective of the Mediterranean water mass, which has low nutrient 
concentration down to 100 m (e.g., cast D). Here, along isopycnal stirring and wiso in particular, result in the 
subduction of low nutrient surface water to depth.

6.  Conclusion
Variational analysis, constrained by thermal wind, preserves fine-scale features in reconstructing density from 
a high-resolution ship survey. We highlighted the benefit of multivariate VA by adding terms to the cost func-
tion, which are based on the physical relations between variables instead of their a priori correlation as in OI. 
Constraints can be tailored to suit different available observations. In our case, we successfully combined the 
observed horizontal velocity along the front from ADCP measurements with the across-front hydrographic obser-
vations from the UCTD. Thus, the sharp density gradients at this intense front were preserved in both shape and 
magnitude, which allowed us to estimate considerable w through QG and SG omega equations. At the front, we 
obtained SG w up to 35 m/day, while QG w reached 20 m/day. Compared to the other reconstructions, the pattern 
of w from the multivariate VA, especially SG, produced more coherent downwelling (upwelling) on the dense 
(light) side of the front.

We separated w into isopycnal and uplift components. QG underestimates wiso, which is 60% of the total w at the 
front. The importance of wiso was confirmed by an analysis based on the projection of udiv on an isopycnal surface. 
The cumulative effect of the estimated w was highlighted by 3D particle advection, where the downwelling on 
the dense side of the front was 15 m/day. The downwelling particles closely followed isopycnals, confirming the 
importance of wiso. The strongest downwelling (upwelling) is further confirmed by mapping drifter velocities, 
which reveals a surface convergence (divergence) at these locations. Our combination of Eulerian and Lagrangian 
techniques should be considered for future studies incorporating the deployment of large numbers of drifters. The 
trajectories of virtual particles agreed well with the observed vertical distribution of the nutrients. In the context 
of understanding the displacement of biochemical properties from the upper layer to the ocean interior, to the 
best of our knowledge, our work is the first study matching results from multi-platform observations to show the 
importance of along-isopycnal motion from in situ data. These submesoscale phenomena are frequently observed 
along the periphery mesoscale features in the Alboran Sea and elsewhere.

Future work could entail using the methods of this study to quantitatively update the subduction of carbon, 
nutrients, and other tracers. For future experiments in the western Mediterranean, we would recommend repeated 
surveys and a multi-platform approach to resolve the spatio-temporal variability of the unbalanced motions with 
the final aim of disentangling the different components of ageostrophic processes. Finally, we would like to stress 
how both process and general circulation ocean models could help to explore the capabilities of the developed 
thermal-wind constraint and explore further possibilities given by machine-learning techniques. In this sense, 
observing system simulation experiments can highlight the best way to deal with global observations such as 
Lagrangian float and large drifter deployments in order to improve the representation of ocean fronts. These new 
studies should also consider the high-resolution data provided by the upcoming SWOT satellite. The combina-
tion, through variational techniques, of remote sensing and in situ data could provide an improved reconstruction 
of the global state of the ocean.

Appendix A:  Parameter Estimation
All the analysis we made, starting from the Optimal Interpolation to the VA mapping, requires a set of correla-
tion lengths. As mentioned in Section 2, the horizontal coordinates were rotated to coincide with the across- and 
along-front directions (X and Y respectively). Based on the track of the R/V Pourquoi Pas ? (Figure  2), the 
across-front direction is densely sampled at 1-km resolution. The along-front separation is about 17 km. Thus the 
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Nyquist length is about 2 km (35 km) along (across) the front. Consequently, we have an important lower limit 
for the correlation length in Y.

We obtained a first estimation of the correlation lengths fitting a Gaussian-shaped function in the plot, which 
shows the correlation coefficient versus the observations distances Section Appendix A. As the literature suggests 
(Gomis et al., 2001), we select the values corresponding to full width half maximum-namely 10 km for drifters 
velocity and 25 km for the UCTD data.

Besides these initial estimates, the core method used to define the rest of the parameters and refine the corre-
lation lengths consists of what is usually called cross-validation. Iteratively, all values in the parameters space 
were used to perform the analysis, withholding 30% of the data (Figure A1). We then compute the root-mean-
squared difference (RMSD) between these excluded data and the reconstructed field for all the possible parameter 
combinations. The pair of the horizontal correlation lengths, finally selected for the UCTD analysis, are 15 and 
35 km, while, for the ADCP, they are 20 and 35 km. The results of the cross-validation are presented in Section 
Appendix A there. In both ADCP and UCTD, we show how the representative error 0.1 and 0.2 lead to similar 
RMSD, so we selected a mean value of 0.15. Similarly, the vertical correlation length does not significantly affect 
the analyses, so we select 4 m.

A similar cross-validation procedure was conducted to select the weight of the multivariate constraint. As shown 
in Figure A2, activating the constraint, the RMSD with the UCTD validation samples actually increases a little. 

Figure A1.  (a) The empirical correlation estimated with underway conductivity temperature depth system (UCTD) data and with the drifters data. (b) The root-mean-
squared difference (RMSD) for the crossvalidation made with UCTD observations. (c) The RMSD for the crossvalidation made with the acoustic doppler current 
profiler observations.

Figure A2.  Root-mean-squared difference between the reconstruction and the underway conductivity temperature depth 
system (acoustic doppler current profiler) observations showed by the blue (red) line with the left (right) y-scale in 
comparison with the constrain strength.
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At the same time, the RMSD with the ADCP rotational velocity decreases. A good compromise is found in the 
intersection of the two curves.

Data Availability Statement
The altimeter products were produced and distributed by Copernicus Marine Environmental Monitoring 
Service (https://resources.marine.copernicus.eu/product-detail/SEALEVEL_MED_PHY_L4_REP_OBSERVA-
TIONS_008_051/INFORMATION). The rest of the data has DOI: https://doi.org/10.5281/zenodo.7216689.
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