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Abstract—Stemmed from classical computer graphics  software framework were developed to accommodate the
research, volume visualization has been steadily growing  fundamentally different data structures involved and their
into an important research field in the last 2 decades. This  rendering strategies under a unified process stream. A

paper presents a hybrid rendering framework which  degree of success has been observea inumber of
integrates volume and surface models for real-time  aygluative tests.

simulation. It focuses on improving the flexibility of the

classic Scene Graph structure and the inter active rate of the The paper is organized in the following order: Section
Direct Volume Rendering (DVR)-based programming Il provides a brief review on various conventional
paradigm to enable the visualization of different type of  rendering techniques. Trezene graptof an innovative
models and their interactions. It is envisaged that this  hybrid rendering framework is introduced in Sectltin
innovative functionality will open up a gate for the wider  SectionIV focuses on the results of various functional
applications of volume rendering and visualization  experiments carried out. Sectiwnconcludes the research

technigues on consumer -grade graphics platforms. with observations on the future works.
Keywordsvolume model surface model hybrid rendering;
volume visualization; virtual environment ll.  RESEARCHBACKGROUND
This section introduces the conventional surface and
I INTRODUCTION volume rendering approaches and their fanogcons.

Over the last 2 decades, volume rendering an . e
visualization technologies have attracted incrgasing' Surface Modeling and Visualization
attentions due to their potentials irvealing internal and Surface models (sometime referred as solid models)
hidden information from digitized computational provide visual representations of physical objects by
geometric models for both academic research andvrapping” up their underlying wireframe structures using
industrial applications 1 2]. Comparing with specially calcudted illumination or texturing information.
conventional 3D modeling and visualization techniquesI'he shape of a surface model is provided by edges which
volume rendering enables the diractess to the internal conjoin  neighboring triangular  (in  rarer cases,
characteristics of a 3D object instead of merely focusinguadrangular) polygons with their vertices (end points)
on the surface features alone inherited from a wireframdlefined in  specified -Bimensional (3D) Cartesian
based surface model. Its applications can extend frogpordinates system¢§2]. Exceft simulation datdased
rapid prototyping in virtual manufacturing and medicalsurface models which are often generated from scientific
imaging, to even astronomical and atmospheric computations, most surface model are “defined” by
simulations. With the ever increasing capacity of moderiyarious geometric modeling tools such as Auto CAD,
graphics hardware and the maturing methods foProEngineer or the entertainmentented 3D Studio Max.
accelerating volumbased operations, re@ne human
interactions with complex volume models on consumep

?hra(?e ![Dél: ha(;dware have becoming a researebpadtin - oqearch into computational geometrgmputer graphics,
€ last aecade. displaying devices and so on over the last-aaéntury.

As the demand increases for higisolution results in  Figure 1 has given a grossly simplified diagram of the key
visualization applications like medical imaging and desigrProcessesvolved.

verifications, there also rises a need for improving the As indicated in the diagram, the key stage to turn 3D

speed of online volume visualization and manipulation in iiag (vertices) into 2D ones (fragments) isgbealled
a complex 3D scene. This trend has witnessed the evglo,metric processing”, which if divided further will see

growing dafa sizes to be processed by a rendering Systefji, inear algebrbasedtransformation from the single

in more tightly controlled time frame. In this research, odelbased “Model Space” to the multiple motieised
hybrid rendering framework has been devised andq space”[3]. The intermediate results will then be
implemented for enhancing the accuracy and efficiencyansterred into the “Camera/View Space” for interactive
for various complex virtual environment (VBased ,jications; and finally to the “Projection Space” for
applications. Theprojectstarted from an investigation of sting the objects’ silhouettestineform of the short 2D

volume and surface rendering mec_:hanlsms on Phoos — rasterized fragments- which are yet to be
platforms. A system structure and its correspugnd

The process for visualizing a 3D surface model using a
displaying device has encompassed a wide area of
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processed further before turning into visible images.
shown in Figure 1, rbm fragments to pixelsvarious
fragmentbased operations will appl namely a few,
texture mapping, occlusion testing, stencil testifigose
operations are vital for the ultimate quality of the final
display.

Scene Geometric . Fragment Raster
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Figure 1. The surface model rendering pipeline

B. Volume Model and Rendering

Compared with sfiace model and its visualization
approach, volume rendering has more complexstask
hand It involves the configuration of volume models and

the selection of their processing tactics. There are severa

common volume model data formats such as “raw”g"im
and “hdr” for storing volume data. They are often

obtained by specially designed industrial cameras, medical
scannersandeven astronomical telescopes. Among those Scene|

formats, the most popular one is the “raw”, which fulfill
the same role as film negats/én traditional chemical
photography.

The essential and basic element of volume models
the secalled voxel- the acronym for volume pixel.
According to the choice of different optical models for
filtering and integrating voxel information, a volume
model can be rendered in various modiés The basic
theory of it is to calculate each voxelsolor and
transparency impacts on the final image

In Direct Volume RenderinDVR), voxel is used to
store thediscretevolume data and arrangein the se
calledproxy geometries3. Depending on the type of the

proxy geometries used, the volume model can either be

presented in a single 3D block referred as vadigned
slices or being split up into three stacks of 2D slice
named as objedligned slices3, 5, 6and7]. In contrast
to DVR, Indirect Volume Rendering (IDVR) which is
another branch of volume renderisgategiefocuses on
creating optical models by combining many-s@ofaces
extracted from the volume data seform the outer shape
of the volune

In DVR, dter establishingthe optical model, each
voxel involvedin calculationwill be converted into color

?ender they are

technique (an imagerder direct volume rendering
algorithm) to “fill" the pixels on the image plane. Ray
casting casts a configurable number of parallel rayssacr
through the optical model in its model sp§dkin one of
two viable directionsOne isthe secalled backto-front
(from object space to image spaga)ocess another
follows the front-to-back order (from image space to
object space)As indicated inFigure 3,each ray is casted
into themodelspace and intersects with a group of voxels
along the line. The corresponding optical properties
obtained from the encountered voxels will be integrated
along the ray to be projected to the image.

The pixelbased operation on image plane in volume
rendering is similar to the surface pipeline, which will be
discussed in detail in Sectioh. A simple illustration of
thevolume rendering pipeline is shown in Figure 3.
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Figure 3. Volume rendering pipeline

C. Current Difficulties

Although surface modglare widely used in design
and entertainment industriesd are generally quick to
inherently restricted for mainly
visualization purposes due to lacking capacities in
revealing internal and hidden information without any pre
definitions. For its modeling mechanism, surface nodel
are mainly*defined and rather difficult to benodified at
application runtime, although Constructive Solid
Modeling (CSG) techniques have provided limited
Booleanstyle operations at the model design tinhe
addition, surface moddlasel applicationsare often too

and translucent entities through classification. The theorielaxed onaccuracy The planar polgonformed shapes
of classification is to transform scalar voxel values intcare often rigid and incapable of representing organic

color indices through rp-defined lookup tables §].

objects Thereforeit is hard to maintain the accuracy of

Although the original voxel scalar values might stand forusing surface model to simulatdject such ashuman

density, temperature or intensity, they will all be
converted into corresponding coland translucentalues

and to be integratettiroughspecified process
Different from the projection process in surface

brainand organs

Although with the rapid development gbersonal
gradecomputer hardwarsuch agledicatedyraphics cards
the heave demands on processing capacityrfigractive

rendering, volume rendering utilizes the ray castingzolume renderingare still to be met.The increasing



volumemodeldata size due to highefrequency of initial

samplingfor better accuracy andsual quality had further Hybrid
deteriorated the situationFor example, the size od Render
volume modeis often at the scale of GB (gidpyte) for l

an ordinary dailyitem, which can quickly accumulate to Switch
TB (terabyte), in the case of multibject 3D scersewith Board

comgex organic. —

In this project, the main research objectives can be| poume || Hurface
divided into two tiersThe first tier is to integratewsface
and volume visualization into a unified rendering
framework to facilitate hybrid virtual environment
Data

operationsThe ®cond ier is to accelerate the rendering
on consumegrade PC hardware by introducing data and
even taskparallelism This paper will focus on works
carried out to tackle the first task. Progress concerning Figure 4. Volume andsurface models
task 2 has been published in separate arti®les].

An intelligent “switch” mechanismis the key to the

lll.  HYBRID RENDERING FRAMEWORK DESIGN hybrid " rendering framework designBy checking
indicative parameter values and setting tipesholds
A. Hybrid Scene Graph Design carefdly, appropriaterenderingstrategies antechniques

can be applé according to the specifi@pplication
requiremerg at runtime. For example, a virtulexible
Manufacturing Cell (FMS) mightonsist ofanassembling
€dbot anda CNC station The object binterestin this
virtual environment(VE) for process planning is the
workpiece.In this case, itan be exhibited ithe volume
le for operation simulation.The robot in this

'bpplicationcan besimply represented by surfacemodel
to demonstratéts movement rangeA prototype system
has been built in this project for deploying and testing the
hybrid rendering framework desighhe framework of the
systemis illustrated in Figuré.

Application
Interface

l | l

As Discussedin Section Il, volume and surface
rendering approachesequite distinctivefrom each other;
however, both the final results are turned into color valu
in the fame bufferwhich exposeghe potentials for their
integration Based on this, afnnovative scene graph
structure is proposed which can handle both surface al
volume models in a unified 3D space with their dept
information correctly sorted for occlusionalculation as
illustratedin Figure4.
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Figure 5. The framework of hybrid rendering application
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B. Framework Implementation

Except the classical surface model based acyclic scene
graph components (nodes), this framework has introduced



a number of new node types, such wedume LOD, Fiybrid

Segmental Replacer, Multfolume, and Clipping node to moders

accommodate and utilize volume maehnd their \

distinctive features. Yot volume model -
1) Level-of-Detail Node W curiace
The Levelof-Detail (LOD) node aims at switching in top Clipping Clipping

betweensurfacemodek andtheir corresponding volume
ones forcontrolling the visualizationworkload.Benefiting

Single/Multi

from the idea otthe traditional pglgonal LOD nodein Segmental Clipping
largescale and complex 3D scene managenjifl, a I

volume LOD is switching mechanismthat provides Clipping

objectlevel optimization in between volume and surface Mode

models. The key of this effort is to thresholding the

special fndicator$ for replacement, i.e. based on the @ _
distance between the viewpoint and the object, or based Result ) Compounding

on the interaction type deployed in the simulatigigure
6 shows the LOD concapl process flow

Hybrid
models
coexist

V resents percentage
of volume model

LOD

_ Segmental
Zoom in P Replacement

Zoom out

Volume Surface
Model Model Figure 7. Thesegmental replacerode and its application

3) Multi-Volume Node
In addition to being integrateicito a surface model
dominant 3D scenevolume moded somé&mes coexist
with eachotherfor certain applicationg=igure 8 shows a
shapshot of a multrolume node at runtime with the two
clones of a volume model sorted by distances from the
viewpoint

Figure 6. Volume Levelof-Detail (LOD)node

2) Segmental Replacer Node
Compaing with the LOD, using a surfacemodel to

partially replacea volume one is another visualization
strategy explored in this framewouks shown inFigure?,
about aquarter ofan engine surfacebox modeé is of the
volumetypeto exhibitinternalinformation of themodel.
The volumetricsection is obtained by clipping the Engine
model along the vertical and horizontal planes and to
generatequadruplesubparts of the original model. The
darker area is thesurface counterpag for filling the
original volumespace in the VEThe size and proportion
of these two parts can beustomized for different
applicationsin this framework desigrin this design the
rendering of arentire volumemodelcan be avoidedor
facilitating reattime simulatioss.

Figure 8. A multiple volume node applicath.

4) Volume Clipping Node
Volume clipping provides effective assistance in
understanding 3D volumes through revealing the internal



structures of a volume modelt is considered a
complement to the specification of tlransferfunctions
[5]. As shown in kgure 6, the voxel inside the clip

geometry has been initialized to 0 with remaining voxels
set asl to set the unwanted part to be transparent. In

volume clippingliteratures unwanted part isften called
the clipping object and the remainder is namas the
clipped object.

e

= ——  multiply D - by zero or one

The Euclidean distance

5,=8,=0 and $,=1,5,=-1

S;< 8§, <8, ¥ is a random value

Figure 9. Volume clipping graph
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Figure 10.A Clipped engine box

As a part of thdramework the clipping nodecan be
modified and transformecadily. There are threelipping
modes mode 1 means the part insidéhe clipping
geometry isthe clipped object mode 2 means the part
outside the cliping geometry isthe clipped object and
mode3 initializes the clipped volume model and attash
it to the clipping geometry. However, multivolume
clipping cannot beealized directlyby issuingthe same
clipping operationtwice. The solution ishroughcreating
a clippinggeometrylist to arrangehesedifferent cliging
geometries. The multiple clipping methbds alsobeen
utilized in thedesignsegmentateplacer node

As shown mn Figurell, the Engine box was clipped in

the 2ndclipping modeexplained abovend the Lipping

geometries consist afcylinder andabox shape.

Figure 11.Multiple clipping imagp.

C. User Interface Design

As an important part ahe system,the userinterface
requiresan intuitiveand interactive display mode that can
enhance user visual awareness whecarrying outan
application task12]. SomeHCI researches reportedthat
intuitive data exploration can be treated as exira
dimensionof information[13, 14 and 15. Many poorly
designed applications interfaces suffer from lost tracks
whenchangedeingappliedto the settings of oner more
of the flow parameters the systemA multiple viewport
user interface design has been adopted in this project
which is capable of showing the entire 3D scene, any
highlighted mode, and corresponding rendering
information in 3 separate viewpart®y interactively
(draganddrop style) chaging the rendering settings in
the coding viewport, the changes on the model and scene
can be automatically updated at raale.

IV. PROTOTYPEIMPLEMENTATION

This hybrid renderingystemdevisedin this research
has been implemented usi@penGL and OpenS@&PIs
in a VC++ programming environment.he host PC isn
Intel Core2 2.4GHz CPU with 2G RAM.

As shown in Figure 8 and Figure 11, muwitilume
coexistence and segmental replagee the twokey
innovative elemens in the systemln the meantime, the
LOD ard theclipping nodesare the"cheapér solutiors
for some visualizatiomwriented (norsimulationrintensive)
operations. Tess have been carried out on the
performance ofthe LOD node The resultis shown in
Table I, when the actual operatis can be simplified as
thepseudocodbelow.



Per-frame Operations:

keep on going.l would like to show my grateful

appreciation toMr. Jing Wang, Mr Yang Sufor ther

Loading model
Thresholding model type
Loading corresponding rendering core

Interaction transformations 1]

Rendering loops

As clearly shown in Tablé, the result ofthe frame 2
rate comparison proves that usisgrface modek to
replace volume orseat a carefully chosen threshaidn
effectively improve the interactive rawthout losing too
much visual qualities Experiments on other devised [4]
modes and more complex 3D VE will be discussed in
separate articles.

(3]

TABLE I. FRAME RATE COMPARISONL [5]

LOD-based volume volume rendering

rendering
Interactiverate | 55.3 33.3 [6]
(FPS) 57.6 37.6
55.0 39.1
V. CONCLUSION AND FUTUREWORKS [7]

The LOD, segmental replacer, muitolume and
clipping nodes are the essential funcéibmodules of the
devised hybrid rendering framework that had been
implemented and tested this project.The evaluation of [g]
the framework and tests on the prototygetailed in
Section 1l and SectionlV have demonstratedthe
feasibility and flexibility of the design Further
improvements and tests awcceleatingthe systems using
hardwaredriven datgparallelismwill be carried ouin the
next phase of this project.

(9]

In addition, there are some derived problems fronit%!
classical volume rendering, e.g. the problem of multi
model clipping will seriously affect thiateractive rate at
runtime if not being used properly. Another prominent
problem is the unavailability of volumebased depth [11]
buffering Thefinal rendered frame witinultiple volume
modds cannotalwaysshow thecorrect occlusionke the
wireframe onesProblens also rise inthis framework
when applying certaiillumination termsfor complex VE

applications These problems will beaddressedn the [13]
future worksof the project
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