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Introduction

”Systems biology is the science of discovering, modelling, understanding
and ultimately engineering at the molecular level the dynamic relationship
between the biological molecules that define living organisms”1.

In fact, systems biology is an academic field that seeks to integrate
different levels of information to understand how biological systems func-
tion (Figure 1). System-level understanding, the approach advocated in
systems biology [42], requires a shift in our notion of ”what to look for”
in biology. A system-level understanding of a biological system can be
derived from insight into four key properties: system structures, system
dynamics (how a system behaves over time under various conditions), the
control method (mechanisms that systematically control the state of the
cell) and the design method (strategies to modify and construct biolog-
ical systems having desired properties) [43]. Once we have attained an
understanding of network structure, we will be able to investigate network
dynamics. For dynamic analysis of a cellular system, we need to create a
model. But first it is important to carefully consider the purpose of model
building: Whether it is to obtain an in-depth understanding of system be-
haviour or to predict complex behaviours, we must first define the scope
and abstraction level of the model [43].

Modelling in systems biology has three key steps consisting of several

1Leroy Hood, President ISB



“Main”
2011/1/31
page x

i

i

i

i

i

i

i

i
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components. The first step is construction, which includes construction of
the model, scheme, constraints, and view components. The second step is
analysis, which includes analysis of the model, context, engine, interpre-
tation and input components. Note that the engine that executes the model
determines the analytic process. The last step is the validation which in-
cludes validation of the model, observation, assumptions, and interpreta-
tion [27].

Model validation is possibly the most important step in the model build-
ing sequence. It is also one of the most overlooked. Often the validation
of a model seems to consist of different statistical tests to see how well
the model fits to the experimental data. Validation or verification is done
to ensure that the model is programmed correctly and the algorithms have
been implemented properly. Also to make sure that the model does not
contain errors, oversights, or bugs. We note that validation does not ensure
that the model meets a specified set of model requirements and correctly
reflects the workings of a real world process. Moreover, no computational
model will ever be fully verified, guaranteeing 100% error-free implemen-
tation. The question here is how the model can be validated if controlled
experiments cannot be performed on the system? or if the real-world sys-
tem being modelled does not exist? The ultimate goal of model validation
is to make the model useful in the sense that the model addresses the right
problem, provides accurate information about the system being modelled,
and makes the model actually usable. Overall, a systems biology approach
means integrating computational and theoretical methods with experimen-
tal efforts.

As shown in Figure 2 our research is based on a loop of collabora-
tive processes in three steps (experiments, data handling and discussions,
mathematical modelling) shared between mathematicians and biologists.
We will discuss this in the following.

At first the biologists collect the experimental data and observations in
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Figure 1: Different aspects of systems biology. To understand the function of biolog-
ical systems, it is necessary to investigate the different aspects of the systems and study
their interaction. This collection of information is called systems biology.

their research lab and discuss with mathematicians to generate a model.
Mathematicians generate a model and analyse the experimental data and
the results of the model (data handling) based on biological knowledge. In
the next stage modellers give feedback to the biologists based on a com-
parison of their model results and experimental data. Biologists also renew
their experiments to gather new lab results to obtain information for updat-
ing the mathematical model. This process ends in a satisfactory way if the
model predictions correspond with experimental observations.

In this thesis, we studied the mathematical modelling approach of sys-
tems biology in plants. We have concentrated on two different issues re-
lated to the cell cycle and cell division (especially in the plant Arabidop-
sis) (Figure 3). The first issue is that of the epidermal cell population in
the Arabidopsis leaf and the second issue deals with gene networks which
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Figure 2: An iterative approach. Experimental biologists make observations and
produce the experimental data about phenomena of biological interest. These data are
handled and analysed. Afterwards they are used as input for the models. Models yield
interpretations that prompt further experimental observations or, when compared with
observations, question the validity of the assumptions. This process ends if the model
predictions confirm the observations and vice versa. Pic: Carlo Cosentino, Carnegie
Mellon University, Pittsburgh, 2008.

play an important role during the cell cycle. The chapters are grouped into
four parts.

• Part I
Chapter 1 is an introduction to plant biology that can be skipped by readers
familiar with the basics of this subject. We describe the cell cycle as the
series of events that takes place in a cell leading to its division and dupli-
cation. One of the key words that will be explained in Chapter 1 is the
endocycle process. This process occurs in a wide variety of cell types and
is particularly prominent in dicotyledonous plants2. The normal cell cy-
cle (mitotic cell cycle) progression and endocycle (endoreduplication) are
linked events. Premature or delayed exit from the cell division program
often results in an increased or decreased DNA ploidy, respectively. There-

2Having two seed leaves.
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Figure 3: Arabidopsis. It is a small flowering plant native to Europe, Asia, and north-
western Africa. Arabidopsis is popular as a model organism in plant biology and genetics.
Its genome was the first plant genome to be sequenced. Arabidopsis is a popular tool for
understanding the molecular biology of many plant traits, including flower development
and light sensing. Pic:http://pested.ifas.ufl.edu/newsletters/september2007/hardtime.htm

fore, the onset of endoreduplication must be controlled precisely. At the
molecular level, endoreduplication is likely to be achieved through elimi-
nation of the components needed to progress through mitosis.

In Chapter 2, we state the general objective of the study. We address
the various aspects of the problems and the key factors that are assumed to
influence or cause the problems.
• Part II
We provide a comprehensive mathematical framework in part II (Chap-
ter 3) to be used in the other chapters for the modelling, simulation and
analysing purposes. This part can be skipped by mathematically-oriented
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readers with a basic knowledge of systems biology. Here we introduce
and study Michaelis-Menten kinetics (a model of enzyme kinetics) and
the quasi-steady state assumption to reduce the complexity of the model.
These concepts are necessary in the modelling approach of gene networks.
We also introduce two basic mathematical models for the growth of cell
size in plants. The first one considers growing of cells without any limi-
tation, meaning that the cell can grow forever and does not stop growing.
The second one puts a limitation on growing in a way that the cell can
grow up to a certain size (threshold) and cannot become larger than that.
Besides this, some optimization methods including gradient base methods
and a derivative-free method are discussed. We will apply these optimiza-
tion techniques in part III.
• Part III
Part III includes Chapter 4 and Chapter 5. In this part we consider two case
studies related to the cell cycle and cell division in Arabidopsis.

The first case study in Part III (Chapter 4) is the temporal control of
epidermal cell divisions in the Arabidopsis leaf. The growth of plant or-
gans is the result of two processes acting on the cellular level, namely
cell division and cell expansion. The precise nature of the interaction be-
tween these two processes is still largely unknown as it is experimentally
challenging to disentangle them. The lower epidermal tissue layer of the
Arabidopsis leaf is composed of two cell types, puzzle-shaped pavement
cells and guard cells, which build the stomata that regulate gas exchange in
the leaf. We determined the cell number and the individual cell areas sepa-
rately for both cell types during development. To dissect the rules whereby
different cell types divide and expand, the experimental data were fit into
a computational model that describes all possible changes a cell can un-
dergo from a given day to the next day. The model allows to calculate the
probabilities for a precursor cell to become a guard or pavement cell, the
maximum size at which it can divide into two pavement cells or two guard
cells, the cell cycle duration and two different growth rates for two kinds of
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cells (pavement and guard cells) in one population. Moreover, we utilized
mathematical optimization methods to estimate the parameters, applying
different optimization techniques.

The second case study in part III (Chapter 5) deals with the fact that
atypical E2F activity restrains APC/CCCS52A2 function obligatory for en-
docycle onset. We have demonstrated that the atypical E2F transcription
factor E2Fe/DEL1 controls the onset of the endocycle through a direct tran-
scriptional control of APC/C activity. Because E2Fe/DEL1 represses the
CCS52A2 promoter, we hypothesize that its level must drop below a crit-
ical threshold to allow sufficient accumulation of CCS52A2 during late
S and G2 phase for cells to proceed from division to endoreduplication.
We built a mathematical model to analyse the above hypothesize. Us-
ing a fitting approach, a non-linear curve approximation of E2Fe/DEL1
levels in a synchronized cell culture was obtained. An ODE model was
built for CCS52A2 expression in a synchronized cell culture, knowing that
E2Fe/DEL1 inhibits the expression of CCS52A2. Applying that model to
the CCS52A2 expression in leaf development, the behaviour of CCS52A2
in a mitotic cell can be written as a function of E2Fe/DEL1 expression dur-
ing leaf development. The ODE model introduced in Chapter 5, is based
on the model used for the binding of ligands to proteins with the help of
Hill functions. This mathematical model helps to understand mechanisti-
cally how decreasing E2Fe/DEL1 levels can account for the division-to-
endoreduplication transition. The model allowed an in-silico visualization
of the cell cycle phase dependent relationship between E2Fe/DEL1 and
CCS52A2 in a developmental context.
• Part IV
Finally, we discuss some future work to extend the above research. Re-
vealing other important factors that are involved in the systems, can help
to improve the existing models. We suggest several ideas in this chapter to
design new experiments and increase the value of the models.

The term ”we” is used throughout the text in the thesis to underline the
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fact that every single result of the author’s work as represented in this thesis
was only possible because of the provision of experiments, equipment,
materials and scientific input from others. This is also reflected in the
long list of people mentioned in the acknowledgement and consistent with
the fact that modern research relies on collaboration and teamwork. The
results in this thesis have been published in or submitted for publication to
specialized scientific journals or proceedings, see [32], [41], [46] and [56].
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Chapter 1

Some concepts in plant
biology

This chapter has been adapted from [38].

1.1 Cell cycle

The cell cycle (mitotic cycle), or cell-division cycle, is the series of events
that takes place in a cell leading to its division and duplication (replication).
The cell cycle is one of the most comprehensively studied biological pro-
cesses, particularly given its importance for growth and development and
in many human disorders. Studies on yeast, worms, flies, frogs, mammals
and plants have contributed to a kind of universal picture on how the basic
cell cycle machinery is regulated. The cell cycle consists of four distinct
phases: G1 phase, S phase (synthesis), G2 phase and M phase (mitosis).
M phase is itself composed of two tightly coupled processes: mitosis, in
which the cell’s chromosomes are divided between the two daughter cells,
and cytokinesis, in which the cell’s cytoplasm divides in half forming dis-
tinct cells. Activation of each phase is dependent on the proper progression
and completion of the previous one.
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2 Some concepts in plant biology

In G1 phase (Gap 1) the size of cells increases by synthesis of vari-
ous enzymes that are required in S phase, mainly those needed for DNA
replication. The G1 checkpoint control mechanism ensures that everything
is ready for DNA synthesis. In S phase DNA is replicated. When it is
complete, all of the chromosomes have been duplicated. Thus, during this
phase, the amount of DNA in the cell has effectively doubled.

During the gap between DNA synthesis and mitosis (G2 phase), the
cell continues to grow. The G2 checkpoint controls mechanism ensures
that everything is ready to enter the M (mitosis) phase and divide. Inhi-
bition of protein synthesis during G2 phase prevents the cell from under-
going mitosis. In M phase, during mitosis, the cell’s chromosomes are
divided between the two daughter cells, and during cytokinesis, the cell’s
cytoplasm divides in half forming distinct cells (Figure 1.1). After cell di-
vision, each of the daughter cells begins the interphase G1 phase of a new
cycle.

Polyploidy

Polyploidy occurs in cells and organisms when there are more than two
paired sets of chromosomes in the nucleus. Most organisms are normally
diploid, meaning they have two sets of chromosomes - one set inherited
from each parent. Polyploidy may occur due to abnormal cell division in
meiosis1. It is most commonly found in plants.

Endocycle

The endocycle represents an alternative cell cycle that is activated in var-
ious developmental processes. In endocycling cells, the mitotic cell cycle
exit is followed by successive doublings of the DNA content, resulting in
polyploidy. In plant endocycles are associated with the increase in cellular

1Meiosis is the type of cell division by which germ cells (eggs and sperm) are pro-
duced. Meiosis involves a reduction in the amount of genetic material.
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Figure 1.1: The cell division cycle. The cell cycle is divided into four phases. The cell
grows continuously in interphase, which consists of three phases; G1, S, and G2. DNA
is replicated in S phase. G1 is the gap between M phase and S phase, and G2 is the gap
between S phase and M phase. During M phase, the nucleus divides first, in a process
called mitosis; then the cytoplasm divides, in a process called cytokinesis. Checkpoints
in the cellcycle control system ensure that key processes in the cycle occur in the proper
sequence. The new cells called daughter cells can divide again by going through another
cell cycle. The figure is redrawn from [83].

volume that drives most of plant organ growth. Hence, the increased or
reduced growth may result from effects on mitotic or endocycles, or both.

1.2 Control of the cell cycle

Three principal checkpoints control the cell cycle. The G1 checkpoint
makes the key decision as to whether the cell should divide, delay divi-
sion or enter a resting stage. The G2 checkpoint assesses the success of
DNA replication and triggers the start of mitosis (M) phase. If this check-
point is passed, the cell initiates the beginning of mitosis. The accuracy of
mitosis is assessed at the G2/M checkpoint. This checkpoint occurs dur-
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4 Some concepts in plant biology

ing metaphase, and triggers the exit from mitosis and cytokinesis and the
beginning of G1. The progression of each checkpoint depends on multi-
ple regulatory mechanisms, including reversible protein phosphorylation,
the interactions of proteins and protein degradation. Phosphorylation of
protein is one of the major mechanisms which control cell cycle progres-
sion. The role of different kinases, and particularly the family of cyclin-
dependent protein kinases (CDKs), is important for phosphorylation.

At the G2 checkpoint, CDKs phosphorylate proteins that carry the cy-
cle past the checkpoint into mitosis. During G2, the cell gradually ac-
cumulates the G2 cyclin. The cyclin binds to CDK to form a complex
called MPF (mitosis promoting factor). When the level of MPF exceeds
the threshold necessary to trigger mitosis, the G2 phase ends and mitosis
begins. One of the functions of MPF is to activate proteins that destroy
cyclin. As mitosis proceeds to the end of metaphase, CDK levels stay rel-
atively constant, but the G2 cyclin is degraded, causing progressively less
MPF to be available and initiating the events that end mitosis. After mito-
sis, the gradual accumulation of new cyclin starts the next turn of the cell
cycle. The G1 checkpoint is thought to be regulated in a similar fashion.
The level of G1 cyclin increases and associates with cyclin-depend kinase
(CDK). Eventually, a threshold ratio that triggers the next round of DNA
replication is reached. The cyclin is degraded and the cycle begins again.

1.3 Cyclins and CDKs

A cyclin-dependent protein kinase (CDK) is activated by association with
a cyclin, forming a cyclin-dependent kinase complex to drive the cell cycle
by phosphorylating key target proteins. It is required for cells to progress
to the next phase of the cell cycle. CDKs are also involved in the regulation
of transcription and mRNA processing. CDK proteins can be categorized
into eight classes: CDKA to CDKG and the CDK like kinases (CKLs),
as classified for Arabidopsis [57]. According to the amino acid sequence
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similarities 152 CDKs from 41 plant species has been identified. The re-
cent genome-wide transcript profiling of the core Arabidopsis cell cycle via
Affymetrix2 microarrays confirmed that most CDK-related kinase genes
were relatively constantly expressed in synchronized cells.In contrast, the
concentration of Cyclins, the partner of CDKs, varies in a cyclical fashion
during the cell cycle. They are produced or degraded as needed in order to
drive the cell through the different stages of the cell cycle. When concen-
trations in the cell are low, cyclins dissociate from CDK, thus they stop to
activate. Cyclins themselves have no enzymatic activity. There are several
different cyclins that are active in different parts of the cell cycle and that
cause the CDK to phosphorylate different substrates. A cyclin-CDK com-
plex can be regulated by several kinases and phosphatases, such as WEE1,
and CDK-activating kinase (CAK). CAK adds an activating phosphate to
the complex, while WEE1 adds an inhibitory phosphate. The plant CDK
inhibitors such as the Kip-related proteins (ICK/KRPs) inhibit cell cycle
progression through acting as pseudo-substrates3 or by inducing confor-
mational changes of the CDK/cyclin complex.

2Affymetrix is a manufacturer of DNA microarrays, based in Santa Clara, California,
United States. The company was founded by Dr. Stephen Fodor in 1992.

3Any substance that mimics the substrate of an enzyme and thus inhibits its activity
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Chapter 2

Objectives of the research

The cell cycle is the sequence of events by which a cell replicates its
genome and distributes the copies evenly to two daughter cells. In most
cells, the DNA replication-cell division cycle is coupled to the duplication
of all other components of the cell, so that the interdivision time of the
cell is identical to its mass doubling time; therefore the cell mass is often
taken as a crucial parameter of the process [18, 61]. Usually mass grow-
ing is slower than DNA synthesis; therefore temporal gaps are inserted
in the cell cycle between the phase of DNA synthesis and the phase of
cell division (mitosis). The cell cycle has surveillance mechanisms that
monitor progress through the cell cycle and stop the cell at crucial check-
points, if necessary, so that DNA synthesis and cell division do not get
out of order. These processes are regulated by a complex network of in-
teracting genes and proteins. The cell-cycle regulation in plant has been
studied experimentally for several years. It was proposed already in 1990,
and since confirmed by experimental studies, that the cell division cycle
is controlled by a common set of proteins that interact according to es-
sentially the same rules [79]. Nevertheless, each species uses its own mix
of proteins and interactions and generates its own type of growth and di-
vision. Recently, mathematical models are emerging in some of the best
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8 Objectives of the research

understood cases which include fission yeast, budding yeast, frog eggs and
mammalian cells. The generic features of the cell cycle control concern the
common genes and proteins and the general dynamical principles of their
interaction. However, the parts of the common machinery that function can
be different in each type of cells. In addition, the function of cell division
in the growth process of a multicellular organ(ism) is important. In this
case, the role of individual cells is a controversial issue. From one point
of view it considers cells as elemental building blocks of the organism and
considers growth as a direct consequence of an increase in cell numbers.
According to the organismal theory, cells are merely compartments of or-
ganismal space, the production of cellular compartments is imposed by the
growth of the organ as a whole rather than the inverse [6, 82].

The aim of the research is to apply mathematical models to carry out
detailed studies of the cell cycle control during the development of plant
organs. Moreover, the growth of plant organs is the result of two processes
acting at the cellular level, being cell division and cell expansion. Study-
ing the precise nature of the interaction between these two processes is
another challenge in this research. To address this issue we construct and
apply a mathematical model to study a population of leaf epidermal cells
consisting of a variety of cell types (Chapter 4). Each cell type has its own
characteristics and different lineage to be created. Our goal is the study of
cell division and cell growth of these cell types during leaf development of
Arabidopsis in which different parameters have important roles. To study
experimentally the behaviour of each cell type during leaf development,
biologists must place them under a microscope and follow them every few
hours to extract the necessary information from their images. Due to the
lack of tools and techniques available so far, it is not possible to follow
the behaviour of cells during a long period of time under the microscope.
There are several reasons for this problem. One reason is that it is not pos-
sible to specify all cells, large and small, and study their behaviour under
the microscope. Even in the rare cases, when a small area of leaf is taken
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into account, and cells can be identified by markers, due to the growth of
the cells, their place will change after a while and some of the cells will be
out of the region of microscope view. Another reason is that fixing the leaf
on a flat surface changes the growth conditions. Therefore, it is impossible
to study experimentally the dynamics of each cell type over a long period
of time. One goal of our research is to build a mathematical model with
several parameters that are relevant to plant growth and development for
the population of different kinds of cells. Some of the fundamental ques-
tions in this study are: does the cell size control cell cycle mechanisms?
If so, do any thresholds exist for the cell size so that above the maximum
threshold and below the minimum threshold the cell cannot divide? Is
the average cell cycle duration fixed throughout leaf development? The
mathematical model built for the above system helps to answer the above
questions. Although at first glance it looks like a very complicated model,
its basic structure is simple. In this model, all conditions of growth and
cell division are considered. Finally, this is a general model which can be
applied for all similar populations.

A part of the research on the cell cycle consists of studying networks of
proteins and genes which have a great impact on the cell cycle process. A
simple network is presented in Chapter 5 which deals with the onset of en-
doreduplication. Mitotic cell cycle progression and endoreduplication are
linked events. Premature or delayed exit from the cell division program re-
sults in an increased or decreased DNA ploidy, respectively. Therefore, the
onset of endoreduplication must be controlled precisely. At the molecular
level, endoreduplication is likely to be achieved through elimination of the
components needed to progress through mitosis. In [47], it became clear
that the atypical E2F transcription factor, E2Fe/DEL1, accounts for the
onset of the endocycle by regulating the temporal expression of CCS52A2
gene during the cell cycle in a development-dependent manner.

Again, experimental studies of the behaviour of these two components
during leaf development are nearly impossible because, although the cell
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10 Objectives of the research

culture can be synchronized experimentally, endoreduplication cannot be
triggered in Arabidopsis cell cultures. Inversely, cell division cannot be
synchronized experimentally in a developing leaf. Therefore by combin-
ing molecular and computational techniques, it is possible to obtain re-
sults which help to explain the function of each component of the net-
work in the onset of endoreduplication. The experimental observations
in a synchronized cell culture display the inhibition of CCS52A2 expres-
sion by E2Fe/DEL1. Therefore an Ordinary Differential Equation (ODE)
model for CCS52A2 gene expression was built, taking into account that
E2Fe/DEL1 inhibits CCS52A2 expression. Next to the above biological
goals of this research, applying and testing various methods for modelling
is a general goal of this research. Functions and parameters which can be
used in any model are considered. The number of parameters is deliber-
ately restricted to a minimum.
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Chapter 3

Mathematical modelling tools

This chapter provides some mathematical modelling tools related to our
work for the reader. This mathematical background is needed for under-
standing the rest of this thesis.

3.1 Hill functions

In the modelling of biological processes, sigmoid functions are often used.
A sigmoid function is a monotonic, S-shaped function which raises from
zero and approaches one. A Hill function is a particular case of a sigmoid
function and is defined by

H+(x) =
xn

T n + xn
(x ≥ 0). (3.1)

The parameter T > 0 is called a threshold, and the power n > 0 is called a
Hill coefficient. Hill functions arise naturally in Michaelis-Menten kinet-
ics, cf. §3.3 and in the binding of ligands to proteins, cf. §3.4. Several Hill
functions are presented in Figure 3.1A. For x < T , the value of H+(x)

is less than 0.5 and for small x it is c zero. For x > T the Hill function
is above 0.5 and for large x it is near 1. The function is one-to-one and
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12 Mathematical modelling tools

monotone and maps the interval [0,∞) onto [0, 1). The first derivative of
the Hill function is given by

d

dx
H+(x) =

nxn−1T n

(T n + xn)2 , (3.2)

which implies that

d

dx
H+(x) |x=T =

n

4T
. (3.3)

So the parameter n controls the slope of the Hill function at x = T . The
larger n, the steeper the slope.

To find the inflection points of the Hill function, we consider the second
derivative

d2

dx2
H+(x) = −nxn−2T n[(1− n) T n + (n + 1) xn]

(T n + xn)3 . (3.4)

(3.5)

It follows that d2

dx2 H
+(x) = 0, for

x = n

√
n−1
n+1

T, x = 0, for n > 2,

x = n

√
n−1
n+1

T, for 1 < n ≤ 2.
(3.6)

For 0 < n ≤ 1 the function has no inflection point. For n = 1, its profile
is a branch of a hyperbola.
For n > 1, x = T is not the inflection point. However for large n, the
factor n

√
n−1
n+1

is near 1 and so x = T approximately becomes the inflection
point.

On some occasions, we need to define the Hill function as a decreasing
function, which maps the interval [0,∞) onto [1, 0). It is then defined as

H−(x) = 1−H+(x) =
T n

T n + xn
. (3.7)
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Figure 3.1: (A,B) Hill functions. T is the threshold and n is the Hill coefficient. In-
creasing n increases the steepness of the curve.

In this case, for x near zero the value of the function is near 1 and for
large x it is near zero (Figure3.1B). We note that, to reduce the number of
operations and the possibility of overflow and underflow, one can use other
forms of formulas (3.1) and (3.7):

H+(x) =
1

1 +
(

T
x

)n , H−(x) =
1

1 +
(

x
T

)n . (3.8)

In general, Hill functions are useful for detailed modelling. The essence
of these functions is the transition between low and high values, with a
characteristic threshold T .
Sometimes, it is useful to use other functions that capture the essential
behaviour of these functions. The functions following

F+(x) =
1 + tanh(m(x− T ))

2
, (3.9)

F−(x) =
1− tanh(m(x− T ))

2
. (3.10)
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have a behaviour similar to those in (3.1) and (3.7). The main advantage
is that (3.9) and (3.10) are defined for x ∈ (−∞,∞) while (3.1) and (3.7)
are defined only for x ∈ [0,∞) (Figure 3.2).
Here the parameter m controls the steepness and the parameter T is the
threshold. The graphs of these functions are already very steep for m = 1

(Figure 3.3).

−10 −5 0 5 10
−1

0

1

3

 x

 F
+ (x

)

 

 

−10 −5 0 5 10
−1

0

1

3

 x

 H
+ (x

)

 

 A B
m=0.5,T=5n=5,T=5

Figure 3.2: (A,B) The Hill function and Tangent hyperbolic function . For negative
values of x the Hill function is not applicable while the tanh function can still be used.

In general, the graph of F+(x) is very close to that of H+(x) for care-
fully chosen values of n for which n À m. This is illustrated in Figure 3.4
for T = 5 and the conclusions (m,n) = (1, 10), (2, 20), (3, 30)and(4, 40).
We conclude that, for n > 10, replacing m by n/10 in the tanh function
gives approximately the same graph as the Hill function (Figure 3.3). We
note that the graphs of these two functions for small n are less similar (Fig-
ure 3.5).

However, the execution time (in elapsed CPU seconds) is quite dif-



“Main”
2011/1/31
page 15

i

i

i

i

i

i

i

i

3.1 Hill functions 15

0 5 8 15
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 x

 F
+ (x

)

 

 

0 5 8 15
0

0.2

0.4

0.6

0.8

1

 x
 F

− (x
)

 

 BA
F−(x)=(1−tanh(m.(x−T)))/2
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F+(x)=(1+ tanh(m.(x−T)))/2

Figure 3.3: (A,B)Tangent hyperbolic functions. T is the threshold and m controls the
steepness of the curve.

ferent. For a vector x = (1, 1.1, 1.2, 1.3, . . . , 500) where m = 2, n =

20, T = 5, the computation of the Hill function H+ in (3.1) and (3.8)
takes 0.0045 and 0.0027 seconds, respectively while for tanh, it takes only
3.7128e−004 seconds which is almost 12 times less than the Hill function
in (3.1) and 7 times less than the Hill function in (3.8). A similar result can
be observed for m = 2.05, n = 20.5, T = 5. The computation time for the
Hill function in (3.1), (3.8) and tanh, are 0.0036, 0.0024 and 2.2210e−004,
respectively. Therefore, for large n, the tanh function is time efficient. For
small n, e.g. n = 2 and m = 0.2 the time of computation is 1.5225e− 004

for the Hill function in (3.1) and 4.8610e − 005 for tanh which differ by
only a factor 3. These computations were executed under Windows XP
using Matlab R2008b.
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tanh: m=3, T=5
Hill: n=30,T=5

Figure 3.4: Hill function vs. tanh function for values n À m.

3.2 The law of mass action

The mass action law, which is a key assumption in biochemical kinetics,
was introduced by Guldberg and Waage (1864 - 1879). It states that the
reaction rate (i.e., the change of concentration of reactant per time t) is pro-
portional to the product of the concentrations of the participating molecules
(reactants). For instance, in a simple reaction,

S1 + S2
k−→ P, (3.11)

S1 and S2 are two substances which take part in a reaction and produce the
product P . According to the law of mass action, the rate of reaction (v) is
given by

d[P ]

dt
= v = k[S1][S2], (3.12)
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Figure 3.5: Hill function vs. tanh function for small n.

d[S1]

dt
=

d[S2]

dt
= −v = −k[S1][S2], (3.13)

where [S1], [S2] and [P ] are the concentrations of S1, S2 and P , respec-
tively. The right-hand side of (3.12) is the reaction rate for the product and
is positive, since the concentration of the product increases after each reac-
tion. The right-hand side of (3.13) is the reaction rate of the reactant and is
negative due to the decrease of the reactants when the reaction takes place.
k is the proportionality factor, the so-called rate constant. If we measure
the concentration in moles per litre (molL−1 or M ) and the time in seconds
(s), then the unit of reaction rate is M.s−1 and the unit of the rate constant
is 1

Ms
.

In a two-sided reaction, the two substances take part in the forward re-
action (association) and produce the product; the product also takes part in
the backward reaction (dissociation) and increases the reactant concentra-
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tion. In the following reaction

S1 + S2

k1

À
k−1

2P, (3.14)

the reaction rate is calculated by

v = v1 − v−1 = k1[S1][S2]− k−1[P ]2. (3.15)

v is the net rate, v1 is the rate of forward reaction and v−1 is the rate of
backward reaction. k1 and k−1 are the rate constants for forward and back-
ward reactions, respectively [44].

3.3 Michaelis-Menten kinetics
Brown 1(1902) proposed the first enzymatic mechanism for the following
reaction:

E + S
k1

À
k−1

ES
k2−→ E + P. (3.16)

Enzyme E binds to the substrate S and forms the complex ES, which
is subject to an irreversible reaction that releases the product P from the
enzyme. k1, k2 and k−1 are the rate constants for forward and backward
reactions in (3.16), respectively. We note that the total enzyme concentra-
tion (which contains free enzyme and the intermediate complex ES) does
not change over time, so [Etotal] = [E] + [ES] = constant. Enzyme is
needed in the reaction but is not consumed in the end-product. According
to the mass action law, we have

d[S]

dt
= −k1[E][S] + k−1[ES], (3.17)

d[ES]

dt
= k1[E][S]− k−1[ES]− k2[ES], (3.18)

1Adrian John Brown (1852-1919) was a British Professor at the University of Birm-
ingham and a pioneer in the study of enzyme kinetics.
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3.3 Michaelis-Menten kinetics 19

d[E]

dt
= −k1[E][S] + k−1[ES] + k2[ES], (3.19)

d[P ]

dt
= k2[ES]. (3.20)

For simplicity, Michaelis and Menten (1913) assumed that the composi-
tion of E and S and decomposition of ES into E, S are much faster than
the decomposition of ES into E and P (k2 ¿ k−1). This assumption is
called a quasi-equilibrium assumption. This means that k2[ES] is negli-
gible and the concentration of ES is in the equilibrium. In a chemical
process, the chemical equilibrium is the state in which the chemical activ-
ities or concentrations of the reactants and products have no change over
time. Usually, this would be the state that results when the forward chemi-
cal processes proceed at the same rate as the reverse reaction. The reaction
rates of the forward and backward reactions are generally not zero but,
being equal, there are no changes in any of the reactant or product concen-
trations. It implies that

k1[E][S] = k−1[ES] ⇒ d[ES]

dt
= 0 =⇒ [ES] =

k1[E][S]

k−1

, (3.21)

[ES] = [Etotal]− [E],

=⇒ [ES] =
[Etotal][S]

[S] + k−1

k1

. (3.22)

Therefore the reaction rate V = d[P ]
dt

will be

V =
Vmax[S]

[S] + Km

, (3.23)

where the parameters Vmax and Km are given by

Vmax = k2[Etotal], (3.24)

Km =
k−1

k1

. (3.25)
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Briggs and Haldane (1925) made another assumption for the enzyme
kinetic. They assume that, in the beginning of the reaction when the con-
centration of substrate S is much larger than the concentration of enzyme
E, the reaction reaches a state where the concentration of the complex ES

remains constant. This assumption is called the quasi-steady state assump-
tion. Using (3.18) and (3.19) we have,

d[ES]

dt
+

d[E]

dt
= 0. (3.26)

This implies that [ES] + [E] = c0 + e0 where c0 and e0 are the concen-
trations of ES and E, respectively, at the starting point. In the beginning
c0 = 0, therefore [E] = e0−[ES]. We can now substitute e0−[ES] for [E]

into the equations (3.17) and (3.18), giving us a system of two equations:

d[S]

dt
= k−1[ES]− k1(e0 − [ES])[S], (3.27)

d[ES]

dt
= k1(e0 − [ES])[S]− (k−1 + k2)[ES]. (3.28)

We can simplify those equations by a simple assumption. The key property
of enzymes is that they are effective at very low concentration. So we can
assume that e0 is small, thus [ES] is small and also [ES] ≤ e0. By this
assumption we can define a new variable v,

v =
[ES]

e0

⇒ [ES] = e0v. (3.29)

Then, according to (3.28) we have

dv

dt
=

1

e0

d[ES]

dt
= k1(1− [ES]

e0

)[S]− (k−1 + k2)
[ES]

e0

= k1(1− v)[S]− (k−1 + k2)v. (3.30)

The other equation (3.27) will be

d[S]

dt
= k−1e0v − k1(e0 − e0v)[S]
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= e0(k−1v − k1(1− v)[S]). (3.31)

Since e0 is small, (3.31) indicates that [S] changes much more slowly. So
in (3.30) we can proceed as if [S] were constant. It implies that

dv

dt
= k1[S]− (k−1 + k2 + k1[S])v, v(0) = 0 (3.32)

⇒ v =
k1[S]

k−1 + k2 + k1[S]
+

e−(k−1+k2+k1[S])tk1[S]

−(k−1 + k2 + k1[S])
. (3.33)

We easily see that v approaches [S]
[S]+Km

when t tends to infinity, where

Km = k−1+k2

k1
. By (3.29) [ES] tends towards e0[S]

[S]+Km
which is called a

stable equilibrium point.

Now, we go back to equation (3.20) which shows that

d[P ]

dt
= k2[ES]. (3.34)

Then, according to the above results, we find that the reaction rate V = d[P ]
dt

as,

V =
Vmax[S]

[S] + Km

, (3.35)

where the parameter,

Vmax = k2e0 = k2[Etotal] (3.36)

is called the maximal velocity, which is the maximal rate of reaction (when
the enzyme is completely saturated with substrate). The parameter Km

is called the Michaelis constant and given by Km = k−1

k1
in the quasi-

equilibrium assumption and Km = k−1+k2

k1
in the quasi-steady state as-

sumption.
(3.23) and (3.35) are Hill functions with n = 1. Figure 3.6 shows that
increasing the substrate does not always increase the reaction rate in the
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Figure 3.6: Michaelis-Menten kinetics. Vmax is the maximal reaction rate which is
approximated when the substrate concentration is large. When the substrate concentration
equals Km, half this maximal rate is obtained.

same way. When the concentration of the substrate exceeds the threshold
Km, the reaction rate increases slowly.

Normally, the requirements for applying the steady state approximation
are laxer than for the equilibrium assumption. The concentration of the
intermediate is only needed to be low and more or less constant (as seen,
this has to do only with the rates at which it appears and disappears) but it
is not needed to be at equilibrium, which is usually difficult to prove and
involves heavier assumptions. This approximation can be used to yield
similar results as the quasi-equilibrium approximation.

A more illustrative version of the Michaelis-Menten equation is the
Lineweaver-Burk2 equation,

1

V
=

Km

Vmax

1

[S]
+

1

Vmax

. (3.37)

2Hans Lineweaver and Dean Burk (1934)
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The Lineweaver-Burk equation provides a line with a slope Km

Vmax
and y-

intercept 1
Vmax

. The x-intercept, a theoretical point since 1
[S]

cannot be neg-
ative, is −1

Km
. The Lineweaver-Burk plot (Figure 3.7) was widely used to

determine important terms in enzyme kinetics, such as Km and Vmax, be-
fore the wide availability of powerful computers and non-linear regression
software. It also gives a quick, visual impression of the different forms of
enzyme inhibition. The Lineweaver-Burk plot is classically used in older

0 1/[S]

1/
V

K
m

/V
max

1/V
max

−1/K
m

Figure 3.7: Lineweaver-Burk plot.

texts, but is prone to error, as the y-axis takes the reciprocal of the rate of
reaction increasing any small errors in measurement. Also, most points on
the plot are found far to the right of the y-axis (due to limiting solubility not
allowing for large values of [S] and hence no small values for 1

[S]
), calling

for a large extrapolation back to obtain x and y intercepts.
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3.4 Binding of ligands to proteins and coopera-
tivity

Hill functions also appear when considering the equilibrium binding of the
ligands to the binding sites of a protein. The first derivation of the Hill
function was based on experimental results concerning the binding of oxy-
gen to hemoglobin (Hb) (Hill 1910, 1913). In 1904, Bohr and co-workers
found that the plot of the fractional saturation of Hb with oxygen against
the oxygen partial pressure had a sigmoid shape [10]. Hill explained this
with interactions between the binding sites located at the hemoglobin sub-
units. Hill assumed complete cooperativity and predicted an experimental
Hill coefficient [36].

A ligand is a signal triggering molecule that binds to a binding site on
a target protein to serve a biological purpose. A binding site is a region
on a protein, DNA, or RNA to which ligands, or more specifically, protein
ligands form a chemical bond. A protein can have more than one binding
site and different types of ligands can bind to the binding sites. The term
saturation refers to the fraction of total binding sites that are occupied at
any given time. When more than one type of ligand binds to the binding
sites, competition ensues.

In this section we consider binding of the ligands to monomer3 and
oligomer4 proteins. Let S be a ligand and E be a protein with one binding
site,

E + S
k1

À
k−1

ES (3.38)

where k1 and k−1 are the constants of binding and dissociation, respec-
tively. By the law of mass action we have,

d[ES]

dt
= k1[E][S]− k−1[ES]. (3.39)

3a small molecule that may chemically bind to other monomers to form a polymer.
4polymers with a relatively low number of units.
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An equilibrium can exist between unbound ligands and bound ligands
meaning that concentrations of the unbound ligands and bound ligands do
not change over time. We then have d[ES]

dt
= 0, and

[ES]

[Etotal]
=

[S]

Km + [S]
, (3.40)

where (3.40) is the fractional of saturation or probability of binding and

[Etotal] = [E] + [ES], (3.41)

Km =
k−1

k1

. (3.42)

Now consider a dimeric protein with two identical binding sites. Assume
that the binding to the first ligand promotes the binding to the second lig-
and:

E2 + S
slow−−→ E2S (3.43)

E2S + S
fast−−→ E2S2, (3.44)

where E2 is a dimer. The fractional saturation is given by

f =
Total bound sites

Total sites
=

[E2S] + 2[E2S2]

2[E2,total]
. (3.45)

[E2,total] is given by

[E2,total] = [E2] + [E2S] + [E2S2]. (3.46)

If the affinity to the second ligand is strongly increased by binding to the
first ligand, then E2S will react with S as soon as it is formed and the
concentration of E2S can be neglected. We assume that the ligands bind
simultaneously (unrealistic), thus (3.43) and (3.44) are reduced to

E2 + 2S
k1

À
k−1

E2S2. (3.47)
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Again, the existence of an equilibrium between bound and unbound ligands
implies that

k1[E2][S]2 = k−1[E2S2]. (3.48)

Now, the fractional saturation is given by

f =
2[E2S2]

2[E2,total]
, (3.49)

where [E2,total] = [E2]+[E2S2]. We use (3.48) to simplify (3.49) as follows

f =
[E2S2]

[E2] + [E2S2]
=

[S]2

K2
m + [S]2

. (3.50)

Here, K2
m equals k−1

k1
.

Generally, for a protein with n binding sites it holds that

En + nS
k1

À
k−1

EnSn. (3.51)

Then, the collision rate is k1[En][S]n and

d[EnSn]

dt
= k1[En][S]n − k−1[EnSn]. (3.52)

By the quasi- equilibrium assumption we have

k1[En][S]n = k−1[EnSn] =⇒ [EnSn]

[En,total]
=

[S]n

Kn
m + [S]n

(3.53)

where, [En,total] = [EnSn] + [En] and we define the constant Km by

Kn
m =

k−1

k1

. (3.54)

(3.53) is the general form of the Hill function. Plotting the fractional of the
saturation [EnSn]

[En,total]
versus the concentration of ligands [S] yields a sigmoid
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curve with the threshold point at Km [44]. When n = 1, we obtain the
Michaelis-Menten equation.

The Hill coefficient, n, describe the degree of cooperativity. Reactions
with Hill coefficients n > 1 are often called reactions with positive coop-
erativity. Reactions with Hill coefficients n < 1 are called reactions with
negative cooperativity. If n = 1, the equation reverts to a simple hyper-
bolic response which has no cooperativity.
Moreover, the probability of unbinding is given by:

1− [EnSn]

[En,total]
=

Kn
m

Kn
m + [S]n

. (3.55)

Some researchers feel that the above model (3.53) is so unrealistic that the
Hill equation should be considered as an empirical result. Instead, they
derive the system of ODEs from

E2 + S
k1

À
k−1

E2S, (3.56)

E2S + S
k2

À
k−2

E2S2, (3.57)

for the dynamics of the reactions to find an alternative model for the frac-
tional saturation. The system is given by

d[E2]

dt
= −k1[E2][S] + k−1[E2S], (3.58)

d[S]

dt
= −k1[E2][S] + k−1[E2S]− k2[E2S][S]

+k−2[E2S2], (3.59)

d[E2S]

dt
= k1[E2][S]− k−1[E2S]− k2[E2S][S]

+k−2[E2S2], (3.60)
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d[E2S2]

dt
= k2[E2S][S]− k−2[E2S2]. (3.61)

Since (3.44) is a fast reaction, according to the quasi-equilibrium assump-
tion, we have

d[E2S]

dt
= 0, (3.62)

d[E2S2]

dt
= 0. (3.63)

These equations imply that

[E2S] = K1[E2][S], (3.64)

[E2S2] = K2[E2S][S] = K1K2[E2][S]2, (3.65)

where K1 = k1

k−1
and K2 = k2

k−2
. According to (3.45) and (3.46), the

fractional saturation is then given by

f =
[E2S] + 2[E2S2]

2([E2] + [E2S] + [E2S2])
=

K1[S] + 2K1K2[S]2

2(1 + K1[S] + K1K2[S]2)
, (3.66)

which is more realistic. (3.66) is called the Adair model [1]. Figure 3.8
depicts the curves of fractional saturation for protein with two binding sites
which are computed by (3.50) and (3.66), respectively.

3.5 Growth model of cell size

Cell size growth is defined as the increase in volume which, in elongating
axes, is nearly proportional to the length. Growth in such axes is tradition-
ally discussed as being generated by two processes: cell division and cell
elongation. These processes are considered to be responsible for the for-
mation of the cell pattern which, in the one-dimensional case, reduces to a
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Fractional saturation computed by Hill function
Fractional saturation computed by Adair model

Figure 3.8: Fractional saturation. The fractional saturation or probability of binding
given by two models. The first is computed by the Hill function and the second according
to the Adair model. The constants of binding and dissociation in (3.43) and (3.44) are
k1 = 0.2, k−1 = 0.1, k2 = 10, k−2 = 8. Although the two curves are similar, the Adair
model is more realistic.

characteristic sequence of mean cell lengths down an axis. When the de-
velopmental processes and the cell pattern are consistent through time, the
growth of the axis is in a steady state. In this study we used two different
models for the growth of the cell area.

3.5.1 Malthusian growth model

The Malthusian5 growth model, sometimes called the simple exponential
growth model. Exponential growth occurs when the growth rate of a math-
ematical function is proportional to the function’s initial value. This model
is widely regarded in the field of population ecology as the first principle of
population dynamics. We use this model for the growth of the cell area in

5The Reverend Thomas Robert Malthus (1766 - 1834), was a British scholar.
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Arabidopsis. The form of the exponential growth model is the following:

ds

dt
= gs, (3.67)

where g ≥ 0. In this model s(t) represents the area of the cell at time t

and the constant of proportionality g represents the rate constant. If at time
t = 0 the cell has area s0, then the solution at any time t of (3.67) is

s(t) = egts0 (3.68)

where s0 = s(0). A graph of the solution (3.68) for g > 0 and g = 0

is shown in Figure 3.9. We observe that the area grows exponentially and
is unbounded for g > 0; while for g = 0 the area maintains the constant
value s0 [71].

t

s(
t)

g=0

g>0

s
0

0

Figure 3.9: Exponential growth.

For g > 0 the Malthusian growth model implies that there is no limit
to the area of cells and a cell can grow up to infinity. This is unrealistic
for some cells such as guard cells in the leaves of Arabidopsis plant, cf.
§4.2.3. We then use the logistic growth model described below.
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3.5.2 Logistic growth model

At first, the logistic growth model was developed by Pierre-François Ver-
hulst6 for the growth of a population. The initial stage of growth is approx-
imately exponential; then, as saturation begins, the growth slows, and at
maturity, growth stops.
The model is defined by the following simple differential equation

ds

dt
= gs− εs2, (3.69)

where g and ε are positive constants and are called the vital coefficients. ε

is small relative to g. When s is small, the term εs2 is very small compared
to gs so s will grow at nearly an exponential rate. When s becomes large,
the rate of growth will approach zero. The solution of the simple non-linear
differential equation (3.69) with initial value s(0) = s0 is given by

s(t) =
gs0

εs0 + (g − εs0)e−gt
. (3.70)

When t → ∞ then s(t) → g
ε
. So regardless of the initial value, s(t)

ultimately approaches the limiting value g
ε
, which is called the carrying

capacity [71].
The graph of (3.70) has an elongated S-shape and is called the logistic
curve (Figure 3.10).

We propose the following logistic differential equation for the area
growth of guard cells:

ds

dt
= gs(1− s

M
), (3.71)

where s(t) is the area of guard cells at time t and M is the maximum area of
guard cells. The reason for using formula (3.71) is that guard cells cannot

6Pierre François Verhulst (1804 - 1849) was a Belgian mathematician who got a PhD
from Ghent University in 1825 for a thesis on number theory. He collaborated with the
famous statistician Adolphe Quetelet.
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t

s(
t)

0

s
0

g>0

Figure 3.10: Logistic curve.

grow unboundedly and there is a limit M to which they grow.
The solution of the above differential equation is

s(t) =
M

1 + (M
s0
− 1)e−gt

, (3.72)

g =
ln[s(t)(M

s0
− 1)]− ln(M − s(t))

t
. (3.73)

We will use these equations in Chapter 4 for modelling the cell size growth.

3.6 Unconstrained optimization algorithms

In mathematics, optimization, or mathematical programming, refers to find-
ing the best element among the available alternatives. In particular, we use
optimization techniques to minimize or maximize a real function which is
called an objective function.
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An objective function f(X) has a local (or relative) maximum at the
point X∗ if f(X∗) ≥ f(X) for all X nearby X∗. In the case of a global
maximum, f(X∗) ≥ f(X) for all X in the domain of f . Similarly, an
objective function has a local minimum at the point X∗ if f(X∗) ≤ f(X)

for all X nearby X∗. In the case of a global minimum, f(X∗) ≤ f(X)

for all X in the domain of f . By the above definition, a global maximum
(minimum) is also a local maximum (minimum).

Local maximum

Local maximumGlobal maximum

Global minimum

Figure 3.11: Local and global maximum of the objective function.

In this section we consider algorithms for solving the unconstrained
non-linear programming problem

min f(X), (3.74)

where X ∈ <N is the vector of decision variables and f : <N → < is the
objective function. We assume that the function f has at least a local min-
imum in its range of definition and is twice continuously differentiable,
even if in many techniques only one time continuous differentiability is
needed. According to a theorem of Fermat7, the optimal points of uncon-
strained problems are found at stationary points, where the first deriva-
tive or the gradient of the objective function is zero (first-order condition).

7Pierre de Fermat (1601 - 1665)
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More generally, they may be found at critical points, where the first deriva-
tive or gradient of the objective function is zero or is undefined, or on the
boundary of the choice set.

While the first derivative identifies the stationary points, the second
derivatives of the objective function are used to distinguish whether the
stationary point is a maximum, minimum or a saddle point (second-order
conditions). The matrix of second derivatives is called the Hessian matrix.
The algorithms discussed in this section generate a sequence Xn, starting
from X0, by the following iteration

Xn+1 = Xn + αndn, (3.75)

where dn ∈ <N is a search direction and αn ∈ < is a stepsize along
dn. Methods differ in the way the direction and the step-size are chosen.
We note that different choices of dn and αn yield different convergence
properties.

Roughly speaking, the search direction dn affects the local behaviour
of an algorithm and its rate of convergence, whereas the step-size αn has
an effect on the global convergence. Most methods determine αn by a
line search technique8 (for more details see [77, 65]). In this thesis we
will briefly describe the Gradient descent method, Newton’s method, the
quasi-Newton method, non-linear least squares methods and derivative free
methods.

3.6.1 Trust region method

The trust region method is an algorithm which essentially approximates
only a certain region (the so-called trust region) around the current search
point, where a quadratic model of the objective function for local mini-
mization is trusted to be correct and steps are chosen to stay within this

8In optimization, a line search technique is a method to find the minimum value of a
function in one dimension.
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region. The size of the region is modified during the search, based on how
well the model agrees with actual function evaluations. The evaluation
method is to observe the ratio of expected improvement from the quadratic
approximation with the actual improvement observed in the objective func-
tion. Simple thresholding of the ratio is used as the criteria for expansion
and contraction. Trust region methods are in some sense dual to line search
methods: trust region methods first choose a step size (the size of the trust
region) and then a step direction while line search methods first choose a
step direction and then a step size (see [65]).

3.6.2 Gradient descent method

Gradient descent or steepest descent is a first-order optimization algorithm.
To find a local minimum of a function using Gradient descent, we use the
first-order of Taylor series for f(X) around the point Xn:

f(Xn + δX) ≈ f(Xn) + gT
n δX, (3.76)

where

gn = ∇f(Xn) =

[
∂f

∂x1

, . . . ,
∂f

∂xN

]T

. (3.77)

f(Xn + δX)− f(Xn) ≤ 0 implies that gT
n δX ≤ 0, thus the gradient of the

function f(X) gives the direction of steepest increase. Thus a natural min-
imization algorithm is to go in the direction opposite the gradient a certain
amount. For any α ∈ R, the Gradient descent algorithm (for minimizing a
function f ) with learning rate α, chooses the following iteration:

Xn+1 = Xn − α∇f(Xn), n ≥ 0. (3.78)

The sequence (3.78) can converge to the desired local minimum. Note that
the value of the step size can change at every iteration [65, 77].
Although Gradient descent works in spaces of any number of dimensions,
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even in infinite-dimensional ones, it can take many iterations to converge
towards a local minimum, if the curvature in different directions is very
different. Moreover, finding the optimal α per step can be time-consuming.
Using a fixed α can yield poor results. Newton’s method is often a better
alternative.

3.6.3 Newton’s method

Newton’s method is a well-known algorithm for finding roots of equations
in one or more dimensions. It can also be used to find the stationary points
of a function, as such points are the roots of the derivative function. To
find the stationary points of (3.74), we expand f(X) by its Taylor series
around the point Xn:

f(Xn + δX) ≈ f(Xn) + gT
n δX +

1

2
δXT HnδX (3.79)

and the Hessian is the symmetric matrix

Hn = H(Xn) =




∂2f
∂x2

1
. . . ∂2f

∂x1∂xN

... . . .
∂2f

∂x1∂xN

∂2f
∂x2

N


 . (3.80)

For a minimum we require that ∇f(X) = 0. Again using Taylor series for
∇f(x), we obtain

gn + HnδX = 0 =⇒ δX = −H−1
n gn, (3.81)

from which we get the following iteration

Xn+1 = Xn −H−1
n gn (3.82)

yielding

f(Xn + δX) ≈ f(Xn)− 1

2
gT

n H−1
n gn. (3.83)
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From this expression it is clear that as long as gT
n H−1

n gn is positive, f(Xn)

is in a downhill direction. A fundamental theorem due to Jacobi shows that

gT
n H−1

n gn is described by the quadratic form
N∑

i=1

λix
2
i , where λi are the

eigenvalues of H−1
n and xi is the component of gn along the eigenvector

that corresponds to λi. Hence, if the eigenvalues of the Hessian at Xn are
all positive, then Xn is a local minimum.

Although Newton’s method converges fast towards a local maximum
or minimum, finding the inverse of the Hessian in high dimensions can be
an expensive operation [65, 67]. In such cases, there exist various quasi-
Newton methods, where an approximation for the Hessian (or its inverse)
is built up from changes in the gradient.

3.6.4 Quasi-Newton methods

If the problem size is large and the Hessian matrix is dense then it may be
infeasible or inconvenient to compute it directly. Quasi-Newton methods
avoid this problem by keeping a rolling estimate of H(x), updated at each
iteration using new gradient information.

The most common quasi-Newton algorithms are the DFP9, and the
BFGS10. The BFGS is generally regarded as the best performing method
[67, 65]:

Hn+1 = Hn +
qnq

T
n

qT
n sn

− HT
n sT

nsnHn

sT
nHnsn

, (3.84)

where

sn = xn+1 − xn, (3.85)

qn = gn+1 − gn, (3.86)

9for Davidon, 1959, and Fletcher and Powell, 1963
10for Broyden, 1969, Fletcher, 1970, Goldfarb, 1970, and Shanno, 1970



“Main”
2011/1/31
page 38

i

i

i

i

i

i

i

i

38 Mathematical modelling tools

H0 = I. (3.87)

The estimate Hn is used to form a local quadratic approximation as before.
In the Quasi-Newton method H itself is not computed anywhere in the
iterations but rather represented compactly by a few stored vectors (for a
proof see [65]). For f : R −→ R, BFGS with unit step size gives the
secant method:

xn+1 = xn − f ′(xn)

Hn

, Hn =
f ′(xn)− f ′(xn−1)

xn − xn−1

. (3.88)

3.6.5 Non-linear least squares

Non-linear least squares11 is the form of least squares analysis which is
used to fit a set of m observations with a model that is non-linear in n

unknown parameters (m > n). The basis of the method is to approximate
the model by a linear one and to optimize the parameters by successive
iterations. Let us consider a set of M experimental data points, and a
model function Z = Q(Y, X) where Z = (z1, z2, . . . , zM) depends on the
variable Y = (y1, y2, . . . , yM) and n parameters, X = (x1, x2, . . . , xN)

with M ≥ N . The aim is to find the vector of parameters such that the
curve fits best the given data in the least squares sense, that is, the sum of
squares

f(X) =
M∑
i=1

ri
2, (3.89)

is minimized, where the residuals (errors) ri are given by

ri = zi −Q(yi, X). (3.90)

In general, the above non-linear problem is very hard to solve exactly.
The Gauss-Newton algorithm is a method to solve it. It can be seen as

11The least squares solution is the overall solution that minimizes the sum of the squares
of the errors made in solving every single equation.
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a modification of Newton’s method for finding a minimum of a function.
Unlike Newton’s method, the Gauss-Newton algorithm can only be used
to minimize a sum of squared function values, but it has the advantage that
second derivatives, which can be challenging to compute, are not required.

Gauss-Newton method

The M ×N Jacobian of the vector of residuals r is defined as

J(X) =




∂r1

∂x1
. . . ∂r1

∂xN... . . .
∂rM

∂x1
. . . ∂rM

∂xN


 . (3.91)

The minimum value of (3.89) occurs when the gradient is zero. Since the
model contains N parameters, there are N gradient equations. Consider

∂

∂xk

∑
i

ri
2 =

∑
i

2ri
∂ri

∂xk

. (3.92)

Hence
∇f(X) = 2JT r. (3.93)

For the Hessian we require

∂2

∂xl∂xk

∑
i

ri
2 = 2

∂

∂xl

∑
i

ri
∂ri

∂xk

= 2
∑

i

∂ri

∂xk

∂ri

∂xl

+ 2
∑

i

ri
∂2ri

∂xk∂xl

. (3.94)

Hence

H(X) = 2JT J + 2
M∑
i

riRi. (3.95)

Note that the second-order term in the Hessian H(X) is multiplied by the
residuals ri and in most problems, the residuals will typically be small.
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Therefore, the second-order term is often ignored, giving the Gauss-Newton
approximation to the Hessian:

H(X) = 2JT J. (3.96)

Hence, explicit computation of the full Hessian can again be avoided. So
the iteration to find the minimum of f(x) in (3.89) is

Xn+1 = Xn − αnHn
−1gn, Hn(X) = 2JT

n Jn. (3.97)

Levenberg-Marquardt algorithm

The Levenberg-Marquardt algorithm (LMA) is a numerical technique to
solve the minimizing problem of a function, generally non-linear, over a
space of parameters of the function. These minimization problems arise
especially in least squares curve fitting.
The LMA interpolates between the Gauss-Newton algorithm (GNA) and
the method of Gradient descent. The LMA is more robust than the GNA,
which means that in many cases it finds a solution even if it starts very far
from the final minimum. On the other hand, for well-behaved functions
and reasonable starting parameters, the LMA tends to be a bit slower than
the GNA [50].

Like all non-linear optimization methods, LMA is iterative. Initiated
at the starting point X0, it produces a series of vectors X1, X2, . . . that
converge towards a local minimum for (3.89). Hence, at each iteration,
it is required to find the step δ that minimizes (3.89). It can be seen that
simple gradient descent and Gauss-Newton iteration are complementary
in the advantages they provide. Levenberg proposed an algorithm based
on this observation, whose update rule is a blend of the above mentioned
algorithms and is given as

Xn+1 = Xn − (H + λI)−1∇f(Xn), (3.98)
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where H is the Hessian matrix evaluated at Xn, λ is the damping parameter
and f is defined in (3.89). This update rule is used as follows. If the error
goes down following an update, it implies that our quadratic assumption
on f(X) is working and we reduce λ (usually by a factor of 10) to reduce
the influence of gradient descent. On the other hand, if the error goes up,
we would like to follow the gradient more and so λ is increased by the
same factor.

The above algorithm has the disadvantage that if the value of λ is large,
the calculated Hessian matrix is not used at all and then the algorithm be-
haves like

Xn+1 = Xn − 1

λ
∇f(Xn), (3.99)

which we recognize to be the Method of Gradient Descent, with α = 1
λ

in (3.78). Conversely, if λ → 0, then it should be clear that LMA per-
forms similarly to Newton’s method, cf. §3.6.3. Marquardt then derived
some advantage out of the second derivative. He replaced the identity ma-
trix in (3.98) with the diagonal of the Hessian resulting in the Levenberg-
Marquardt update rule:

Xn+1 = Xn − (H + λdiag[H])−1∇f(Xn). (3.100)

Since the Hessian is proportional to the curvature of f , (3.100) implies a
large step in the direction with low curvature (i.e., an almost flat terrain)
and a small step in the direction with high curvature (i.e, a steep incline).
It is to be noted that while LMA is in no way optimal but is just a heuristic,
it works extremely well in practice. The only flaw is its need for matrix
inversion as part of the update (for more details see [50]).

3.7 Derivative-free optimization
The standard mathematical characterization of a local minimum of differ-
entiable functions, requires that the first-order derivatives are zero. How-
ever, for some reasons there are many examples where (at least some)
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derivatives are unavailable or unreliable. Also, when the function evalua-
tions are expensive tasks, applying finite-difference derivative approxima-
tions is also infeasible. Thus a class of non-linear optimization techniques
called derivative-free optimization methods is needed. Note that the near-
optimal solution obtained by a derivative-free method is often less accurate
than that obtained by a derivative-based method, assuming derivative infor-
mation is available. But it is still efficient when the function evaluations
are noisy or expensive. One of the limitations of the derivative-free opti-
mization is that it converges rather slowly compared to those methods that
use approximations to the Hessian matrix (such as quasi-Newton meth-
ods). We will later refer to the Tables 4.4 and 4.5 and Figure 4.18 as an
example.

In this thesis we consider derivative-free methods that sample the ob-
jective function at a finite number of points at each iteration and decide
which actions to take next solely based on those function values and with-
out any explicit or implicit derivative approximation or model building. A
classical example of a derivative-free direct-search algorithm is the Nelder-
Mead method which is described in the following section.

3.7.1 The downhill simplex method

The downhill simplex method or Nelder-Mead method is a non-linear op-
timization technique, due to J. A. Nelder and R. Mead (1965) [60, 55, 17].
It minimizes an objective function in a multidimensional space. It approxi-
mately finds a locally optimal solution to a problem with N variables when
the objective function varies smoothly.

It uses the concept of a simplex, which is characterized by the N + 1

distinct vectors (its vertices) in the N -dimensional space. In the two-space,
a simplex is a triangle; in the three-space, it is a pyramid. At each step of
the search, a new point in or near the current simplex is generated by three
operations: reflection, expansion, and contraction. Figure 3.12 illustrates
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these operations in a three-dimensional variable space. Reflection involves
moving the worst point (vertex) of the simplex (where the value of the
objective function is the highest) to a point reflected through the straight
line connecting the gravity center of all points and the worst point. If this
point is better than the best point, then the method attempts to expand the
simplex along this line. This operation is called expansion. On the other
hand, if the new point is not much better than the previous point, then
the simplex is contracted along the same straight line mentioned above.
This procedure is called contraction. Moreover, if the new point is worse
than the previous points, the simplex is contracted along all dimensions
toward the best point and steps down the valley which is called shrink. By
repeating this series of operations, the method finds the optimal solution
(see Figure 3.12).

In all cases, the function value at the new point is compared with the
function’s values at the vertices of the simplex and, usually, one of the
vertices is replaced by the new point, giving a new simplex. This step
is repeated until the diameter of the simplex is less than the specified
tolerance. The downhill simplex method must be started not just with
a single point, but with N + 1 points, defining an initial simplex. If
only one initial point x1 is given, then the other N points are chosen by
xi = x1 + aiei−1, i = 2, . . . , N + 1 where ei are N unit vectors, and ai are
constants that characterize the length scale for each vector direction.

The downhill simplex algorithm

The algorithm generates a new test position by extrapolating the behaviour
of the objective function measured at each test point of the simplex. The
algorithm then chooses to replace one of these test points with the new test
point and so the technique progresses. xr, xe and xc are the new points gen-
erated by three operations, namely reflection, expansion, and contraction,
respectively. If the new point generated by neither of those operations is ef-
ficient, the simplex shrinks along all dimensions toward the best point. By
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repeating this series of operations, the method finds the optimal solution.

1. First order according to the values at the vertices:

f(x1) ≤ f(x2) ≤ · · · ≤ f(xN+1).

2. Compute a reflection: xr = xo + α(xo − xN+1).
xo is the center of gravity of all points except xN+1 and α > 0. If
f(x1) ≤ f(xr) < f(xN), then we compute a new simplex with xr

by rejecting xN+1. Go to step 1.

3. Expansion: If f(xr) < f(x1), then compute xe = xo+γ(xo−xN+1)

where γ > 0.
If f(xe) < f(xr) compute a new simplex with xe by rejecting xN+1

and go to step 1. Else, compute a new simplex with xr by rejecting
xN+1 and go to step 1.

4. Contraction: If f(xr) ≥ f(xN), let xc = xN+1 + ρ(xo − xN+1)

where 0 < ρ < 1.
If f(xc) ≤ f(xN+1), compute a new simplex with xc by rejecting
xN+1. Go to step 1. Else go to step 5.

5. Shrink step: Compute the n vertices evaluations:
xi = x1 + σ(xi − x1) for all i ∈ {2, . . . , N + 1} where 0 < σ < 1.
Go to step 1.

α, ρ, γ and σ are respectively the reflection, the expansion, the contraction
and the shrink coefficient. Standard value are α = 1, γ = 2, ρ = 1

2
and

σ = 1
2
. The initial simplex is also important, since a too small initial

simplex can lead to a local search, consequently the method can get more
easily stuck. So this simplex should depend on the nature of the problem.
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Figure 3.12: Four basic operations in the downhill simplex method. xr, xe and
xc are the new points generated by three operations, namely reflection, expansion, and
contraction, respectively.

3.8 Optimization algorithms in Matlab

Matlab has two toolboxes that contain optimization algorithms, Optimiza-
tion Toolbox and Global Optimization Toolbox. Optimization Toolbox
provides widely used algorithms for standard and large-scale optimization.
These algorithms solve constrained and unconstrained continuous and dis-
crete problems. The toolbox includes functions for linear programming,
quadratic programming, binary integer programming, non-linear optimiza-
tion, non-linear least squares, systems of non-linear equations, and multi-
objective optimization. Global Optimization Toolbox provides methods
that search for global solutions to problems that contain multiple maxima
or minima. It includes global search, multi-start, pattern search, genetic
algorithm, and simulated annealing solvers.

Here we consider two functions, fminunc and fminsearch for solving
unconstrained non-linear optimization programs and the function lsqnonlin
for least squares. All are available in the Optimization Toolbox. Function
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fminunc is based on a gradient-based algorithm with two modes, large-
scale and medium-scale. Large-scale mode is a subspace trust-region12

method, cf. §3.6.1. It can take a user-supplied Hessian or approximate it
using finite differences (Newton’s method). Medium-scale mode is a cubic
line-search method. It uses quasi-Newton updates of the Hessian. In Chap-
ter 4, we will use both the Newton and the quasi-Newton algorithms for our
unconstrained non-linear program. Function fminsearch uses a derivative-
free method based on Nelder-Mead simplex which we described above in
detail. This is the method used for most optimizations discussed in this
thesis. The last function is lsqnonlin which uses one of the following three
methods:
• trust-region-reflective method,
By default, lsqnonlin chooses the trust-region-reflective algorithm. This
algorithm is a subspace trust-region method and is based on the interior-
reflective Newton method described in [15, 16]. Each iteration involves
the approximate solution of a large linear system using the method of pre-
conditioned conjugate gradients (PCG).

12The term, ”trust-region” was first coined by Celis, Dennis and Tapia at Rice Univer-
sity.
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Chapter 4

Model-based analysis of cell
divisions in Arabidopsis leaf

This chapter introduces an investigative study that I conducted as part of my doc-

toral research. The overall aim of this study was to investigate the precise nature

of the interaction between cell division and cell expansion during leaf develop-

ment. The growth of plant organs results from these two processes that act at

the cellular level, but the interaction between these process is still largely un-

known because of the experimental challenge to disentangle them. The abaxial

epidermal layer of the first Arabidopsis thaliana leaf pair consists of two ma-

jor cell types, puzzle-shaped pavement cells and guard cells. Following a kine-

matic analysis of leaf growth, we determined cell area distributions for both cell

types during complete leaf development. To dissect the rules by which different

cell types divide and expand, the experimental data were fit into a mathematical

model, describing all possible changes a cell can undergo from one day to the

next. This work has been part of a team-work, and the word ”we” refer to the

team members of this study including S. Dhondt, V. Boudolf, G.T.S. Beemster,

T. Beeckman, D. Inzé, W. Govaerts and L. De Veylder. The author as a member

of the team was responsible for the parts of modelling, simulations, optimization,

data analysis and all mathematical issues related to this study.



“Main”
2011/1/31
page 48

i

i

i

i

i

i

i

i

48 Model-based analysis of cell divisions in Arabidopsis leaf

4.1 Introduction

In most plant species the above-ground plant body is dominated by the
leaves. These organs are specialized for photosynthesis, a process that
converts carbon dioxide into organic components, using the energy from
sunlight. This makes leaves the site for energy production in the plant and
the engine for growth. To maximize its light capturing capacity a leaf is
typically flat and thin. This characteristic shape is established during the
process of leaf development. Leaves first arise on the shoot apical meris-
tem at sites of auxin accumulation [7]. At this position, a number of cells
start to bulge out from the meristem and eventually, will form the basis of
the leaf primordium when cell division proceeds [64, 70]. Dorsiventrality
(Flattened and having distinct upper and lower surfaces) is specified early
in primordium development1 and defines the adaxial and abaxial side of the
leaf [12]. Divisions at the margin of the primordium drive leaf blade in-
ception. Further expansion of the leaf blade is controlled by a strong pref-
erence for anticlinal divisions, leading to the primarily lateral outgrowth of
different tissue layers of which the epidermis is the main layer driving leaf
growth [24, 73].

During further leaf development in the model species Arabidopsis thaliana2

(Figure 3) and other dicotyledonous species a cell proliferation phase, in
which cells are actively dividing, is followed by a cell expansion phase
where cells differentiate and expand. After expansion, cells mature and
final leaf size is reached [5]. At the transition from proliferation to ex-
pansion phase cell division ceases along a longitudinal gradient from leaf
tip to base [24]. In the epidermis, the onset of differentiation coincides
with the formation of stomata [21]. A stoma comprises two guard cells

1A primordium (pl. primordia) is defined as an organ or tissue in its earliest recog-
nizable stage of development. Primordial development in plants is critical to the proper
positioning and development of plant organs. Different primordial types like the leaf and
flower primordia arise from the shoot lateral meristem.

2Arabidopsis is a genus of small flowering plants and thaliana is one of the species.
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that control the aperture of the stomatal pore between them. Stomata are
epidermal valves that optimize water evaporation with the gas exchange
needed for photosynthesis (Figure 4.1). Starting from a precursor meris-
temoid cell a series of subsequent asymmetric divisions produce a number
of guard mother cells and daughter cells. The latter undergo cell fate spec-
ifications identical to the majority of cells produced during proliferation
phase resulting in puzzle shaped pavement cells which start expanding and
become the largest and most numerical epidermal cells. The two guard
cells forming the stoma originate from a symmetric division of the guard
mother cell, ending the stomatal lineage. Estimations suggest that most of
the epidermal cells are generated by the stomatal lineage, making guard
cells after the pavement cells the second most prominent cell type in the
epidermis of mature leaves [31, 48].

Figure 4.1: Stomata and pavement cells.

The final leaf size is determined by the total number of cells and the
average cell size which are the result of cell division and cell expansion
during leaf development, respectively. Kinematic analysis of leaf growth
provides a powerful and rigorous framework to study the dynamics of these
processes [28]. Knowledge on cell cycle duration, cell expansion and the
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interaction of both on the level of individual cells is poorly understood, due
to the fact that this is not easily experimentally determined and because in-
hibition of one often leads to the phenomenon of compensation whereby
the other increases [81]. The data used in this thesis were obtained by
Stijn Dhondt, Lieven De Veylder and Véronique Boudolf3. Stijn Dhondt
measured individual cell sizes of pavement cells and guard cells separately
throughout leaf development. Incorporation of these data in a mathemati-
cal model allowed the estimation of division and expansion parameters of
pavement and guard cell populations within the growing leaf, allowing us
to gain a better and more detailed insight in the processes that define leaf
growth. Imaging of epidermal cells resulted into a good correlation be-
tween predicted and experimental cell growth data, supporting the model.

In fact, for both cell types, pavement and guard cells, we determine
separately cell numbers and individual cell areas during development. To
dissect the rules by which different cell types divide and expand, the exper-
imental data were fit into the mathematical model that describes all pos-
sible changes a cell can undergo from one day to the next. The model
allowed us to calculate the probabilities for a cell to become a guard or
pavement cell, the maximum size at which it can divide, and its cell di-
vision and cell expansion rate at each point during the leaf development.
Surprisingly, the cell cycle duration was found to be constant on the aver-
age throughout leaf development, whereas no evidence for a maximum cell
size threshold for cell division of pavement cells was found. Furthermore,
the model demonstrates that within the epidermis, neighbouring cells of
different sizes expand at distinctly different rates, which might explain the
complex shape of pavement cells.

3PSB/VIB - Ghent University
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4.2 Results

4.2.1 Kinematic analysis of leaf growth

Recent developments in microscope and imaging technology suggest that
cell tracking is the most suitable way to disentangle cell division and ex-
pansion in plants. This method allows to follow cells during 3–4 days
and has been successfully applied to the root, the SAM and sepals [13-
16]. However, to cover entire leaf development a much longer time frame
is needed. Furthermore, such imaging techniques only cover very local
changes, and thus do not report global growth characteristics. Therefore,
a general kinematic analysis of leaf growth in Arabidopsis thaliana was
used as a starting point for this research. In this approach, the first de-
veloping leaf pair (leaves 1 and 2) are harvested on a daily basis from 5
to 25 days after sowing (DAS). We used leaves 1 and 2 because they are
nearly indistinguishable and probably are best synchronized among repli-
cate plants. Microscopic drawings of abaxial epidermal cells are made
at positions 25% and 75% of the distance from the base to the tip of the
leaf (Figure 4.2), giving a precise estimate of the leaf average cell area.
The average of the cell areas at these two positions is combined with the
measured total leaf area to estimate the total cell number per leaf. When
analyzed on a daily basis, this allows for the calculation of cell division
and cell expansion rates.

Plotting of the leaf size evolution on a logarithmic scale revealed a
linear increase until day 11, indicating exponential growth (Figure 4.4A).
From day 12 onward, the leaf expansion rate decreased and the mature leaf
size was reached approximately at 20 DAS. A similar evolution could be
observed for the total cell number (Figure 4.4B), with cell division rates
being high until day 10 (Figure 4.4C). Cell sizes remained relatively con-
stant until day 10 (approximately 100µm2), indicating that cell division
and expansion rates were balanced in the young leaf (Figure 4.4D). From
day 10 onward, the average cell size increased to approximately 10-fold
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Figure 4.2: Measurements of the number of abaxial epidermal cells at two distinct
positions, namely midway from the midvein and the leaf margin and at 25% and
75% of the distance from the base to the tip of the leaf, respectively.

by day 20, as the result from cell expansion in the absence of cell divi-
sion (Figure 4.4D). Coinciding with the decrease in cell division rate, the
stomatal index (fraction of guard cells among all cells) increased linearly,
marking the leaf differentiation (Figure 4.4E). The relative leaf expansion
rates were the highest during the high division rate period (Figure 4.4F).
When considering pavement and stomatal cells separately, the total num-
bers of pavement cells increased gradually from day 5 to day 14 while the
number of guard cells continued to increase until day 17, (Figure 4.7), indi-
cating that the divisions giving rise to guard cells continued approximately
3 days longer than those to pavement cells.

4.2.2 Cell size distributions

Although the kinematic data give a characterization of the general growth
processes during leaf development, the data consider leaves as homoge-
nous cell populations, which is a simplification, because the epidermis
consists of multiple cell types, each with distinct size characteristics at
different time points during development. Furthermore, pavement cells
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Figure 4.3: Abaxial Arabidopsis leaf epidermis during development. (A) Prolifer-
ating phase at 8 days after sowing (DAS). (B) Expansion phase at 14 DAS. (C) Mature
abaxial epidermis at 20 DAS. ∗ guard cell; ¥ puzzle-shaped pavement cell. Bar = 50 µm.
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Figure 4.4: Kinematic data for the first true leaf pair of young Arabidopsis seedlings
throughout their development. (A) Leaf area. (B) Total cell number. (C) cell division
rate (CDR).(D) Mean cell area. (E) Stomatal index (SI). (F) Relative leaf elongation rate
(RLER).

and guard cells are interdependent, because pavement cells are formed to-
gether with stomata[31]. Additionally, the size of pavement cells ranges
from 50 up to 20,000µm2, illustrating the heterogeneity of the population.
To obtain a better insight into the cell area distribution during leaf devel-
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opment, Stijn Dhondt and others4 developed an image analysis algorithm
that measures individual cell sizes from the microscopic drawings used in
the kinematic analysis, cf. §4.5.

According to the experimental data, 97% of the pavement cells of 5-
day-old leaves were smaller than 100µm2, whereas at day 8, only 62% of
the cells had a size below this threshold, indicating that pavement cell sizes
increase already during the cell proliferation phase. Early in the expan-
sion phase, at 10 DAS, the maximum cell size detected was approximately
1600µm2 and 95% of the pavement cells were smaller than 500µm2. From
day 11 onward, the pavement cell area distribution broadened and the pave-
ment cell population was distributed over a large range of cell sizes (Fig-
ure 4.5A). Guard cell sizes ranged from 25 to 150µm2, with a mean area
of approximately 75µm2. During leaf development, cell sizes increased,
reaching a maximum size of approximately 300µm2 and an average area
of 150µm2 at 25 DAS (Figure 4.5B).

To obtain quantitative information about the changes in cell size dis-
tributions during leaf development, we extrapolated the frequency distri-
bution of the cell areas for the whole leaf on a given day i for pavement
and guard cells, separately (for details, see Materials and Methods). This
absolute representation of the data showed that from day 5 to 12, most
pavement cells were very small (less than 300µm2) and that the frequency
of these small cells increased significantly from day 6 to day 9 (Figure
4.5C), corresponding to the high cell division rate during these days. From
day 9 until day 12, the peak of the distribution curves was less pronounced
and was accompanied by a higher proportion of larger cells. The num-
ber of large cells also increased until day 17, after which the distribution
of pavement cells remained relatively stable. The guard cell distribution
was different. The graph had a symmetrical bell shape with a peak at the
mean, revealing a roughly normal size distribution of guard cell sizes (Fig-
ure 4.5D). Prior to day 9, the number of guard cells was low, but afterwards

4PSB/VIB - Ghent University
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increased significantly until day 17, indicating that most divisions of guard
mother cells, leading to the formation of stomata, occurred relatively late
during epidermal development. After day 17, the complete guard cell size
distribution continued to shift to the right, hinting that cell divisions had
ceased and cells just grew.

4.2.3 Mathematical model for leaf development

A general mathematical model was built to quantitatively study the crucial
parameters for cell division and cell expansion during leaf development,
cf.§4.5. The model takes only the pavement and guard cells into account,
because in our experimental system it is impossible to distinguish pave-
ment precursor cells from stomatal precursor cells. The model is based
on the changes in size distribution of pavement and guard cells between
successive days in function of cell expansion and on the changes in cell
identity with each division event.

Therefore, in the model, all possible transitions were considered that
a cell can undergo from one day to the next: a precursor cell might either
expand and divide into two pavement cells or two guard cells, or expand
in the absence of division, whereas guard cells do not divide, but can ex-
pand. The model included a maximum guard cell size (MGC). As the
final division in the stomatal lineage is symmetric, pavement cells larger
than twice this size (2MGC), cannot divide into two guard cells. Finally,
a hypothetical threshold above which pavement cells can no longer divide
(TPC) was introduced into the model. Apart from these, specific parame-
ters used in the model were the cell cycle duration time (Tc), cell growth
rates for pavement (gPC) and guard cells (gGC), and the probabilities p1

and p2 for a precursor cell to divide into pavement or guard cells, respec-
tively. p3 (equal to 1− p1− p2) represented the probability for a pavement
cell not to be in division process. TPC , Tc, gPC , gGC , p1 and p2 are allowed
to vary from day to day while MGC , as a maximum size, is kept the same
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Figure 4.5: Cell size distributions during leaf development. (A and B) Relative size
distribution of cells in the abaxial epidermis of leaf 1 and 2, represented in a contour plot.
Color ranges indicate the fraction of the total number of cells present within a specific
size bin. The vertical axis shows bins of cell areas (bin size is 400µm2 for pavement
cells and 25µm2 for guard cells). Labels on the vertical axis mark the beginning of each
bin. Red indicates a high percentage of cells and blue indicates a low percentage of cells.
The colors in the ranges between two consecutive bins are obtained by interpolation. (A)
Relative size distribution for pavement cells. (B) Relative size distribution for guard cell.
(C and D) Distribution of the number of pavement (C) and guard (D) cells per leaf during
its development. Until day 10, the peak of small pavement cells increases, indicating a
high cell division rate (High division). After day 17, the peak decreases and the curves
become wider, indicating that most cells enter into the expansion phase (Less division).

throughout development. Subsequently, we identified the different devel-
opmental categories for pavement cells at any given day (Figure 4.6A).
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The first category contained cells with an area below TPC and 2MGC that
could either divide into pavement or guard cells or stop dividing, contribut-
ing to fractions p1 and p2. The second category grouped those cells with
an area below TPC and above 2MGC that could no longer become guard
cells, because this would exceed the maximum threshold size. Therefore, a
fraction p1 of the cells in this category divided into pavement cells and the
remainder expanded without division. The third category contained those
cells with an area above TPC that did not divide.

A precursor cell with an area a∗ at day i, can transform into a cell with
area a at day i + 1 through several scenarios, called flows. These flows
are defined by the types of cells at day i and i + 1, and by the number of
divisions in between. The number of divisions depends critically on Tc, in
particular on the question whether Tc < 24h or Tc ≥ 24h. The average cell
cycle duration could be estimated in a fully proliferating tissue, represented
by days 5 to 8 in our analysis, and was calculated to be approximately
25.6 ± 5.4h (see §4.5.3 and Table 4.3). Similarly, previously, the average
cell cycle duration for a fully proliferating tissue was calculated to be 20.7h

[21]. Thus, we could safely assume that (on average) Tc ≥ 18h, implying
that each pavement cell can undergo at most two divisions in one day. The
a priori assumption that Tc ≥ 18h simplifies our modelling but Tc will be
obtained more accurately as a result of our computations. As explained in
detail below, eight possible flows (F1 to F8) for pavement cells and one
flow (F9) related to the guard cells were defined (Figure 4.6B). Flow F1

was connected to the pavement cells that did not divide in 1 day, but only
expanded. For dividing cells, possibilities differed based on whether the
cell cycle duration time was shorter or longer than 24h. For flows F2, F3,
and F6, Tc was less than 24 h and pavement cells divided within 1 day
either once (F2) or twice (F3) into pavement cells or guard cells (F6). In
flow F3, for simplicity, we assumed that the newborn pavement cells are
also in the process of dividing into pavement cells. Because Tc ≥ 18h,
not many cells take part in this flow and therefore the number of missed
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Figure 4.6: Different scenarios of division and expansion of a pavement and a guard
cell in 1 day. (A) Categories of pavement cells. In category 1, pavement cells have an area
smaller than 2MGC and TPC . For these cells, there are three possibilities: a fraction (p1)
divides into two new pavement cells, another fraction (p2) divides into two new guard
cells, and the remainder (1 − p1 − p2) grows, but does not divide. In category 2, the
area of pavement cells is between 2MGC and TPC ; a fraction (p1) divides into pavement
cells and the remainder (1− p1) remains as pavement cells. In category 3, the cells with
area larger than TPC , can only expand. (B) Global scheme of the flows for pavement and
guard cells in 1 day. The flows are defined based on the fates of the cells and the duration
of the cell cycle. PC and GC are pavement and guard cells, respectively.

events must be small. When Tc > 24h, pavement cells could divide at most
once in 1 day. In flow F4, pavement cells divided once, while in flow F5,
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they were in the process of dividing, but did not complete their division
process within the first day. Flow F7 was related to the pavement cells
that divided into guard cells, and flow F8 to those that were in the process
of dividing into guard cells, but did not complete division in the first day.
Finally, flow F9 represented guard cells that only expanded. With these
flows, we constructed a function for the transitions between the predicted
size distributions of pavement and guard cells from one day to the next.
This function was then used to optimize the values for the parameters to
best fit the experimental data.

We emphasise that in our model we allow the nature of a cell to change
from day to day. A cell which has the potential to divide on a given day
(being in the fraction p1) could well no longer have that potential on the
next day, e.g. because it has entered the endocycle. If it is still in the
process of dividing, the cell cycle duration could have changed because of
the molecular interactions in the cell (which we do not model). Therefore
we cannot take the information from the previous day into account. In
fact, modelling individual cells and following them over time would be
great but we know that this is experimentally hardly feasible, so it would
not be possible to compare predictions with experiments.

4.2.4 Parameter estimation

To optimize the parameter values, it is useful to consider two phases in the
development of the leaf: one that represents day 5 to 17, when cell divi-
sions in the leaf occur at a regular basis, implying that both cell division
and expansion might happen simultaneously for some cells, and one from
day 18 to 25, when the final cell numbers are reached and all cells stop
dividing (Figure 4.7). Absence of cell division in the second stage of de-
velopment reduces the number of parameters because both probabilities p1

and p2 are 0. The maximum threshold for cell division of pavement cells,
TPC is also irrelevant and could be eliminated. Therefore, gPC , gGC , and
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MGC were the only parameters that affected the model in the second phase
and had to be estimated.
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Figure 4.7: Experimental and smoothed total number of pavement and guard cells
during leaf development. The total number of pavement cells increases until day 14;
afterward, it becomes constant. To smooth the data, a Hill function was used to fit the
data until day 14. For subsequent days, data were replaced by the average number of
pavement cells between day 15 and day 25. The total number of guard cells increased
until day 17, indicating that after day 14, still some pavement cells divided into guard
cells. A Hill function was used to smooth the data until day 17. Afterwards, the data were
replaced by the average number of guard cells between day 18 and day 25. PC and GC,
mark pavement cells and guard cells, respectively.

In the first phase of development, some a priori restrictions to the
model were imposed to reduce the range in which parameters needed to
be optimized. As no cells can divide into guard cells and pavement cells
simultaneously, we require p1 + p2 ≤ 1. Division of all cells is supported
by the uniform expression of cell cycle marker genes in the young leaf
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[26]. Accordingly, in Table 4.3 that lists the number of cells during early
leaf development, an approximately doubling of cells can be observed ev-
ery 24h, strongly indicating that nearly all cells divide thus, p1 + p2 = 1 at
days 5, 6, and 7. Lastly, based on the size increase of guard cells over time
(Figure 4.5B), the maximum threshold for precursor cells to divide into
guard cells (MGC) computed in the second phase, could also be applied to
the first phase. With the model and the experimental distributions of the
pavement and guard cells on a given day, we predicted the distributions
for the next day. Although a best fit for the distribution of the guard cells
at the earliest time points was difficult to find, because of the low num-
ber of guard cells at the early stage of leaf development, experimental and
computed data fitted well from 9 DAS onward (Figure 4.8 and Figure 4.9).
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Figure 4.8: Comparison between experimental and model-predicted cell size distri-
butions of pavement cells. A number of representative days are shown. In all graphs the
correlation coefficient is nearly one.
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Figure 4.9: Comparison between experimental and model-predicted cell size dis-
tributions of guard cells. A number of representative days are shown. In all graphs the
correlation coefficient is nearly one.

4.2.5 Constancy of the average cell cycle duration

Cell division rates measure how fast a cell progresses through the cell cy-
cle. In the kinematic growth analysis, the cell division rate decreased pro-
gressively (Figure 4.4C). However, because the division rate was calcu-
lated based on the total number of cells in the leaf, the observed decrease
might be due to a reduction in the proliferating fraction, an increase in the
average cell cycle length, or a combination of both. To understand how the
division rate is controlled at the cellular level, it is essential to quantify the
fraction of cells dividing into pavement (p1) and guard (p2) cells.

As computed by the model, p1 decreased gradually during leaf devel-
opment and p2 went up when p1 went down (Figure 4.10A), indicating a
shift from basal proliferation to cell division in the stomatal lineage. The
probability p2 had the largest values between days 10 to 14, meaning that
most stomata were produced during these days. After day 14, both prob-
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abilities dropped and decreased to 0, representing the exit of cell division
during leaf development as indicated by an increase in probability p3, in
which more than 80% of the cells did not divide after day 16.

Because the model allowed us to split the total number of cells in a
proliferative and an expanding population at the different stages of leaf
development, a slow-down in the cell division rate and a reduction in the
proliferative fraction could be discriminated. Cell cycle duration, which is
a parameter in the mathematical model (Tc), could be derived from the cell
division rate and was optimized for each day during leaf development. As
discussed above, the impact of Tc in the model ended after day 18, when
cell division stopped completely. Moreover, between days 16 and 18, the
optimization results fluctuated a lot (Figure 4.11), implying that the pro-
liferative fraction was too small to obtain relevant results. By contrast, for
earlier time points, a stable output value was obtained. Remarkably, when
different days were compared, the obtained Tc value was nearly constant
(Figure 4.10B), indicating that the reduced cell division rate observed over
the complete leaf during development was seemingly not caused by an in-
crease in cell cycle duration, but solely by a decrease in the proliferative
fraction within the leaf. We note that the cell cycle duration itself could
differ from cell to cell, but in global perspective the average cell cycle du-
ration was constant.

4.2.6 Growth rates of epidermal cells

The huge difference in maximum cell sizes found for pavement and guard
cells suggests that both cell types might expand at distinct rates. There-
fore, we used different average growth rates (per h) for pavement and guard
cells. Note that in the model the two leaf growth-driving processes, cell di-
vision and cell expansion, were considered independently and that growth
rates did only apply to expanding cells, but also to cell expansion during
proliferation. In addition, the growth rates defined in the model allowed us
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Figure 4.10: Predicted optimized parameters of the model and experimental vali-
dation. (A) Parameters of division. (B) Average cell cycle duration. (C) Average growth
rates. g′PC is the experimentally observed average growth rate of small pavement cells
from days 18 to 25. (D) Experimental mean area. (E-G) Live imaging of epidermal cell
growth in leaves. (E) Relative growth rate (RGR) measurements of pavement and guard
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in E. (G) Epidermal cell pictures with 24 h interval highlighting stomata marked in E.
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Figure 4.11: Result of 100 optimizations for the cell cycle duration. An optimization
program for 100 different initial guesses for the parameters was implemented. The results
were very similar until day 16. After day 16, the results for Tc became erratic because of
too few dividing cells.

to calculate cell expansion rates for the different cell types studied (pave-
ment cells and guard cells) in a mixed population and to compare them.

The model indicated that pavement cells had apparently a high and in-
creasing growth rate from day 5 to day 13 (Figure 4.10C). From day 13
onward, the growth rate declined steeply, suggesting that pavement cells
grew faster in the young proliferating leaf than in the older expanding leaf.
Eventually, the growth rate reached a minimum value. These data are con-
sistent with experimental data for the average cell area of pavement cells,
because the mean area of pavement cells in the young leaves increased
from 86µm2 to nearly 1500µm2 between days 7 and 16, but not signifi-
cantly later on (Figure 4.10D). Because after day 18 pavement cells did
not divide, the experimental size distribution graphs allowed to calculate
the growth rate of small pavement cells (< 300µm2) by measuring the
shift in the distribution peak. The average growth rate for small cells ob-
tained by the above experiment is (0.009/h) whereas the average growth
rate from day 18 until day 25 calculated by the model is (0.0009/h) (Figure
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4.10C). Therefore, by this analysis we found that during the last days of
leaf development, small pavement cells grew 10-fold faster than the aver-
age population. Similar to the pavement cells, guard cells displayed higher
growth rates in the young leaf compared to the old leaf. Initially the growth
rate of pavement cells was higher than that of guard cells, but from day 18
onward, it was higher in stomata than in pavement cells, which means that
guard cells stopped growing later than pavement cells (Figure 4.10C).

To confirm this cell growth data coming from the cell size distributions
and predicted by the model, Stijn from PSB/VIB performed live imaging of
epidermal cells in the leaf independently of the model. Confocal imaging
allowed us to measure relative growth rates (RGR) of individual pavement
and guard cells over a period of 36h. Cell tracking experiments on leaves at
17 DAS (it is the first day after which the majority of the cell stopped divid-
ing.) confirmed that pavement cells smaller than 300µm2 grow faster than
larger ones (p-value = 3.65e− 5, Student t-test) (Figure 4.10E,F and Table
4.1). The average RGR of small pavement cells decreased rapidly from
about 0.015 to 0.005 when they reached a size of 300µm2. Afterwards, a
relative constant RGR is maintained. Interestingly, we could also observe
that small guard cells (< 100µm2) grow faster than larger ones (p-value
= 0.0017, Student t-test) (Figure 4.10E,G and Table 4.1). The guard cells
do not have a biphasic growth pattern as was the case for pavement cells,
but show a steady decrease in RGR with cell size. Strikingly, the average
growth rate of pavement cells found by live imaging (0.0065/h) is close to
those proposed by the model at the transition of day 17 to 18 (0.0061/h ),
independently confirming the model predictions (Figure 4.10C).

4.2.7 Non-existence of a size threshold for division

One of the parameters included in the model was the maximum guard cell
size MGC , which was designated a maximum threshold because pavement
cells must have an area smaller than 2MGC as a necessary condition for
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Table 4.1: The area of color-coded cells in Figure 4.10. Pc and GC, pavement and
guard cells.

time 0h 24h 36h Relative growth rate
Small GC 1127 1919 - 1.70
Large GC 1872 1967 - 1.05
Small PC 306 - 453 1.48
Large PC 17486 - 19852 1.14

division into guard cells. As discussed above, the threshold for guard cells
was calculated easily in the second stage of development (from days 18
to 25) when no cell divided. When we assumed that the threshold was
constant, the parameter optimization procedure provided a value equal to
354µm2 for MGC , which was only a little above the maximum guard cell
size (MGC) of 300µm2 found in the experimental data, illustrating the ac-
curacy of the optimization methods. The value of MGC indicated that the
pavement cells with area larger than approximately 700µm2 had no ability
to divide into guard cells.

In contrast to the robust value obtained for MGC in nearly all simula-
tions, the optimized parameter value for the threshold for pavement cells
above which no divisions into pavement cells occur (TPC), yielded erratic
values. In cases with an optimum solution, a strong deviation between
the experimental cell size distribution (used to build the model) and com-
puted cell size distribution profiles was observed (Figure 4.12A,B) which
indicates that the found optimum is a spurious one. To strengthen this
observation, simulations were done with values for TPC = 300, 500, 1000,
and 10,000µm2 at day 11 to 12, when the leaf consists of both dividing and
expanding cells. Consistent with the results of the behaviour of the model
with fitted TPC , small fixed values of TPC resulted in a sharp deviation
from the experimental data (Figure 4.12C). As the TPC value increased,
the discrepancy between the experimental and computed data gradually
disappeared, which might be explained by the fact that most cells were
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smaller than the threshold and, thus, the TPC value became less relevant.
These observations demonstrate that the imposition of a threshold value
for cell division in pavement cells is not compatible with the assumptions
underlying the model. The non-existence of a threshold for pavement cell
indicates that the mere size of a cell does not exclude it from dividing, i.e.
size alone does not prevent division.
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4.3 Discussion

Leaf development of Arabidopsis is driven by two main processes, cell
division and cell expansion [34]. As both processes are intimately inter-
twined, their individual contribution to leaf growth is not easily studied
experimentally. Moreover, the leaf epidermis in its simplest form consists
at least of two different cell types, the pavement cells and stomatal guard
cells, each with specific growth characteristics. We developed a mathemat-
ical model based on the fates of the two main different epidermal cells to fit
experimentally determined cell size distributions during the development
of the epidermis of a young dividing leaf into an adult organ. This model
allowed us to disentangle cell division and cell expansion parameters for
the individual cell types.

4.3.1 Differential cell expansion within the leaf epidermis

Individual cell size measurements yielded cell area distributions during
leaf development. When comparing the growth rate of guard cells and
pavement cells, our data show that the growth of these two cell types fol-
lows distinctly different dynamics (Figure 4.5A,B and Figure 4.10). The
guard cells initially grow slower but continue to grow longer, whereas the
larger pavement cells initially grow faster, but their growth stops around
day 16. Differential growth rates between adjacent cells is surprising and
have to our knowledge not been investigated in leaves.

In the root, this problem was studied by measuring cell sizes of differ-
ent cell types [4]. Root growth is linear and its cell growth is symplastic,
meaning that neighbouring cells grow uniformly, so that adjacent walls do
not alter positions relative to each other. As a consequence, at a given
distance from the tip, by definition all cells have the same relative elonga-
tion rate [33]. This constraint implies that differences in mature cell sizes
between tissues reflect differences in cell proliferation [4]. In compari-
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son, leaf growth is much more complex. As a leaf is a flat, exponentially
growing structure with small and large cells dispersed over the epidermal
surface, several parameters have to be taken into account in the equations
representing leaf growth.

To validate the predictions of differential growth rates between cells
we performed time lapse cell tracking experiments on 17 day old leaves.
The results clearly indicate that small pavement and guard cells at the end
of the cell expansion phase grow faster than larger cells of their represen-
tative cell type (Figure 4.10E,F-,G). Furthermore, modelling results indi-
cated that pavement cell growth rate is strongly regulated during develop-
ment, peaking during the early leaf expansion phase, followed by a rapid
reduction until shut down at maturity (Figure 4.10C). these data indicate
that cells exiting the division status grow faster than those being in full
expansion phase. Taken together, these data reveal substantial cell growth
differences within the epidermal layer. Because guard cells, and small and
large pavement cells are dispersed throughout the leaf due to the pattern-
ing in the stomatal lineage (Figure 4.10F), our data suggests that adjacent
guard and pavement cells of different sizes expand at different relative rates
within the developing epidermis. Differential expansion of tissue layers in
cylindrical organs, such as stems and roots, results in tissue tension, often
motioning plants, as in the case of shoot phototropism and root gravitropic
curvature [53, 80]. Epinasty of the leaves is also explained by differential
growth of the abaxial and adaxial sides [40]. Within one single tissue layer
of a flat tissue structure, such as the abaxial leaf epidermis, it is more diffi-
cult to translate tension into motion in order to release pressure. Breaking
up symplastic growth in the root by uncoordinated differences in cell ex-
pansion between tissue layers cause cells to rupture and distortion of root
growth [84, 88]. However in the leaf no cell ruptures are detected within
the epidermis.

Possibly, the formation of lobes in the rigid cell wall of epidermal pave-
ment cells represents a way to cope with the tissue tension. Remarkably,
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the characterisitc jigjaw puzzle shape of pavement cells is established at
the proliferation-to-expansion transition. At this time, the homogenously
proliferating epidermis changes toward a tissue that contains guard cells
and dividing and expanding pavement cells. Thus, the appearance of the
puzzle shape fits with the moment at which differential cell expansion
rates would first appear. Furthermore, it was shown that the emergence
of lobes leading to the puzzle shape is preceded by the reorganization of
cortical microtubules [45, 62], and that application of external mechanical
stress to a tissue results in realignment of microtubules parallel to maxi-
mal stress directions [35]. These observations suggest that tissue tension
within the epidermis layer could realign cortical microtubules, triggering
puzzle-shape formation.

Interestingly, at maturity, the guard cells in Arabidopsis leaves are ele-
vated above the surrounding pavement cells. Faster relative growth of the
guard cells and surrounding smaller pavement cells compared to the larger
pavement cells, which make up the bulk of the tissue area, could explain
the development of this elevation.

4.3.2 Control of cell cycle duration

In the root, divisions in the meristematic zone ensure the constant cell pro-
duction and indeterminate growth of the root. While cells mature, they are
displaced from the root tip and enter the elongation zone [6]. Thus, in the
root, the developmental stages are separated in space. Furthermore, in the
root meristem, practically all cells divide actively [5, 8], implying that the
cell division rate calculated for the meristem is a good overall average. In
contrast, in leaves, the developmental stages are separated in time. More-
over, at the proliferation to expansion phase transition, the cell cycle arrest
front that follows a longitudinal gradient [24] is accompanied by the dif-
ferentiation of the first stomata [21], whereas cells at earlier stages in the
stomatal lineage [39], dispersed through the leaf, keep on proliferating for
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multiple days. Because of these constrains, the average cell division rate
calculated on the basis of an increase in total cell number can only be mea-
sured experimentally during the early developmental stages, when all cells
participate in division.

Our mathematical model yielded probabilities for a cell to divide into
two pavement cells, into two guard cells, or to exit the mitotic cycle (Fig-
ure 4.10A), allowing the calculation of the proliferative fraction and the
corresponding average cell cycle duration throughout complete leaf devel-
opment (Figure 4.10B). Surprisingly, although cell cycle length can vary
significantly between adjacent cells within the the shoot apical meristem
(SAM)5 and petals [69, 72], we found that the average cell cycle duration
over the complete leaf epidermis remained constant during development.
This observation is analogous to the situation in roots, where average cell
cycle duration is considered to be constant between cell types and between
different positions in the meristem [3, 34].

Moreover, the average cell cycle duration of approximately 20 h found
for the leaf (Figure 4.10B) is comparable to that for the root [34]. These
data indicate that the constancy of cell cycle duration is widespread and
suggest that the basal cell division rate is strongly conserved on a cellular
level [3].

4.3.3 Interaction between cell division and cell growth

For decades, cell biologists have been interested in the process that links
cell size and cell division. The interaction between cell division and cell
growth in plants is currently unclear. Some reports have argued that epi-
dermal pavement cells of the Arabidopsis leaves divide only rarely at a cell
size larger than 400µm2 [24, 31], suggesting a possible size threshold pre-
venting cell division. By contrast, a study on the root meristem hinted at

5The shoot apical meristem (SAM) is a population of cells located at the tip of the
shoot axis. It produces lateral organs, stem tissues and regenerates itself.
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the lack of a maximum cell size threshold for cell division, because cells
divide at very different sizes [6, 39]. Similarly, our mathematical model
suggests that there is no threshold for cell division, because such a thresh-
old would result in a deviation from the observed cell size distributions
(Figure 4.12). Furthermore, our cell size distributions show that the av-
erage pavement cell size increases during the proliferation phase (Figure
4.5A). These observations suggest that in the leaf epidermis cells divide
at different sizes and they provide extra evidence for the non-existence
of a fixed threshold size for division in plants. Moreover, the increasing
cell size during proliferation points toward a disequilibrium between cell
growth and cell division. The constant cell cycle duration implies that this
increase in cell size is due to an increase in cell growth rate, uncoupling cell
size and cell division, and reflects also that the plasticity of the cell growth
rate depends on the developmental context. In conclusion, in plants, cell
expansion and cell division might occur independently and the cell cycle
might act more as a timer mechanism than as a size-regulated machinery.

4.4 Materials and Methods

4.4.1 Plant material and growth conditions

We used wild-type Arabidopsis thaliana plants of the Columbia (Col-0)
ecotype to perform a kinematic analysis of leaf growth. The plasma mem-
brane marker 35S::GFP-PIP2a was conducted for live imaging of epider-
mal cell growth [19]. Seeds for in vitro analysis were sterilized in 3%
bleach for 15 min and sown on medium containing 0.5x Murashige and
Skoog medium (Duchefa) solidified with 0.9 gL plant tissue culture agar
(Lab M) on round plates (1013; Becton-Dickinson). After a stratification
period of 2 d, the plates were placed in a growth chamber under long-day
conditions (16 h of light, 8 h of darkness) at 22◦C with a light intensity of
80 to 100 mE/m2/s supplied by cool-white fluorescent tubes (Spectralux
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Plus 36W/840; Radium).

4.4.2 Kinematic growth and image analysis

Kinematic analysis of leaf growth was performed as described earlier [21].
Briefly, from day 5 (when cotyledons started to expand) until day 21 after
sowing (when leaves were fully expanded), leaves were harvested daily.
Plants were placed in methanol overnight to remove chlorophyll, and sub-
sequently they were cleared and stored in lactic acid for microscopy. The
youngest plants were mounted whole on a slide and covered. Older primor-
dia that had visible petioles (leafstalk) were dissected, whereas younger
primordia were left on the plant. The primordia were observed with differ-
ential interference contrast optics on a microscope (DMLB; Leica, Wetzlar,
Germany). The total leaf (blade) area of the oldest two primordia (leaves
1 and 2) of each seedling was determined from drawing tube images that
were scanned with a flatbed scanner using the public domain image anal-
ysis program ImageJ (version 1.17y; http://rsb.info.nih.gov/ij/). At older
stages, the primordia were digitized directly with a charge-coupled de-
vice camera mounted on a binocular (Stemi SV11; Zeiss, Jena, Germany),
which was connected to a personal computer fitted with a frame-grabber
board LG3 (Scion Corp., Frederick, MD) running the image analysis pro-
gram Scion Im- age (version 3b for Windows NT). Cell density and stom-
atal index were determined from scanned drawing tube images of outlines
of at least 100 cells of the abaxial epidermis located 25 and 75% from
the distance between the tip and the base of the leaf primordium (or blade
once the petiole was present), halfway between the midrib and the leaf
margin. In the youngest primordia (up to day 6), a single group of cells
was drawn. The microscopic drawings were scanned for digitization. An
in-house developed image analysis algorithm was subsequently used to au-
tomatically extract detailed measurements, such as total area of the draw-
ing, total number of cells and number of stomata, from the microscopic
drawings. Kinematic growth characteristics were calculated and plotted
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from these measurements. Extension of the image analysis algorithms al-
lowed for discrimination between pavement and guard cells and individual
cell area measurements for these two cell types separately. Guard cells
were extracted as cells < 500µm2 neighbouring the stomatal pores. The
remaining non-guard cells were identified as pavement cells. These cell
measurements were pooled by day and allowed the construction of cell area
distributions. Therefore, cell areas of pavement and guard cells were clas-
sified into bins of 400µm2 and 25µm2, respectively. Relative and absolute
frequency distributions were plotted using MATLAB. The image analysis
algorithms were written in C++ scripting and make use of the SDC Mor-
phology Toolbox for C++ (www.mmorph.com/cppmorph/) (done by Stijn
Dhondt6).

4.4.3 Live imaging of epidermal cell growth in the leaf

At 16 DAS three complete plants of the plasma membrane marker 35S::GFP-
PIP2a [19] were transfererd in aseptic conditions from in vitro plates to
a round microscopic chamber (Warner instruments) with liquid growth
medium containing 0.5x Murashige and Skoog (Duchefa). One leaf of
the first leaf pair of each plant was flattened on the bottom of the chamber
by overlaying it with a block of solidified agar. The abaxial epidermis was
imaged by a confocal microscope with software package LSM510 (Zeiss)
from 17 to 18 DAS. Z-stacks were recorded at five different positions with
12 h intervals over a total period of 36 h. Epidermal cells in the Z-stacks
were projected onto a single reconstructed view by using the Extended
Depth of Field plug-in [29] for ImageJ (http://rsbweb.nih.gov/ij). Cell lin-
eages were manually tracked and measured at each time point using Im-
ageJ. The relative growth rate (RGR) for each cell was calculated as the
average RGR of this cell over the different time intervals. Growth rates of
53 pavement cells and 13 guard cells were tracked over time (done by Stijn

6PSB/VIB - Ghent University
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Dhondt7).

4.5 Modelling

We built a general mathematical model that maps the distributions of pave-
ment and guard cells on a given day of leaf development to the distributions
on the next day. First, experimentally obtained kinematic data were used
to obtain the distribution of pavement and guard cells for whole leaf during
development. These distributions for a given day were used as an input for
our model to predict the distributions of the next day. Then using the opti-
mization method, we fitted the predicted distributions to the experimental
distributions to estimate the parameters which included in the model (Fig-
ure 4.13).

Figure 4.13: Scheme of the process for estimating the important parameters related
to leaf development using kinematic data and a mathematical model.

7PSB/VIB - Ghent University
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4.5.1 Measurement of total cell numbers

By using image analysis, the area and the number of cells in the two zones
of a leaf (top and bottom) were measured. We put all these data together
and measured the area of these zones. From then on, we call the small
part of the leaf the union of the two parts mentioned above. The average
cell area is also obtained from these data and by extrapolation, we approx-
imately compute the total number of cells in the whole leaf. The following
calculations show how we find the total number of pavement and guard
cells separately in the whole leaf. For a given day i let N i(a1) and N i(a2)

be the total number of cells including pavement and guard cells in a small
part of a leaf with area a1 and in the whole leaf with area a2 respectively.
N i(a1) is experimentally obtained by image processing. So we have

si =
a1

N i(a1)
= average cell area,

N i(a2) =
a2

si
. (4.1)

Guard cells are also counted in the chosen parts to find the stomatal index
SI i at day i:

SI i =
N i

GC(a1)

N i(a1)
(4.2)

where N i
GC(a1) is the number of guard cells in the area a1 at day i. To com-

pute the total number of pavement (N i
PC(a2)) and guard cells (N i

GC(a2))
in a typical leaf, we have

N i
GC(a2) = SI iN i(a2), (4.3)

N i
PC(a2) = N i(a2)−N i

GC(a2) = N i(a2)(1− SI i). (4.4)

4.5.2 Smoothing total cell numbers

Smoothing the data set attempts to capture important patterns in the data,
while leaving out noise or rapid phenomena. Many different algorithms
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can be used in smoothing. For smoothing the total numbers of guard and
pavement cells computed by (4.3) and (4.4) to reduce the biological vari-
ance, we divide them in two parts based on their bending points. The first
part includes the data from day 5 to day 14 for pavement cells and from
day 5 to day 17 for guard cells. A parametrized function is used to fit a
smooth curve on the data of the first part. The Hill function, cf. §3.1,
and a composition with an exponential function are two candidates for this
fitting:

Hf (t, amax, Kc, n) = amax
tn

Kn
c + tn

, (4.5)

E(t, amax, Kc, Kd, n) = amaxe
( t+Kc

nt+Kd
)3
. (4.6)

The least squares method was used to optimize the parameters of these
functions i.e. amax, Kc, n, Kd. The outcome is given in Table 4.2. These
two techniques lead to nearly identical results. For simplicity we choose
the Hill function as the curve to smooth the data (Figure 4.7).

Table 4.2: Parameters of the Hill function and the exponential function for pave-
ment and guard cells. Pc and GC, pavement and guard cells.

Functions amax Kc n Kd

Hill - PC 12628.80 9.69 8.29 -
Hill - GC 9470.90 12.64 7.77 -
Exponential - PC 12656.56 -17.55 0.51 3.93
Exponential - GC 8780.05 -18.96 0.03 6.95

Since the total number of cells does not increase after the bending
points, the second part of the data (data after the bending points) is smoothed
by a constant which is the average value of the total number of pavement
and guard cells separately for the second part of data. These smoothed
data are used to compute the distributions. The correlation coefficients for
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smoothed and experimental pavement and guard cell numbers were calcu-
lated to be 0.9760 and 0.9895 respectively.

4.5.3 Estimation of average cell cycle duration

We estimate the average cell cycle duration in the first few days of devel-
opment (days 5, 6 and 7) using the assumption that nearly all pavement
cells continuously divide.
Let i, Tc and Ni denote the day, time duration of the cell cycle and the
number of continuously dividing cells at day i, respectively. Thus after Tc

hours the number of cells become 2Ni and after 2Tc hours it rises to 22Ni

cells and so on. So we have,

Ni+kTc = 2kNi, (4.7)

where Ni+kTc is the number of cells, kTc hours later than day i. (4.7) holds
also for non-integer values of k. Therefore k = log2

Ni+24h

Ni
and Tc = 24h

k
.

Note that in this case, Ni is the total number of pavement cells at day i and
Ni+24h is obtained by the total number of cells at day i+1 minus all number
of guard cells produced before day i + 1. The result of the estimation is
reported at Table 4.3 which shows that the average cell cycle duration in
the first few days of development is about 25.6 ± 5.4h. The average cell
cycle duration is one the parameters involved in our mathematical model
and for safety we keep Tc > 18h and add this constrain in the model. It
will be estimated more precisely using optimization.

4.5.4 Size distributions

The size distributions of pavement and guard cells in a discrete set of area
values x on a given day i was defined by:

di
PC(x) =

N i
PC(x− ε1, x + ε1)

N i
PC(a1)

N i
PC(a2)

2ε1

, (4.8)
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Table 4.3: Initial estimation of average cell cycle duration. Both experimental and
smoothed (obtained by averaging method) cell numbers are given. For estimation of the
cell cycle duration the smoothed data were used, with exception of the day 5 to day 6
transition, for which no smoothed data could be obtained. PC, pavement cells; GC,
guard cells; TC , cell cycle duration.

Experimental dataa Smoothed data
day PC GC PC GC Tc(hours)
5 205 0 205 0 24.2
6 404 3 665 21 21.0
7 1385 61 1398 93 31.6
8 2404 216 2176 305 -
Average of Tc 25.6± 5.4h
aAverage of five independent measurements

di
GC(x) =

N i
GC(x− ε2, x + ε2)

N i
GC(a1)

N i
GC(a2)

2ε2

, (4.9)

where ε1 and ε2 are small positive values, x is the area of the cell and
N i

PC(x−ε1, x+ε1) is the number of pavement cells with area in the range
(x−ε1, x+ε1) in the small part of the leaf, and similarly N i

GC(x−ε2, x+ε2)

is the number of guard cells with area in the range (x − ε2, x + ε2) in
the small part of the leaf. N i

PC(a2) and N i
GC(a2) are the total number of

pavement and guard cells, respectively; N i
PC(a1) and N i

GC(a1) are the total
number of pavement and guard cells, respectively, in the small part of the
leaf measured by experiment.

We note that guard cells are much smaller than pavement cells. There-
fore ε2 < ε1. ε1 = 80µm2 and ε2 = 30µm2 were chosen after some trial
and error (for very small ε the values of dPC and dGC are erratic; for too
large values of ε the distributions are flattened too much). The distribution
values were stored in a discrete set of area values. We use 10000 areas for
pavement cells, uniformly distributed between 0 and the maximum size of
pavement cells and 5000 area values for guard cells, again uniformly dis-
tributed between 0 and the maximum size of guard cells. To reduce the
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errors, we smoothed the distributions by an averaging method. We took
average values of 50 data after and 50 data before, for pavement cells and
30 data after and 30 data before, for guard cells. The first and last 50

data of pavement cells and the first and last 30 data of guard cells were not
smoothed (Figures 4.14 and 4.15). We note that the correlation coefficients
for the smoothed and original distributions of pavement and guard cells in
each day are larger than 0.99.
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Figure 4.14: Logarithmic plot of experimental and smoothed distribution of pave-
ment cells during leaf development.
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Figure 4.15: Experimental and smoothed distribution of guard cells during leaf
development.

4.5.5 Exponential growth

For simplicity we model the growth of pavement cells by the equation
ds
dt

= gPCs if no division occurs. Here s is the average area of the pavement
cells and gPC is the growth factor at a given time point, so it can change
from day to day. During a short time span (day 24 hours) we then have
s(t) = egPCts(0), where s(0) is the average area of pavement cells at t = 0,
cf. §3.5. According to above formula, the area of pavement cells can grow
without restriction. Note that if a symmetric division occurs, the area of
the cell become half of the area in case no division occurs.
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For the guard cells, since their area cannot grow to more than MGC , we
propose the formula ds

dt
= gGCs(1− s

MGC
) for their growth, cf. §3.5.2. We

note that gGC also varies from day to day. Similarly, s is the average area
of the guard cells at a given time t.

4.5.6 Map of distributions

We constructed a map from (di
PC , di

GC) to (Di+1
PC , Di+1

GC ) to build a link be-
tween the distribution of cells on a given day i to predicted distributions
of the cells at the next day i + 1. Each cell with area a at day i + 1

has a precursor cell with area a∗ at day i, but there are several scenar-
ios by which this can happen. We call each scenario a flow and each
flow can be described mathematically by a partial map from (di

PC , di
GC)

into (Di+1
PC , Di+1

GC ). The sum of these maps defines the global flow from
(di

PC , di
GC) to (Di+1

PC , Di+1
GC ). Although all flows are different, they have a

basic structure in common.

Let F i+1
k (a) (respectively, Gi

k(a
∗)) be the distribution of cells (pave-

ment cells or guard cells) with average area a at day i + 1 (respectively, a∗

at day i) related to the kth flow and let f2,k be the function defined by the
requirement that f2,k(a) = a∗. Let nk be the number of cells at day i + 1

that originate from one cell at day i through the flow Fk and let ε be a small
number. Suppose that

f2,k(a− ε) = a∗ − ε∗, (4.10)

f2,k(a + ε) = a∗ + ε∗. (4.11)

If Nk(ε) is the number of cells at day i+1 in [a− ε, a + ε] that is involved
in the k-th flow then this corresponds to Nk(ε)

nk
cells in [a∗ − ε∗, a∗ + ε∗] at

day i (Figure 4.16).
The distribution at day i + 1 is then given by

F i+1
k (a) = lim

ε→0

Nk(ε)

2ε
= lim

ε→0

Nk(ε)
nk

2ε∗
nk lim

ε→0

ε∗

ε



“Main”
2011/1/31
page 84

i

i

i

i

i

i

i

i

84 Model-based analysis of cell divisions in Arabidopsis leaf

= Gi
k(a

∗)nk lim
ε→0

ε∗

ε
. (4.12)

Now by (4.10) and (4.11) we have,

f2,k(a + ε)− f2,k(a− ε)

2ε
=

ε∗

ε
. (4.13)

Hence limε→0
ε∗
ε

=
df2,k(a)

da
. We conclude that

F i+1
k (a) = Gi

k(f2,k(a)).f1,k(a), (4.14)

where f1,k(a) = nk
df2,k(a)

da
.

N
k(ε

)/
n

k c
el

ls

N
k(ε

) 
ce

lls
a

day
i+1

a*

a*−ε*

day
i

a−ε

a+ε

a*+ε*

Figure 4.16: Changing the number of cells and the cell size in the k-th flow from
day i to day i + 1.

4.5.7 Flows

All the possible flows for pavement cells and one flow related to guard
cells are defined here (Figure 4.6).
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Flow F1 from PC to PC without division

This flow deals with pavement cells which are not in the process of dividing
(Figure 4.6B F1). This includes firstly all pavement cells with area larger
than TPC , secondly a fraction (1−p1) of those with area less than TPC and
larger than 2MGC and thirdly a fraction (1 − p1 − p2) of those with area
less than TPC and 2MGC (Figure 4.6A). The area of a pavement cell at day
i + 1 (a) is given by:

a = a∗egPC(24h) =⇒ a∗ = ae−gPC(24h) = f2,1(a).

Therefore, it holds that

Gi
1(a

∗) = di
PC(a∗)[H(n, a∗, TPC) + (1− p1 − p2)(1−H(n, a∗, TPC))

(1−H(n, a∗, 2MGC)) + (1− p1)(1−H(n, a∗, TPC))

(H(n, a∗, 2MGC))],

F i+1
1 (a) = Gi

1(a
∗).f1,1(a) = Gi

1(f2,1(a)).f1,1(a), (4.15)

f1,1(a) =
df2,1(a)

da
= e−gPC(24h).

From this moment onwards, H(n, a∗, x) = a∗n

a∗n+xn , is a Hill function, cf.
§3.1 and x is one of the thresholds TPC or 2MGC . In the all computations
a∗ is a variable and n = 20 is fixed (to get a proper slope). Therefore,
H(n, a∗, TPC) is nearly 1, for a∗ > TPC and it is nearly 0, for a∗ < TPC .
Similarly, H(n, a∗, 2MGC) is nearly 1, for a∗ > 2MGC and it is nearly 0,
for a∗ < 2MGC . Note that in this flow, the factor nk = 1 because there is
no division.

Flow F2 from PC to PC with one division for 18h ≤ Tc ≤ 24h

If 18h ≤ Tc ≤ 24h then a fraction p1 of pavement cells with area less
than TPC divides at least once and at most twice during one day (Figure
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Figure 4.17: Division parts related to the flows. (A) Flows F2 and F3. (B) Flows F4
and F5. (C) Division process of flow F6.

4.6B F2). Figure 4.17A shows the division moments on the time axis. For
simplicity we assume that on a given day all cells in the same category
are uniformly distributed over the time axis. By this hypothesis, a fraction
2Tc−24h

Tc
of the corresponding pavement cells have the second division in

part B (they already divide in part A). The rest fraction 24h−Tc

Tc
of the cor-

responding pavement cells divide twice during one day.
Here we consider the first part with one division. Then the area of pave-
ment cell at day i + 1 (a) is given by:

a =
1

2
a∗egPC(24h) =⇒ a∗ = 2ae−gPC(24h) = f2,2(a).

Therefore, it holds that

Gi
2(a

∗) =
2Tc − 24h

Tc

di
PC(a∗)p1[1−H(n, a∗, TPC)]
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[1−H(n, Tc, 24h)]H(n, Tc, 18h),

F i+1
2 (a) = Gi

2(a
∗)f1,2(a) = Gi

2(f2,2(a))f1,2(a), (4.16)

f1,2(a) = 2
df2,2(a)

da
= 4e−gPC(24h).

Similarly, H(n, Tc, 24h), is a Hill function, cf. §3.1. It is nearly 1, for
TC > 24h and nearly 0, for TC < 24h. The same goes for H(n, Tc, 18h).
Note that in this flow, the factor nk = 2 because there is only one division.

Flow F3 from PC to PC with two divisions for 18h ≤ Tc ≤ 24h

For simplicity, we assume that when a cell is actively dividing, all cells
which originate from it are also actively dividing during the same day. In
flow F3 both daughter cells born in the first division will divide once again
in the same day. So the case in which one daughter cell divides and the
other does not is not considered. We note that, since Tc > 18h not many
cells involve in such a case.

According to Figures 4.6B F3 and 4.17A, we obtain

a =
1

4
a∗egPC(24h) =⇒ a∗ = 4ae−gPC(24h) = f2,3(a).

Therefore, it holds that

Gi
3(a

∗) =
24h− Tc

Tc

di
PC(a∗)p1[1−H(n, a∗, TPC)]

[1−H(n, Tc, 24h)]H(n, Tc, 18h),

F i+1
3 (a) = Gi

3(a
∗)f1,3(a) = Gi

3(f2,3(a))f1,3(a), (4.17)

f1,3(a) = 4
df2,3(a)

da
= 16e−gPC(24h).

Note that in this flow, the factor nk = 4 because there are two divisions.
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Flow F4 from PC to PC with one division for Tc > 24

If Tc > 24h then the fraction p1 of the pavement cells with area less than
TPC can divide at most once during one day (Figure 4.6B F4). Figure
4.17B shows that a fraction 24h

Tc
of those divides once and a fraction Tc−24h

Tc

does not divide during a given day and they divide later.
Here we consider the first part with one division. Then, we have,

a =
1

2
a∗egPC(24h) =⇒ a∗ = 2ae−gPC(24h) = f2,4(a).

Therefore, it holds that

Gi
4(a

∗) =
24h

Tc

di
PC(a∗)p1[1−H(n, a∗, TPC)][H(n, Tc, 24h)],

F i+1
4 (a) = Gi

4(a
∗)f1,4(a) = Gi

4(f2,4(a))f1,4(a), (4.18)

f1,4(a) = 2
df2,4(a)

da
= 4e−gPC(24h).

Note that in this flow, the factor nk = 2 because there is one division.

Flow F5 from PC to PC with no division for Tc > 24h

Here we consider the case Tc > 24h, where a fraction Tc−24h
Tc

of those cells
below TPC does not divide during a given day (Figure 4.6B F5 and 4.17B).
Then we have

a = a∗egPC(24h) =⇒ a∗ = ae−gPC(24h) = f2,5(a).

Therefore, it holds that

Gi
5(a

∗) =
Tc − 24h

Tc

di
PC(a∗)p1[1−H(n, a∗, TPC)][H(n, Tc, 24h)],

F i+1
5 (a) = Gi

5(a
∗)f1,5(a) = Gi

5(f2,5(a))f1,5(a), (4.19)

f1,5(a) =
df2,5(a)

da
= e−gPC(24h).

Note that in this flow, the factor nk = 1 because there is no division.
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Flow F6 from PC to GC for 18h ≤ Tc ≤ 24h

If 18h ≤ Tc ≤ 24h, then a fraction p2 of pavement cells with area less than
TPC and 2MGC divides once during one day to produce two new guard
cells (Figure 4.6B F6). By our assumptions

ds

dt
= gGCs(1− s

MGC

) =⇒

s(t) =
cMGC

c + e−gGCtMGC − ce−gGCt
, (4.20)

where c = s(0).

On the other hand, the area of a pavement cell in this part can be at most
2.MGC just before dividing. Therefore we propose the formula for the
growth rate

ds

dt
= gPCs(1− s

2MGC

) =⇒

s(t) =
2cMGC

c + 2e−gPCtMGC − ce−gPCt
, (4.21)

where c = s(0).

Let a∗ be the area of the pavement cell at time 0 of day i. It will divide
somewhere between time points 0 and Tc to produce new guard cells. We
assume that the pavement cell approximately divides after Tc

2
hours. Let

a1
∗ be the area of the new-born guard cell (Figure 4.17C), therefore using

(4.21) we have

a∗1 =
2a∗MGC

a∗ + 2e−gPC(Tc
2

)MGC − e−gPC(Tc
2

)a∗

=
2MGC

1 + 2e−gPC(Tc
2

) MGC

a∗ − e−gPC(Tc
2

)
. (4.22)
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Moreover, using (4.20) we have

a =
a∗1MGC

a∗1 + e−gGC(24h−Tc
2

)MGC − e−gGC(24h−Tc
2

)a∗1

=
MGC

1 + e−gGC(24h−Tc
2

) MGC

a∗1
− e−gGC(24h−Tc

2
)
. (4.23)

Combining (4.22) and (4.23) we obtain,

a∗ = 2
ae0.5gGC(−48h+Tc)e−0.5gPCTcMGC

MGC − a + ae0.5gGC(−48h+Tc)e−0.5gPCTc
= f2,6(a). (4.24)

To summarize, we have

Gi
6(a

∗) = di
PC(a∗)p2[1−H(n, a∗, TPC)] (4.25)

[1−H(n, a∗, 2MGC)][1−H(n, Tc, 24h)]H(n, Tc, 18h),

F i+1
6 (a) = Gi

6(a
∗)f1,6(a) = Gi

6(f2,6(a))f1,6(a), (4.26)

f1,6(a) = 2
df2,6(a)

da

= 4
e0.5gGC (−48h+Tc)e−0.5gPC TcMGC

2

(MGC − a + ae0.5gGC (−48h+Tc)e−0.5gPC Tc)
2 . (4.27)

Note that in this flow, the factor nk = 2 because there is only one division.

Flow F7 from PC to GC with one division for Tc > 24h

If Tc > 24h, then a pavement cell with area less than TPC and 2MGC with
probability p2 is in the stage where it can divide into guard cells (Figure
4.6B F7). Similar to flows F4 and F5 a fraction 24h

Tc
of these cells will

divide once and a fraction Tc−24h
Tc

will have no division during a given day.
Here we consider the first part with one division, so the cell can divide
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somewhere in the time interval [0, 24h]. Similar to flow F6 we assume it
divides at time 12h. Then, we have

a∗ = 2
ae−12gGCe−12gPCMGC

MGC − a + ae−12gGCe−12gPC
= f2,7(a), (4.28)

Therefore, it holds

Gi
7(a

∗) =
24h

Tc

di
PC(a∗)p2[1−H(n, a∗, TPC)]

[1−H(n, a∗, 2MGC)]H(n, Tc, 24h),

F i+1
7 (a) = Gi

7(a
∗)f1,7(a) = Gi

7(f2,7(a))f1,7(a), (4.29)

f1,7(a) = 2
df2,7(a)

da
= 4

e−12hgGCe−12hgPCM2
GC

(MGC − a + ae−12hgGCe−12hgPC )2 .

Note that in this flow, the factor nk = 2 because there is only one division.

Flow F8 from PC to GC with no division for Tc > 24h

In this case, a fraction Tc−24h
Tc

of the corresponding pavement cells will
have no division during a given day, so they just grow (Figure 4.6B F8).
Then, using (4.21) we have,

a =
2a∗MGC

a∗ + 2e−gPC(24h)MGC − e−gPC(24h)a∗
,

a∗ = 2
ae−24h gPC MGC

2 MGC − a + ae−24h gPC
= f2,8(a). (4.30)

Therefore, it holds that

Gi
8(a

∗) =
Tc − 24h

Tc

di
PC(a∗)p2[1−H(n, a∗, TPC)]

[1−H(n, a∗, 2MGC)]H(n, Tc, 24h),
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F i+1
8 (a) = Gi

8(a
∗)f1,8(a) = Gi

8(f2,8(a))f1,8(a), (4.31)

f1,8(a) =
df2,8(a)

da
= 4

e−24h gPC MGC
2

(2 MGC − a + ae−24h gPC )2 . (4.32)

Note that in this flow, the factor nk = 1 because there is no division.

Flow F9 from GC to GC with no division

Since guard cells do not divide, there is no division in this case. So the
cells just grow up to the threshold (Figure 4.6B F9). Using (4.20), we have

a =
a∗MGC

a∗ + e−gGC(24h)MGC − e−gGC(24h)a∗
,

a∗ =
ae−gGC(24h)MGC

MGC − a + ae(−24h)gGC
= f2,9(a). (4.33)

Therefore, it holds that

Gi
9(a

∗) = di
GC(a∗),

F i+1
9 (a) = Gi

9(a
∗)f1,9(a) = Gi

9(f2,9(a))f1,9(a), (4.34)

f1,9(a) =
df2,9(a)

da
=

e−(24h) gGC MGC
2

(MGC − a + ae−24h gGC )2 .

Note that in this flow, the factor nk = 1 because there is no division.

4.5.8 Predicted distributions

Using the functions F1, F2, ...F9 we compute the distribution of cells with
area a at day i + 1 as follows,

Di+1
PC (a) =

5∑

k=1

F i+1
k (a) + F i+1

8 (a), (4.35)
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Di+1
GC (a) =

7∑

k=6

F i+1
k (a) + F i+1

9 (a). (4.36)

4.5.9 The optimization strategy

Using (4.35) and (4.36), we predicted distributions for day i + 1 by using
the smoothed data for the distributions on a given day i and the parameters
on day i. If di

PC and di
GC are the smoothed experimental distributions at

day i then we define

Di+1
PC = MapPC(di

PC , di
GC , parameters), (4.37)

where MapPC is obtained from (4.35).The same goes for guard cells, so
we have,

Di+1
GC = MapGC(di

PC , di
GC , parameters), (4.38)

where MapGC is obtained from (4.36).
Then we use a least squares method to optimize the parameter values. The
function which we minimize is the objective function

Fmin =
∑

k

[
Di+1

PC (ak)− di+1
PC (ak)

]2

+
∑

k

[
Di+1

GC (bk)− di+1
GC (bk)

]2
. (4.39)

The ak and bk are selected from the discrete set of areas mentioned in
§4.5.4. We select those ak from the list of areas with a sufficiently high
frequency. The areas with very small frequency are not considered since
cells with such areas are rare outliers.

To optimize the parameters, we minimize the objective function (4.39)
by the downhill simplex method or Nelder-Mead method, cf. §3.7.1. To
stabilize the result, we considered the transition from day 18 to day 25
as a whole to find the average values for growth rates during these days.
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94 Model-based analysis of cell divisions in Arabidopsis leaf

We used those growth rates as the initial guesses for gPC and gGC in the
optimization program for the other days. In each step of the optimiza-
tion and evaluation of parameters, these guesses are modified to be more
compatible with the computed values at adjacent days. To obtain reliable
results, we used the optimization program for 100 different initial values
to find sets of parameters for which Fmin has a local minimum (up to con-
vergence thresholds) ; then we selected the one with minimal Fmin among
the biologically acceptable ones. To generate the initial values for day i,
we randomly selected several sets of parameters from intervals centred at
the optimal value for day i − 1 and wide enough to cover all reasonable
situations. Figures 4.8 and 4.9 show the comparison between experimental
and model-predicted cell size distributions.

The optimization algorithm was applied for maximum 6000 iterations
and function evaluations up to 1e− 9 tolerance on the function and param-
eter values. These experiments were performed in the ”twigrid” cluster
of the Department of Applied Mathematics and Computer Science (Ghent
University), under Linux 2.6.18-6-xen-amd64 using Matlab R2008a. Note
that, although in the downhill simplex method convergence is typically
rather slow, in the same conditions we achieved more accurate results
than in three other methods, Newton’s method, quasi-Newton’s method,
Levenberg-Marquardt algorithm, cf. §3.6. We selected the above four
methods to run on our program for day 18. First, the quasi-Newton’s
method and Nelder-Mead method were taken to optimize three parame-
ters. The results are reported in Figure 4.18 and Table 4.4.

Although the quasi-Newton’s method quickly reaches the local solu-
tion, the result for one of the parameters (MGC) is more accurate in the
Nelder-Mead method. Therefore for safety we keep Nelder-Mead method
as a main optimization method for the programs with more than three pa-
rameters. Another experiment for day 18 has been done with only one
parameter (Table 4.5). Again Table 4.5 shows that the two methods, quasi-
Newton and Nelder-Mead, are time efficient among the aforementioned
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Figure 4.18: Results of Nelder-Mead and quasi-Newton’s methods for the function
Fmin with three parameters at day 18.

Table 4.4: Results of Nelder-Mead and quasi-Newton’s methods for the function
Fmin at day 18. time–eval is the evaluation time of the objective function and func–
Count reports the total number of objective function evaluations.

Algorithms Nelder-Mead Quasi-Newton
Initial values
gPC 0.030 0.030
gGC 0.003 0.003
MGC 300 300
Fmin 120365 120365

Optimum values
gPC 0.003 0.003
gGC 0.016 0.018
MGC 357 300
Fmin 2404 3934

Output arguments
time-eval (sec) 4892 56
iteration 300 12
func-count 561 104
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four methods. The evaluation of the objective function also shows that
they are sufficiently precise. Afterwards, we tested the above two efficient
methods (quasi-Newton and Nelder-Mead) for the program with two pa-
rameters (Table 4.6). Again, the Nelder-Mead method is more accurate.

Table 4.5: Results of four methods for the function Fmin with one parameter at
day 18. time–eval is the evaluation time of the objective function and func–count reports
the total number of objective function evaluations. Maximum number of iterations and
function evaluations is 3000. The exitflag is an integer code for the reason the solver
halted its iterations: 1 means the function converged to a solution x; 2 means change in x
was less than the specified tolerance; 4 means magnitude of search direction was smaller
than the specified tolerance Tolx; 5 means predicted decrease in the objective function
was less than the TolFun tolerance. Tolerance of function (TolFun) and variables (Tolx),
both are 1.00E-12.

Algorithms Nelder-
Mead

Quasi-
Newton

Levenberg-
Marquardt

Newton

Initial values
gPC 0.03 0.03 0.03 0.03
Fmin 238 238 238 238

Optimum values
gPC 0.0035 0.0035 0.0035 0.0035
Fmin 20 20 238 238

Output arguments
time-eval (sec) 20 17 38 35
iteration 44 9 58 69
func-count 88 78 153 140
exitflag 1 5 4 2

The relevant optimization methods all converge to local minima which
may be identical or not. To reduce the objective function value as far as
possible, in all optimization process we use the Nelder-Mead method to
increase the chance to achieve the global minimum. We must be very aware
that different initial values and tolerances also lead to different results. In
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general we choose the most relevant parameters with the smallest objective
function.

Table 4.6: Results of Nelder-Mead and quasi-Newton’s methods for the function
Fmin for two parameters at day 18. time–eval, func-count and exitflag were described
in Table 4.5.

Algorithms Nelder-Mead Quasi-Newton
Initial values
gGC 0.003 0.003
MGC 300 300
Fmin 120127 120127

Optimum values
gGC 0.0159 0.0177
MGC 357 300
Fmin 2384 3914

Output arguments
time-eval (sec) 93 23
iteration 150 6
func-count 305 72
exitflag 1 5
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Chapter 5

Modelling the control of the
APC/CCCS52A2

This chapter is a part of the studies which have been conducted by T. Lam-

mens, V. Boudolf, L. Kheibarshekan, L. P. Zalmas, T. Gaamouche, S. Maes, M.

Vanstraelen, E. Kondorosi, N. B. La Thangue, W. Govaerts, D. Inzé and L. De

Veylder. Here, I only highlight my contribution which deals with the modelling

and simulation issues.

5.1 Introduction

During the mitotic cell cycle, DNA which is duplicated during the S phase,
is divided at the M phase, so that each daughter cell produced has a ge-
nomic DNA content equal to that of its parents. In contrast, during the
endoreduplication cycle, no cytokinesis occurs between rounds of DNA
replication, resulting in successive doubling of the DNA ploidy level. This
process occurs in a wide variety of cell types in arthropods and mammals
and is particularly prominent in dicotyledonous plants1 [25], especially in
species with a small genome and a short life cycle, in which repetitive
DNA replication might support growth under conditions that require rapid

1a group of flowering plants whose seed typically has two embryonic leaves.
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development [2, 58]. The endocycle is activated in various developmental
processes, including placental formation, Drosophila oogenesis2, and leaf
development. The timing of endocycle onset is crucial for correct develop-
ment, because polyploidization is linked with cessation of cell division and
initiation of terminal differentiation, cf.§1.1. Mitotic cell cycle progression
and endoreduplication are linked events. Premature or delayed exit from
the cell division program results in an increased or decreased DNA ploidy,
respectively [11, 14, 22, 75, 85, 87, 89]. Therefore, the onset of endoredu-
plication must be controlled precisely. At the molecular level, endoredupli-
cation is likely achieved through elimination of the components needed to
progress through mitosis [52]. Predominant roles in this process are played
by the anaphase-promoting complex/cyclosome (APC/C) activator genes,
such as CDH1, FZR, and CCS52A, which have been found to promote en-
docycle onset and progression in human, Drosophila melanogaster3, and
Medicago truncatula4 cells, respectively [9, 13, 49, 59, 74, 76]. However,
the mechanisms controlling the transcriptional activity of these genes re-
main unclear.

Over the years, it has become clear that the E2F transcriptional network
acts as a key regulator in the balanced expression of many essential genes
involved in proliferation and differentiation [23]. Recently, a class of novel
atypical E2F proteins was identified in Arabidopsis thaliana (E2Fd/DEL2,
E2Fe/DEL1 and E2Ff/DEL3) and mammals (E2F7 and E2F8) that operate
as transcriptional repressors [23, 37]. Similar to the typical E2F proteins,
the atypical E2F proteins bind the consensus E2F recognition sequence,
but they have two DNA-binding domains and do not require a DP partner
to bind DNA. In contrast to the classical E2F proteins, the physiological
relevance of the novel E2Fs is less clear. E2F7 and E2F8 have been demon-
strated to play a role in controlling E2F1-dependent apoptosis [51, 90],

2Oogenesis is the creation of an egg cell.
3known as the common fruit fly.
4is a small plant native to the Mediterranean region that is used in genomic research.
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whereas in plants, atypical E2Fs operate as inhibitors of postmitotic events;
mutants of E2Fe/DEL1 display increased endoreduplication levels [86],
whereas E2Ff/DEL3-deficient plants are prone to rapid cell expansion [68].
K. Vlieghe and others[86] report that the enhanced endoreduplication lev-
els observed in E2Fe/DEL1 knock-out plants arise from a premature onset
of the endocycle. Through microarray analysis and chromatin immuno-
precipitation5 (ChIP), T. Lammens and others [46] identified the APC/C
activator gene CCS52A2 as a direct E2Fe/DEL1 target. E2Fe/DEL1 mis-
regulation results in untimely CCS52A2 transcription, affecting the timing
of endocycle onset. Correspondingly, ectopic CCS52A2 expression drives
cells into the endocycle prematurely. Dynamic simulation in this chap-
ter, illustrate that E2Fe/DEL1 accounts for the onset of the endocycle by
regulating the temporal expression of CCS52A2 during the cell cycle in a
development-dependent manner. Remarkably, an association of E2F7 to
the CDH1 promoter in mammalian cells was observed, suggesting that the
transcriptional control of the APC/C activator genes through atypical E2Fs
might be conserved across species.

5.2 Modelling

An Ordinary Differential Equation (ODE) model for CCS52A2 gene ex-
pression was built, taking into account that E2Fe/DEL1 inhibits CCS52A2
expression. We applied mathematical optimization approach to fit the pa-
rameters which were evaluated using the relative 2-norm error and com-
puted the correlation coefficient between approximate and experimental
data. In the first step we built a model for CCS52A2 and E2Fe/DEL1 ex-
pressions in the synchronized cell culture.

5This process can be used to isolate and concentrate a particular protein from a sample
containing many thousands of different proteins.
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5.2.1 E2Fe/DEL1 and CCS52A2 in a synchronized cell
culture

Table 5.1 presents the time evolution of levels of E2Fe/DEL1 and CCS52A2
during 18 hours in a synchronized cell culture. Cells are synchronized at
the G1/S border, but lose synchrony at the M/G1 transition. Cell cycle
is about 24h and the S phase takes about 5h (time points 0-6). Mitosis
occurs between 12-18h. So G2 can be taken from 6-12, and G1 18-24.
Figure 5.1B and Table 5.1 were obtained from the experimental data. Each
column in Table 5.1 is scaled independently in such a way that the concen-
tration at time 0 is 1.

Table 5.1: E2Fe/DEL1 and CCS52A2 transcript levels during the cell cycle as quan-
tified by qRT-PCR. Values are scaled in such a way that the concentrations at time 0
are 1.

time(h) E2Fe/DEL1 CCS52A2
0 1 1
2 1.125 0.6859
4 1.1935 0.5545
6 1.2364 0.4509
8 1.3914 0.2191
10 2.1031 0.3173
12 1.6431 0.1975
14 1.4724 0.2389
16 1.1644 0.4045
18 1.1284 0.5171

Approximation of E2Fe/DEL1 levels

A non-linear fitting through the least squares method was undertaken to
find a curve for E2Fe/DEL1 expression in a synchronized cell culture based
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on experimental data (Figure 5.1B). The non-linear function,

DEL1(t) = c4 +
c1

1 + c2(t− c3)2
, (5.1)

was proposed for this to mimic the essential features of the experimental
data. This model was fitted to the data by minimizing the following square
error

9∑
i=0

(DEL1(2i)−DEL12i)
2, (5.2)

where DEL1(2i) is given by (5.1) and DEL12i is the level of E2Fe/DEL1
at time 2i, scaled so that DEL10 = 1. Using the minimize command in
Maple, which implies a quasi-Newton method, cf. §3.6.4, for optimiza-
tion problems, we found c1 = 1.07194, c2 = 0.2964, c3 = 10.4737, c4 =

1.0727. The associated relative 2-norm error is 0.051 and the correlation
coefficient 0.97 (Figure 5.1C).

A dynamic model for CCS52A2 transcription

Knowing that E2Fe/DEL1 inhibits the expression of CCS52A2, an ODE
model was built for CCS52A2 gene expression in a synchronized cell cul-
ture. We propose the following formula:

dCCS52A2

dt
= v

kn

kn + [DEL1(t)]n
− gCCS52A2, (5.3)

in which v is the maximal production rate of CCS52A2, g the degradation
rate of CCS52A2 and k a threshold (whose dimension is that of a concentra-
tion). Exponent n is a determinant of the strength of E2Fe/DEL1 binding
to the promoter of CCS52A2, which biologically could be represented as
the number of available binding sites, cf. §3.1 and §3.4. The transcrip-
tional activity of the CCS52A2 promoter, as a function of the E2Fe/DEL1
availability in time, can be expressed as

kn

kn + [DEL1(t)]n
. (5.4)
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Figure 5.1: Kinetics of E2Fe/DEL1 and CCS52A2 mRNA during the cell cycle. (A)
Flow cytometric analysis of Arabidopsis suspension cells after release of an aphidicolin
block in late G1/early S, showing the coherent cell population progressing synchronously
through the cell cycle. (B) E2Fe/DEL1 and CCS52A2 transcript levels during the cell
cycle as quantified by qRT-PCR. Values are mean ±SD obtained from two independent
synchronization experiments. (C) Fitting of a non-linear model function for E2Fe/DEL1
expression in cell cultures, approximating the experimental data. (D) Curve fitting of
CCS52A2 expression during the cell cycle, allowing determination of parameters in the
model describing the dynamic relation between E2Fe/DEL1 and CCS52A2.
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Multiplying (5.4) with the maximum production rate v, gives the E2Fe/DEL1-
dependent term in the CCS52A2 expression. By analytically solving (5.3),
we obtain

CCS52A2(t) = e−gt

(
C + v

∫ t

0

kn

kn + [DEL1(θ)]n
egθdθ

)
, (5.5)

where C = CCS52A2(0). Parameters were estimated with the experimen-
tally obtained data for CCS52A2 expression in a synchronized cell culture
(Figure 5.1B). A least-squares fit, cf. §3.6.5, computing local minima of
the objective function, was used for parameter optimization. As a first
step, we assumed that C = CCS52A2(0) = 1. In this case, the objective
function became

G =
i=9∑
i=0

[
CCS52A22i − e−2ig (C+

v

∫ 2i

0

kn

kn + [DEL1(θ)]n
egθdθ

)]2

, (5.6)

in which CCS52A22i represents the experimental data for CCS52A2 ex-
pression at time (h) = 2i. Assuming n = 1, the number of parameters
to be estimated is reduced to 3. Solving the below nonlinear system of
equations (5.7), parameters could be estimated making use of Newton iter-
ations, cf. §3.6.3.

∂G

∂v
= 0,

∂G

∂k
= 0,

∂G

∂g
= 0. (5.7)

Optimal parameters were k = 0.0138, v = 17.0210 and g = 0.4940. The
associated relative 2-norm error was 0.15 and the correlation coefficient
0.95 (Figure 5.1D). We note that the minimization problem turned out to
be ill-conditioned so that many near-minima could be found. We chose the
one with the highest v, which is consistent with other information on the
production rate of CCS52A2 (Table 5.2.1).
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Table 5.2: The result of optimization for several initial values of the parameters in
ODE model.

Results k v g n Relative 2-
norm error

Correlation

1 0.0668 4.0003 0.5237 1 0.1534 0.9457
2 0.0447 5.2415 0.4885 1 0.1529 0.9443
3 0.0370 6.3654 0.4901 1 0.1524 0.9448
4 0.01420 16.5748 0.4939 1 0.1514 0.9457
5 0.0138 17.0210 0.4940 1 0.1514 0.9457

Scaling of CCS52A2 expression levels

The absolute levels of E2Fe/DEL1 and CCS52A2 in a synchronized cell
culture at time = 0(h) were not equal (as indicated by their difference
in 4Ct values, being Ct,GENE − Ct,ACTIN2, obtained by Real-Time qRT-
PCR). To take this value into account in equation (5.3), let ci and di be the
time-normalized Real-Time qRT-PCR values of CCS52A2 and E2Fe/DEL1
expression, obtained by calculating 2−(Ct,GENE−Ct,ACTIN2) where i = time(h).
Let creal,i be the computed data for CCS52A2 expression in cell culture at
time = i(h). In this view, we can state,

ci

creal,i

= Cte =
c0

creal,0

=⇒ creal,i = ci
creal,0

c0

. (5.8)

Experimentally, we found dreal,0

creal,0
= 18.0673. If we take dreal,0 = d0 = 1,

then creal,0 = 0.05534 and (5.8) implies creal,i = 0.05534ci. So, the speed
at which CCS52A2 mRNA is formed, which is a function of E2Fe/DEL1,
needs to be corrected by a factor 0.05534. That establishes v in formula
(5.3) as 0.94208, where all concentrations are measured with the concen-
tration of E2Fe/DEL1 at time = 0(h) as unit.
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5.2.2 E2Fe/DEL1 and CCS52A2 during leaf development

Subsequently, we built a model for the expression of CCS52A2 and E2Fe/DEL1
during leaf development. Because cell division cannot be synchronized
experimentally in a developing leaf and endoreduplication cannot be trig-
gered in Arabidopsis cell cultures, we combined leaf and cell culture ex-
pression data mathematically.

E2Fe/DEL1 expression

Figure 5.2A shows the experimentally observed profile of E2Fe/DEL1 ex-
pression during leaf development. In a developing leaf, no synchrony can
be obtained; consequently, the corresponding expression values at each
day could be seen as an average over the whole cell cycle that took place
during that day. In the modelling, we consider days 8 to 10 only, because
beyond day 10 more and more cells undergo endoreduplication, possibly
affecting the cell cycle-dependent expression profile of the E2Fe/DEL1
and CCS52A2 genes. Leaves at day 8 can be assumed to be only consist-
ing of cells going through cell division. This assumption, together with
the previous statement, implies that the cell cycle expression profile of
E2Fe/DEL1 at days 8, 9 and 10 can be seen as a scaling of the profile
obtained by synchronisation. This makes

DEL1day8(t) = λ

(
c4 +

c1

1 + c2(t− c3)2

)
, (5.9)

where λ is a factor to be estimated by using further experimental data (see
estimating λ). Similarly, we find the approximate functions for E2Fe/DEL1
in each day,

DEL1dayi(t) = αiDEL1day8(t), (5.10)

where αi is the normalized expression value at day i as plotted in Figure
5.2A.
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Estimating λ

We let di be the normalized E2Fe/DEL1 expression value in the cell culture
at time i = 0, 2, 4...18 (Table 5.1) and ldj the result of 2−(Ct,GENE−Ct,ACTIN2)

at day j = 8, 9, 10 during leaf development (Table 5.2.2). Assuming s as

Table 5.3: Scaled level of E2Fe/DEL1 during the leaf development.

days DEL1
8d 1
9d 0.3747
10d 0.2608
11d 0.1859
12d 0.1279
13d 0.0610
14d 0.0520
15d 0.0898
16d 0.1284
17d 0.0709
18d 0.1289
19d 0.0545
20d 0.0233
21d 0.0293

the experimentally measured proportion of E2Fe/DEL1 expression at time
i = 0 in the cell culture to the expression value of E2Fe/DEL1 during leaf
development at day 8, ld8 = d0

s
. According to (5.9), ld8 = λ.d, where d

is the averaged normalized expression value of E2Fe/DEL1 in cell culture.
So λ = d0

ds
= 0.2391 (Table 5.2.2).

Table 5.4: Scalar factor of E2Fe/DEL1 in the leaf development at day 8.

s d̄ λ

3.1080 1.3458 0.2391
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CCS52A2 expression

Applying the model of CCS52A2 expression in a synchronized cell culture,
the behaviour of CCS52A2 in a mitotic cell can be written as a function of
E2Fe/DEL1 expression during leaf development, meaning that CCS52A2
expression during leaf development can be described through combination
of functions (5.5) and (5.10),

CCS52A2dayi(t) = e−gt
(
C + v

∫ t

0
kn

kn+[DEL1dayi(θ)]n
egθdθ

)
,

C = CCS52A2dayi(0) = µ, i = 8, . . . , 15

(5.11)

in which we assume µ8 as the average value of CCS52A2 in the cell culture
i.e. 0.025381. µ9 becomes 1.781µ8 (proportion of CCS52A2 expression
at 9 days vs. 8 days) and µ10 becomes 2.434µ8 (proportion of CCS52A2
expression at 10 days vs. 8 days).

This mathematical modelling permitted an in silico visualization of the
cell cycle phasedependent relationship between E2Fe/DEL1 and CCS52A2
in a developmental context. The simulation showed that decreasing E2Fe/DEL1
levels during leaf maturation triggered a preferential increase in CCS52A2
transcripts during the late S-G2 and M phases (Figure 5.2C). These data
suggest that E2Fe/DEL1 controls the cell cycle phasedependent CCS52A2
transcription profile in a developmentally dependent manner.

5.3 Results

Our data suggest that E2Fe/DEL1 levels determine the timing of cell cy-
cle exit and onset of endoreduplication by controlling the transcription
of CCS52A2. To understand mechanistically how decreasing E2Fe/DEL1
levels can account for the division-to-endoreduplication transition, we math-
ematically modelled the cell cycle phasedependent expression pattern of
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Figure 5.2: Control of development-dependent expression of CCS52A2 by
E2Fe/DEL1. (A) Kinetics of E2Fe/DEL1 and CCS52A2 transcription during leaf devel-
opment. Transcript levels were measured by real-time PCR. All values were normalized
to the ACT2 housekeeping gene. The4Ct method was used for relative quantification of
transcripts. Values are means ±SD(n = 3). Note that transcription of CCS52A2 peaked
at day 10, marking the endocycle onset. (B) CCS52A2 mRNA level during leaf develop-
ment in wild-type (Col-0) and del1-1 mutants, respectively. Data are mean±SD(n = 3).
(C) Simulation of CCS52A2 accumulation during leaf development showing a progressive
increase in CCS52A2 transcript levels during the S and G2 phases (days 8, 9 and 10) in
response to decreasing levels of E2Fe/DEL1.
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CCS52A2 during leaf development. E2Fe/DEL1 mRNA levels were abun-
dant mainly in the early stages of leaf development. To do so, we mea-
sured E2Fe/DEL1 and CCS52A2 transcription levels during leaf develop-
ment and during cell cycle progression of a synchronized cell cultture.

In contrast, CCS52A2 transcripts accumulated and reached a maximum
at day 10, the time of cell cycle exit and onset of endoreduplication (Figure
5.2A). Because of its low expression level before day 10, CCS52A2 might
be repressed by E2Fe/DEL1 during the dividing phase of leaf develop-
ment. This hypothesis was confirmed in del1-1 plants, in which CCS52A2
expression levels were clearly higher during the early leaf growth stages
than those of control plants (Figure 5.2B). In a synchronized cell culture,
E2Fe/DEL1 and CCS52A2 display complementary transcription profiles,
with a predominance of CCS52A2 expression during the G1 and S phases
(Figure 5.1B) [30]. The CCS52A2 expression profile corresponded with
the anticipated function of its gene product in preventing premature accu-
mulation of mitotic cyclins in interphase cells but allowing their accumu-
lation during the late S and G2 phases, allowing the M phase to proceed
[63]. E2Fe/DEL1 expression levels peaked during G2, similar to what has
been observed for its mammalian counterparts E2F7 and E2F8 [20, 54].

5.4 Concluding remarks

We have found that the atypical E2F transcription factor E2Fe/DEL1 con-
trols the onset of the endocycle through a direct transcriptional control of
APC/C activity. Because E2Fe/DEL1 represses the CCS52A2 promoter,
we hypothesize that its level must drop below a critical threshold to al-
low sufficient accumulation of CCS52A2 during late S and G2 for cells
to proceed from division to endoreduplication, a model suggested by the
dynamic simulation of the cell cycle phasedependent expression level of
CCS52A2 during leaf development. The steady increase in CCS52A2 dur-
ing late S and G2 likely counteracts the mitotic cyclin-dependent kinase
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(CDK) activity that builds up during these cell cycle phases [78, 66], even-
tually blocking the G2 to M transition and thereby triggering endoredupli-
cation.

However, this might be an over-simplification since, no clear endoredu-
plication phenotype was observed in 8-day old E2Fe/DEL1 knockout plants.
At this earliest developmental stage examined, the leaves were still mitot-
ically active, corresponding to high cyclin transcription rates [5]. We pro-
pose that at this stage, the cyclin production rates are so high that the cy-
clin abundance is insensitive to the counteracting action of the E2Fe/DEL1
controlled APC/CCCS52A2 activity. In contrast, when the leaf matures, the
cyclin production rates decrease, and the effects of increasing CCS52A2
levels may become apparent. The combination of decreased cyclin pro-
duction rates and increased control at the protein stability level may ensure
a unidirectional onset of the endoreduplication program.
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Chapter 6

Conclusions and future work

6.1 Conclusions

In this thesis we developed two mathematical models and innovative sim-
ulation techniques for systems biology relevant to plant growth and devel-
opment. Here we discuss the progress represented by these models and the
conclusions that we could draw from this work.

6.1.1 Conclusions related to the epidermal cell division
model

The lower leaf epidermis of the plant Arabidopsis thaliana consists of two
cell types, stomatal guard cells and pavement cells. Stomata are small
pores on the surface of leaves whose aperture is controlled by two guard
cells. In this study we concentrated on the development of epidermal leaf
cells in Arabidopsis to investigate the role of cell size and cell age in cell
division and cell differentiation. We also studied the evolution of the cell
cycle duration during development. We considered the initiation and reg-
ulation of precursor cells that form guard cells and pavement cells; this
study is restricted to the number and sizes of pavement and guard cells.
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We built a computational framework to describe the development of the
leaf epidermis. The model includes a number of parameters, among which
the cell cycle duration and the growth rates of pavement and guard cells,
as well as two thresholds for the area of pavement and guard cells. The
model is based on a map from the size distribution of pavement and guard
cells on a given day to the distributions on the next day.

From the biological point of view we obtained the two following im-
portant results. The first rather unexpected result is that the average cell
cycle duration is nearly constant during leaf development. The second un-
expected result is that there is no evidence for the existence of a size thresh-
old, hence the cell size in itself does not determine whether the cell is in its
division phase. Moreover, we found in the study of the model that small
cells grow faster than large cells during leaf development. This realization
convinced biologists (Lieven de Veylder, Stijn Dhondt and et al.)1 to de-
sign new experiments. They performed live imaging of epidermal cells in
the leaf independently of the model. Confocal imaging allowed them to
measure relative growth rates of individual pavement and guard cells over
a period of 36 hours. Cell tracking experiments on leaves confirmed that
pavement cells smaller than 300µm2 grow faster than larger ones. Inter-
estingly, they could also observe that small guard cells (< 100µm2) grow
faster than larger ones.

6.1.2 Conclusions related to E2Fe/DEL1 activity

The experimental studies of the expressions of CCS52A2 and the level
of atypical E2F transcription factor, E2Fe/DEL1 in a synchronized cell
culture revealed that the E2Fe/DEL1 inhibits CCS52A2 expression. The
model proposed for the E2Fe/DEL1 activity during leaf development, per-
mitted an in silico visualization of the cell cycle phase dependent relation-

1PSB/VIB, Ghent University
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ship between E2Fe/DEL1 and CCS52A2 in a developmental context. The
results revealed that decreasing E2Fe/DEL1 levels during leaf maturation
triggered a preferential increase in CCS52A2 transcripts during the late
S-G2 and M phases. These data suggest that E2Fe/DEL1 controls the cell
cycle phase dependent CCS52A2 transcription profile in a developmentally
dependent manner.

6.2 Future work

In this thesis a number of important new conclusions were reached on the
behaviour of cell division during leaf development and on the molecular
vision of endocycle onset. However, simultaneously a new number of is-
sues arose, that could be achieved in a follow-up of this thesis.

6.2.1 Future work related to the epidermal cell division
model

• Different growth model
One of the conclusions of the study of epidermal cell division is that
the growth rate of both cell types, pavement and guard cells, are size
dependent. Although we let the growth rate vary in the model during
leaf development, meaning that it can depend on some internal fac-
tors, it would be more appropriate to replace the exponential growth
model with formula that takes into account the size of the cell as an
independent variable for the growth rate.

• Applying the model to the analysis of mutants
Since the model is a general model which is valid for similar pop-
ulations, it can be easily run for different mutants affected in cell
division or/and cell expansion to compare with wild type. Moreover,
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implementation of the model for different systems can help to check
the model results and improve it in a simple way.

• Applying the model to produce a visual development of the vir-
tual leaf
Another notable work that we have intended to do it, is, applying the
results of the model in a computer simulation to produce a virtual
leaf and observe the development process virtually. This virtual leaf
can be used to compare with the actual samples, and to review the
results of the model. For this reason, it is necessary to produce the
images and movies by using appropriate software such as L-studio2.

• Introduce some other cell types and extend the model
Stomatal development in Arabidopsis invariably requires three dif-
ferent precursor cells, the meristemoid mother cell (MMC), the meris-
temoid (M), and the guard mother cell (GMC). The pathway of stom-
ata begins with the selection and asymmetric division of the MMC.
Also the sister cell to meristemoid may differentiate into pavement
cells, large jigsaw puzzle-shaped cells that undergo endoreduplica-
tion or become MMCs and start a new stomatal lineage or divide
symmetrically and produce two cells that can independently follow
one of these three fates.
To our knowledge, no data are available for the number of meriste-
moid cells, sister cells and mother meristemoid cells. This thesis is
restricted primarily to the number of pavement and guard cells.
However some of the other cells which exist in the stomatal pathway
can be used to extend the model. This can be a challenge for both
biologists and modellers to see how they can distinguish the other

2L-studio is Windows software for creating simulation models and performing virtual
experiments using L-systems (http://Algorithmicbotany.org/).
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cells in the stomatal pathway and produce kinematic data for them
to use in the extended model.

• Experimental observation of the cell size threshold
As we saw in Chapter 4, the model does not point to the existence of
a size threshold for cell division. For this purpose, we open a discus-
sion with the biologists to study the possibility of empirical testing
of this conclusion. For instance, one way to experimentally study
the size threshold is to see whether very large cells can divide during
leaf development. Another way to check this result is to consider cell
division in a small part of leaf at nearly the end of development with
large cells and build a simple model that contains the size threshold
as a free parameter. The simulation of this model and comparison
of the result of this simple model with the experimental observations
could help to confirm or negate our conclusions.

6.2.2 Future work related to E2Fe/DEL1 activity

We demonstrated that E2Fe/DEL1 regulates the temporal expression of
CCS52A2 but not that of CCS52A1, implying that independent signalling
pathways control the timing of endocycle onset and/or progression through
the endoreduplication program. In Arabidopsis, endoreduplication is an in-
tegral part of the leaf development. The presence of multiple pathways pro-
tect plants from uncontrolled cell proliferation. A goal for future work is to
recognize the other components active in the small network of E2Fe/DEL1
and CCS52A2. By adding the new factors and extending the network, we
can better study the system which is responsible for endocycle onset. For
this reason, we can either extend the network and add new unknown fac-
tors in the model and predict the behaviour of these unknown factors such
as transcription factors or identify experimentally the other transcription
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factors involved in the cell cycle controlling system. These both help to
make the whole pathway more clear and to understand the whole system
of controlling the cell cycle process during leaf development.
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Glossary

Abaxial On the side that is away from the axis or cen-
tral line, usually on the underside, 47

Activator An activator is a DNA-binding protein that
regulates one or more genes by increasing
the rate of transcription, 100

Adaxial On the side that is towards the axis or central
line, usually on the upper side, 47

Auxin Any of a group of hormones that regulate
plant growth, particularly by stimulating cell
elongation in stems and inhibiting it in roots.
For example, auxins influence the growth
of stems toward light (phototropism) and
against the force of gravity (geotropism).
Auxins also play a role in cell division and
differentiation, 47

Cell differentiation Cell differentiation is a process in which a
generic cell develops into a specific type of
cell in response to specific triggers from the
body or the cell itself, 48
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Cell expansion Cell expansion is increase in cell volume.
The mechanics of cell expansion is central
to the regulation of cell shape and division,
49

Digitization Digitization is the representation of an ob-
ject, image, sound, document or a signal
(usually an analogue signal) by a discrete set
of its points or samples. The result is called
digital representation, 75

Enzyme Enzymes are proteins that catalyse (i.e.,
increase or decrease the rates of) chemi-
cal reactions. In enzymatic reactions, the
molecules at the beginning of the process
are called substrates, and the enzyme con-
verts them into different molecules, called
the products. Almost all processes in a bio-
logical cell need enzymes to occur at signif-
icant rates. Since enzymes are selective for
their substrates and speed up only a few reac-
tions from among many possibilities, the set
of enzymes made in a cell determines which
metabolic pathways occur in that cell, 1

Epinasty Increased growth of the upper surface of a
plant part, such as a leaf, resulting in a down-
ward bending of the part. The opposite of
epinasty is, hyponasty, an increase in growth
in a lower part of a plant causing it to bend
upward, 70
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Flow cytometry Flow cytometry is a technology that simul-
taneously measures and then analyzes mul-
tiple physical characteristics of single par-
ticles, usually cells, as they flow in a fluid
stream through a beam of light, 103

Gene A gene is a unit of heredity in a living organ-
ism. It normally resides on a stretch of DNA
that codes for a type of protein or for an RNA
chain that has a function in the organism. All
living things depend on genes, as they spec-
ify all proteins and functional RNA chains,
xi

Least squares The least squares solution of a system of
equations minimizes the sum of the squares
of the errors made in solving every sin-
gle equation. Least squares problems have
two categories: linear least squares and non-
linear least squares, depending on whether or
not the residuals are linear in all parameters,
34

Mass action law Mass action kinetics define chemical reac-
tion rates as a product of a rate constant and
the concentrations of the reactants. Both for-
ward and reverse rates can be specified, 16
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Michaelis-Menten kinetics An approximation of mass action kinetics
typically used for enzymesubstrate interac-
tions when the concentration of the substrate
is in excess of the enzyme. Conservation of
mass and applying the equilibrium assump-
tion on the intermediate complex reduces the
number of equations, 11

Objective function A function used to measure the goodness of
a model. A common example is deviation
from an ideal behaviour, which we attempt
to minimize for parameter estimation, 32

Organismal theory In plants, the organismal theory refers to
the idea that during plant growth/evolution
the original cell expanded into the whole or-
ganism. This is opposed to the cell theory
that states that a cell multiplies into many
cells with the original cell being equivalent
to many, 7

Parameter estimation The regression process by which parameters
are estimated by comparing model output to
experimental data, 32

Precursor cells Precursor cells are cells capable of differen-
tiating into one or two closely related final
forms., 55

Prediction An outcome obtained by executing a model
and that has not yet been obtained experi-
mentally or used in calibration, 23
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Proliferating Multiplying or increasing in number. In bi-
ology, cell proliferation occurs by a process
known as cell division, 51

Protein Proteins (also known as polypeptides) are or-
ganic compounds made of amino acids ar-
ranged in a linear chain and folded into a
globular form. The sequence of amino acids
in a protein is defined by the sequence of a
gene, which is encoded in the genetic code,
xv

Protein Kinase A protein kinase is a kinase enzyme that
modifies other proteins by chemically adding
phosphate groups to them (phosphorylation).
This class of proteins is further separated
into subsets such as PKC alpha, PKC beta,
and PKC gamma, each with specific func-
tions. Phosphorylation usually results in a
functional change of the target protein (sub-
strate) by changing enzyme activity, cellular
location, or association with other proteins.
Up to 30 proteins may be modified by ki-
nase activity, and kinases are known to regu-
late the majority of cellular pathways, espe-
cially those involved in signal transduction,
the transmission of signals within the cell, 3

qRT-PCR quantitative Real Time Polymerase Chain
Reaction (qRT-PCR) is a technique which is
used to amplify and simultaneously quantify
a targeted DNA molecule, 101
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Repressor A repressor is a DNA-binding protein that
regulates the expression of one or more
genes by binding to the operator and block-
ing the attachment of RNA polymerase to
the promoter, thus preventing transcription
of the genes. This blocking of expression is
called repression, 100

Simulation The process of using mathematical models to
study the responses and properties of a sys-
tem under differing conditions, usually dif-
ferent parameter values and occasionally dif-
ferent model structures, 11
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Index

p-value, 66
Arabidopsis, xi, xiv, 8, 10, 30, 69,

107, 117
Lineweaver-Burk, 22, 23
quasi-equilibrium assumption, 19, 21,

28

abaxial, 51
activator, 100, 101
Adair model, 28, 29

binding site, 24

carrying capacity, 31
CDK, 4, 5
cell

cycle, 1, 2, 49, 50, 55, 57–59,
62–65, 71–73, 79, 80

division, 2, 48–56, 59, 62, 63,
68, 69, 71–73

expansion, 48–50, 52, 55, 63,
65, 69–71, 73

proliferation, 48, 54, 69
size, 49–52, 54–56, 61, 66–69,

72, 73, 84, 94
type, 49, 70

cooperativity, 24, 27
correlation, 61, 78, 81, 101, 103, 105

derivative-free optimization, 41
dimer, 25
DNA, xii, 2–5, 7, 9, 24, 99, 100

endocycle, 2, 59, 100, 101, 111
endoreduplication, xii, xiii, xv, 9, 10,

99–101, 107, 109, 111, 112,
116, 117

enzyme, 2, 18, 20
enzyme kinetic, 18, 20, 23
equilibrium, 19, 21, 22, 24–26
exponential growth, 29, 30

Fermat’s theorem, 33
fractional saturation, 24–29

gene expression
transcription, 4, 101, 103, 109–

112
growth model, 28, 30

Logistic, 30, 31
Malthusian, 29, 30

growth rate, 29, 64–66, 69, 70, 73,
75, 89
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guard cell, 48–50, 52–55, 57–61, 63–
67, 69–72, 75, 77–84, 89,
90, 92, 93

Hessian, 34, 36, 37, 39, 40
Hill
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secant method, 38
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steady state approximation, 22
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tangent hyperbolic function, 14
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[68] E. Ramirez-Parra, M. A. López Matas, C. Frndt, and C. Gutierrez,
Role of an atypical e2f transcription factor in the control of arabidop-
sis cell growth and differentiation, Plant Cell 16 (2004), 2350–2363.

[69] G. V. Reddy, M. G. Heisler, D. W. Ehrhardt, and E. M. Meyerowitz,
Real-time lineage analysis reveals oriented cell divisions associated
with morphogenesis at the shoot apex of arabidopsis thaliana, Devel-
opment 131 (2004), 4225–4237.

[70] D. Reinhardt, T. Mandel, and C. Kuhlemeier, Auxin regulates the
initiation and radial position of plant lateral organs, Plant Cell 12
(2000), no. 4, 507–18.



“Main”
2011/1/31
page 136

i

i

i

i

i

i

i

i

136 Bibliography

[71] C. Roberts, Ordinary differential equations: Applications, models,
and computing, Chapman-Hall, 131–135, 2010.

[72] A. H. K. Roeder, V. Chickarmane, A. Cunha, B. Obara, B. S. Manju-
nath, and E. M. Meyerowitz, Variability in the control of cell division
underlies sepal epidermal patterning in arabidopsis thaliana, PLoS
Biol 8 (2010), e1000367.

[73] S. Savaldi-Goldstein, C. Peto, and J. Chory, The epidermis both
drives and restricts plant shoot growth, Nature 446 (2007), 199–202.

[74] V. Schaeffer, C. Althauser, H. R. Sccherbata, W. M. Deng, and
H. Ruohola Baker, Notch dependent fizzy related/hec1/cdh1 expres-
sion is required for the mitotic to endocycle transition in drosophila
follicle cells, Curr. Biol. 14 (2004), 630–636.
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