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| ntroduction




When | started the research for my Ph.D., in October 1993, | planned to study neutrino scat-
tering reactions on atomic nuclei. Of late years, neutrino-nucleus scattering has caughtalot
of attention in connection to astrophysical topics like the supernova explosion mechanism
and supernova nucleosynthesis. Especially for this last topic, neutrino-nucleus cross-
sections are necessary ingredients for understanding the mechanisms at work. Though
most of the nuclei are synthesised via the long known s- and r-processes (neutron capture
and beta decay), the origin of some nuclei cannot be explained in this way. Neutrino in-
duced reactions might play a central role in the synthesis mechanism of nucléiike

19 p 1807, Also in the supernova explosion mechanism neutrinos play an important role.
The most abundant elements in the outer shells of a supernov& aré’C’, '°0O, ** Ne
and?®Si. Here it is important to know how much energy the neutrinos can transfer from
the core to the envelope of the supernova. The plan was to calculate neutrino-nucleus
scattering cross-sections 814’ 1°0, 2° Ne and perhap®’ F'e, using a continuum random-
phase approximation (CRPA). A CRPA code developed by Jan Ryckebusch for the study
of electron scattering on atomic nuclei, was modified for the study of weak-interaction
processes, particularly neutrino scattering. ér this worked fine. Becauséo is a
double-magic, spherical nucleus, the CRPA is a rather good approximation to the real
many-body system. However, foiC, | observed that the results are quite sensitive to the
specific structure that is assumed for the ground state. In the energy regime of interest
(excitation energies about 10 to 20 MeV), an accurate description of the deformation and
the correlations in the ground state of these nuclei is needed in order to obtain a realistic
description of the neutrino-nucleus scattering reactions. The CRPA does not describe the
ground state of nuclei such & and?° Ve well enough to obtain accurate values for

the neutrino scattering cross-sections. A second problem is the fact that CRPA assumes
the nucleus to be in its ground state before interacting with a neutrino. In supernovae
the temperature can be extremely high, of the ordendk (= 0.5 to 1MeV). At such

high temperatures, some nuclei will be in an excited state prior to the interaction with a
neutrino. This can have a considerable effect on the neutrino-scattering cross-section (see
chapter 7).

In the spring of 1995, during a workshop at the ECT in Trento, | learned about the
'shell-model Monte-Carlo method'. It is a quantum many-body technique that allows the
calculation of exact results, up to controllable statistical and systematical errors, in much
larger model spaces than the shell-model methods based on diagonalization. Furthermore,
itis a finite temperature method. The basic idea of the method is to expand the Boltzmann
operatore=?" as a sum of exponentials of one-body operators. Exponentials of one-
body operators can be handeled numerically using a matrix representation for Slater
determinants. The number of terms in the sum is too large to compute them all. A limited
sample of terms is used instead, to obtain a statistical estimate of the true quantities. The
fact that the method can take into account complicated correlations and finite-temperature
effects in the initial state, makes it interesting for the study of neutrino scattering on nuclei
like *2C and?° Ne. Disadvantages of the method are that it requires quite a lot of computer
power and that, for most systems, the calculations at low temperature are spoiled by the so
called 'sign problem’ (see section 4.5). | decided to develop a shell-model Monte-Carlo
code for the study of neutrino-nucleus scattering reactions.

In the following year | experienced that this was not at all a simple task. | spent quite
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some time on the development of an accurate algorithm for the evaluation of canonical
many-body traces. This lead to a new algorithm for the calculation of the coefficients
of the characteristic polynomial of a general square matrix, presented in section 4.3. A
second problem was the stabilization of the calculations at low temperature. A solution
was found in literature (see section 4.6.1). Together with the algorithm for the canonical
traces, it allowed a very accurate evaluation of the canonical trace of the exponentials of
a one-body operator. At this stage, calculations were performed for the Hubbard model.
(see chapter 7). Because this model has been studied extensively using quantum Monte-
Carlo methods, it served as an ideal test case for the method. By the spring of 1996, |
started calculations for atomic nuclei. A model was set ugdee;,, using a harmonic-
oscillator plus pairing plus quadrupole Hamiltonian, and a discrete model spacéOwith
single-particle states. However, the Markov chain for the Monte-Carlo sampling failed to
converge. Too many Markov steps would be needed to obtain accurate results and each
Markov step required too much computer time. for the quantum Monte-Carlo calculation
to be feasible.

It forced me to take a closer look on Markov-chain Monte-Carlo methods. This resulted
in chapter 3 of this work. A study of the convergence properties of Markov-chain Monte-
Carlo methods lead to a much better understanding of the convergence and to some rules
of thumb for the construction of transition kernels. | implemented a practical way to
determine error limits and optimized the number of Markov steps between successive
evaluations of observables. The possibility of variance reduction in Markov-chain Monte-
Carlo methods was studied. In order to speed up the computation of each Markov step, an
improved sampling scheme was implemented (see section 4.6.2). In order to improve the
performance of the method, | elaborated on decompositions based on rank-one and rank-
two operators (see section 2.2.2). As a result, an alternative to the Hubbard-Stratonovich
transform was found, which allowed faster calculations for the Hubbard model and the
nuclear pairing Hamiltonian, among others. By the end of 1996, all these building blocks
were put together to form a powerful quantum Monte-Carlo method for the fermionic
many-body problem. The Hubbard model was studied as a test case. The results of these
calculations are presented in chapter 5. As a first real application, the nuclear pairing
Hamiltonian was studied (see chapter 6). Excellent agreement with exact results was
obtained for the exactly solvable nuclear pairing model with degenerate single-particle
levels. Thermal properties of a mean-field plus pairing model for nuclei in the Fe region
were obtained. Up to controlable statistical (number of Markov steps) and systematical
(number of inverse temperature intervals) errors, these results amount to an exact solution
of the model at finite temperature. As such the method is more powerful than approximate
techniques such as BCS. Furthermore, it can handle much larger model spaces than
diagonalization techniques. A major drawback of the method is the 'sign problem’ (see
section 4.5). For most systems, it spoils the calculations at low temperature. However, |
observed that for a lot of systems the method can still be used at temperatures at which
the system is almost completely cooled to its ground state, such that there is no need to go
to even lower temperatures.

It was not straightforward to find a good name for the quantum Monte-Carlo method.

¢ “shell-model quantum Monte-Carlofls to restricted, because the method can be
applied equally well to other fermionic many-body models than the nuclear shell



model, e.g. to the Hubbard model.

¢ “auxiliary-field quantum Monte-Carlo'is used in literature to indicate the quantum
Monte-Carlo methods that are based on the Monte-Carlo integration over the aux-
iliary fields o that arise in the Hubbard-Stratonovich transformation of the operator
e=PH2 (see section 2.2.1). Because alternative decomposititions were developed for
the operatoa@—f”H?, that are not based on auxiliary fields, this name is not appropriate
any more.

e “projector quantum Monte-Carlo’is used in literature to indicate the method with
ground-state projection, as discussed in section 4.4. This name is not appropriate
for the application of the method in the canonical nor grand canonical ensembile.

¢ “grand-canonical quantum Monte-Carla% used in literature to indicate the method
applied in the grand canonical ensemble. This name is not appropriate for the
application of the method in the canonical ensemble nor for the ground-state-
projection method.

¢ “determinant quantum Monte-Carlols used in literature to indicate the method
applied in the grand canonical ensemble and the method with ground-state projec-
tion. The evaluation of the weights in these methods is based on the evaluation of
determinants. However, in the canonical ensemble, no determinants are needed.
Therefore this name is not appropriate either.

Because the method, in any form, is based on the expansion of the Boltzmann operator
in a sum of terms that each can be handled easily using a matrix representation for Slater
determinants, | decided to use the nafBéater-determinant quantum Monte-Carlo”
method (SDQMC) in this work to indicate the method, in any of its forms. Thus, in
this work, SDQMC is used as a general term for the shell-model quantum Monte-Carlo,
auxiliary-field quantum Monte-Carlo, projector quantum Monte-Carlo, grand-canonical
guantum Monte-Carlo and determinant quantum Monte-Carlo methods.

In the near future, the improved SDQMC will be applied to the study of neutrino-nucleus
scattering reactions (see chapter 7). Another topic for futher research is the implementation
of an algorithm for the inverse Laplace transform, in order to calculate strength functions
and perhaps level densities (see section 4.1). Furthermore, for the study of atomic nuclei,
attention will be paid to the separation of the spurious center-of-mass motion from the
intrinsic excitations.

This work consists of two parts. Inthe first part, the SDQMC method is presented. Chapter
1 introduces the basic notations and a matrix representation for Slater determinants. Using
this matrix representation, the exponential of a one-body operator can be handled easily
in a numerical way. In chapter 2, several ways are presented to decompose the Boltzmann
operatore—ﬁﬁ, which is generally the exponential of a two-body operator, into a sum

of exponentials of one-body operators. A self-contained discussion of Markov-chain
Monte-Carlo methods is given in chapter 3. The building blocks presented in chapters
1 to 3 are brought together in chapter 4 to constitute the Slater-determinant quantum
Monte-Carlo method. Special attention is given to the 'sign problem’. In the second part,
the application of SDQMC to several specific fermionic many-body systems is discussed.
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Results for thel x 4 Hubbard model are presented in chapter 5. SDQMC calculations
for the nuclear pairing Hamiltonian are discussed in chapter 6. Finally, an outlook for
SDQMC calculations of neutrino-nucleus scattering cross-sections is given in chapter 7.
The computer calculations for this work were performed on Digital workstations (Alpha
3000-600 and Alphastation 255/300MHz systems with a Digital-Unix operating system)
and a PC (Pentium-Pro 200-MHz processor, with a Linux operating system).






The method

Overview

Chapter 1 introduces the basic notations and a matrix representation for Slater de-
terminants. Using this matrix representation, the exponential of a one-body operator
can be handled easily in a numerical way. The evaluation of the canonical or grand
canoninal trace then amounts to the evaluation of the characteristic polynomial or the
determinant of a matrix of moderate dimensions (the dimension equals the number
of single-particle states taken into account in the model). In chapter 2, several ways
are presented to decompose the Boltzmann opetattf, which is generally the
exponential of a two-body operator, into a sum of exponentials of one-body opera-
tors. In this way, the expressions for the traces of exponentials of one-body operators
can also be applied to the Boltzmann operator. Because the number of terms in
the decomposition is overwhelmingly huge, a complete summation is impossible.
Instead, Markov-chain Monte-Carlo methods are used to draw a sample from them
and to evaluate the sum statistically. A self-contained discussion of these Markov-
chain Monte-Carlo methods is given in chapter 3. The building blocks presented in
these chapters are brought together in chapter 4 to constitute the Slater-determinant
guantum Monte-Carlo method. This method allows the study of ground-state proper-
ties and thermodynamical properties in the canonical and grand canonical ensemble
of discrete fermionic many-body systems. Special attention is given to the 'sign
problem’.






Fer mionic many-body theory with
Slater determinants

1.1 Notations

Slater-determinant quantum Monte-Carlo methods (SDQMC) are based on the expansion
of the thermodynamic partition functioty; = Tr (e—ﬁH) of a fermionic quantum many-

body system as a sum of traces of operators that have numerically manageable form.
This form is based on a matrix representation of Slater determinants. We would like to
emphasize the difference between the Hilbert space of many-body states and the space of
matrix representations of Slater determinants. The connection between the two will be
made through the space of single-patrticle states. In order to avoid confusion and to allow
a sound description of the SDQMC the following notations are used:

e U @, ...: uppercase Greek letters for many-body states. The corresponding many-
body wave functions are denoted &X' ), (X)), with X = (24,...,24) a gen-
eralized coordinate. Note that many-body wave functions that differ by a constant
factor represent the same many-body state.

e ¢, 0,.... lowercase Greek letters for single-particle states. The corresponding
single-particle wave function is denoted witfi). Note that single-particle wave
functions that differ by a constant factor represent the same single-particle state.

® ©1,p2,...,pN.. the basis states of the one-particle spadg. is the number of
basis statesS = {¢1, ¢2,...,¢ng IS the set of basis states of the single-particle
space.

e M, ...: matrices, in particular the representation matrices of Slater determinants,
will be denoted with uppercase Roman letters.
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° ap, &L: annihilation and creation operators for a particle in siate
= &L&k: number operator for state,.

o P = Zk,;[ﬁ]mlal . uppercase Roman letters with a hat for one-body operators;
square brackets around a one-body operator denote the matrix defirﬁéﬁdb#
(k] Pler)-

e [.V,...: uppercase Roman letters with a hat for many-body operators.

The following symbols will occur often in this work:
e NN is the number of particles.

e 3 is theinverse temperaturen literature sometimes referred to as theaginary
time

e N isthe number of single-particle basis states, in other words the dimension of the
single-particle spacs.

e N, is the number of inverse temperature intervals, in literature sometimes referred
to as the number dime slices

1.2 Many-body statesand Slater determinants

1.2.1 Themodel space

Since computers can only work with finite discrete numbers, any numerical many-body
technique needs a discretization at some level. Even so cabedinuumRPA tech-
nigues’ require a discretization of the coordinate or momentum space. In the nuclear
shell model, one mainly neglects the degrees of freedom of the deeply bound nucleons.
Only a few valence particles distributed over a number of valence-orbitals, in the outher
shells of the nucleus, are taken into account as degrees of freedom of the system. One
then constructs a modelspace of configurations of these valence nucleons with a definite
rotational symmetry. The Hamiltonian is diagonalized in this modelspace in order to
determine energy-levels and other observables. Though this is a serious truncation of the
complete many-body space, the shell model, especially around half-filled shells, still leads
to model spaces that can hardly be handled with present day computers.

In SDQMC, the basic discretization is done on the level of the single-particle states: one
considers only a limited sét of discrete single-particle states. These states can be energy
eigenstates in a mean-field potential, as in the nuclear shell model; they can be sites on
a cristal lattice as in the Hubbard model; they could be momentum eigenstates in other
applications. The many-body states are constructed by distribdtipgrticles over these

N single-particle states. Their wave functions are antisymmetric funcliony on S,

with X = (z4,...,2x) a generalized coordinate, € S for: = 1,..., Ns. This leads

to a finite discrete Hilbert spade with dimensionNy = () = Ns!/ [N!(Ns — ).



1.2 Many-body states and Slater determinants 11

This is the model space for SDQMC. On high-performant computers SDQMC can handle
systems with 100 particles distributed over 200 single-particle states, leading to many-
body spaces of dimensia®’. Diagonalization techniques are limited to systems with

a number of many-body states of the ordet@f. This indicates the power of SDQMC
methods.

1.2.2 Sater determinants

A special set of many-body states is formed by the states whose wave function can
be written as an antisymmetrized product’ofdifferent single-particle wave functions.
These states are call&later determinantsA neccesary and sufficient condition [1] for

a fermionic many-body stat& to be a Slater determinant is

U(y1,y2, @3y ooy 2N )W (Y3, Yay T3,y .o, N) +
U(y2, ys, @3y oo 2N )W (Y1, Yay T3,y .o, N) +
U(ys, y1, T35« 2N)W (Y2, Ya, 23, ..., an) =0 (1.2)

for all values of the coordinates, ..., xn, y1,...,y4. If U(X) is the antisymmetrized
product of N single-particle wave functions; (z), ..., ¢¥n(x) then¥(X) can be written

down as
@/)1(51?1) T ¢1($N)
U(xy,...,xn) = det : : \ (1.2)
vn(z1) o dn(aw)
a notation first used by Slater. Hence the name 'Slater determinants’. We will use this

term to refer to the many-body stabe not just to the determinant used in 1.2. For a Slater
determinantl, a set of unnormalized single-particle wave functions is given by

with Y = (y1,...,yn) a fixed point inS", ¥(Y') # 0, andYj,,_,; the point obtained
by replacingy; in Y with x. For every Slater determinafit there exist many sets of
single-particle wave functions, to every det; (), ..., ¢¥n(z)} of linearly independent
single-particle wave functions corresponds one Slater determinant.

1.2.3 A matrix representation for Sater deter minants

Because the single-particle space is finite and discrete, single-particle wave functions can
be represented hys-dimensional column vectors:

<991|¢>

b s <992:|¢> (1.4)
<99Ns|77b>

This leads to an interesting matrix representation for Slater determinanit§XIf is the
antisymmetrized product af; (¢), . .., ¥y () thenW¥ can be represented by thg x N
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matrix M given by

(erlen) - (elvw)

P (1.5)

(onaln) - (oelon)

Every Slater determinanit can be represented by many differé¥g x N matrices, to
every non-singulais x N matrix M corresponds one Slater determindpt. Singularity

of M would mean that two or more particles occupy the same single-particle state, which
is forbidden by the Pauli prinicple. This matrix representation for Slater determinants is
useful because of two properties:

¢ the overlap between two Slater determinants can be written as the determinant of
the product of the representation matrices:

(g, [Was,) = det (MlT MQ) : (1.6)

e the result of the exponential of a one-body operdtarorking on a Slater deter-
minant¥,, can be represented by the operation of the exponential dfsarn Ng
matrix P on the matrix representatiovi of of U ;:

Py = g, (1.7)

with the matrixM’ given by )
M = elP1pr. (1.8)

Here[P] is the Ns x N matrix defined by
[P = (6:|P|6;). (1.9)

This last property is a corollary of the 'Thouless theorem’ which states that the exponential
of a one-body operator transforms Slater determinants into Slater determinants [2]. It
constitutes the cornerstone of SDQMC: the representation of exponentials of operators on
the many-body spac# by operations with matrices of dimensidg x Ns or Ns x V.
Note that in general

q}M1+M2 7£ q}M1 + q}M2' (110)

A special set of Slater Determinants is formed by the Slater Determinants that can be
represented by a matrix with one element set to 1 in every column and the other elements
set to 0. This set, which we will denote with, constitutes a basis for the entire Hilbert
space.

1.2.4 Many-body tracesof exponentials of one-body operators

The matrix representation for Slater determinants allows a handy way to calculate the
many-body trace of the exponential of a one-body operator.
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Let {7 be an operator that transforms a Slater determitrantepresented by th&s x N
matrix M into the Slater determinanit), represented by the matriX’ = U M, wherel/
isanNs x Ng matrix. An example of such an operatbis the exponential of a one-body
operator, or a product of exponentials of one-body operators.NFparticle trace of the
operator/ is given by

A A NH A
Try (U) = (/0 |@;), (1.11)
=1
where{®,,..., ®y,, } is a complete basis for th€-particle Hilbert spacé{. One such a

basis is the sel,. These Slater determinants are represented by mafiiges. ., By, }
which have in every column one element equal to one and all the other elements equal to
zero. The trace now becomes

Ny .
Try (U) — Z(@AU@Z} (1.12)
Ny .
= > (U5, |U|V5,) (1.13)
o
= Z<\I}Bz \I}UBi> (1.14)
= %det (BZ»TUBZ'). (1.15)

Because of the special form of the matridés. . ., By;,,, this trace is just the sum of all
diagonal minors of rankV of the matrix/, which is nothing else than the coefficient of
\V in the polynomiallet (1 + yU/). So we obtain that

A\
fro (i) = 10 tet L+ V)

(1.16)

x=0

In a thermodynamical language thisparticle trace is called theanonicaltrace, since it
concerns a system with a fixed number of particles. If we extend the trace to states with
any number of particlesy ranging from0 to Ns, we get thegrand canonicatrace. The
grand canonical trace for a given chemical potentiahd inverse temperatureis given

by

Troe, (0) = 3 ¥V Try (1) (1.17)
N=0
s AR
— \ (eﬁM)N (dx) diz[$1+XU) (1.18)
N=0 :
x=0
= det (1 +¢™U). (1.19)

The properties of the matrix representations for Slater determinants allow us to calculate
the canonical and grand canonical trace of the exponential of a one-body operator using
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linear-algebra techniques for matrices of dimensiénn The amount of computing
time needed for these techniques scalesVas Therefore the computing time remains
reasonable even for large model spaces.

1.2.5 Bosonic many-body states

Just like Slater determinants have wave functions that can be written as an antisym-
metrized product of single-particle wave functions, some bosonic many-body states have
wave functions that can be written as a symmetrized product of single-particle wave func-
tions. These bosonic states can be representéd by N matrices too. Non-singularity

of these matrices is not required because the Pauli principle does not apply to bosons. The
property 1.7 also holds for these states, but there is no bosonic analogy to property 1.6
and no simple algebraic expression for the canonical or grand canonical traces analogous
to expressions 1.16 or 1.17 exist. The evaluation of the overlap between bosonic wave-
functions would require the calculation of the ‘permanent’ of the matfixAZ,. (The
permanent of aVs x Ng matrix M is the symmetric analogon of the determinant. It is
given by, Mir, Moy, - Mygry, Where the sum runs over all permutationsf the
set{l1,2,...,Ns}.) The amount of computation time needed for the evalutation of the
permanent grows exponentially wifiis [3], so that calculations for large model spaces
become impracticable. Therefore the SDQMC method has no analogon for bosons.
There are however other Monte-Carlo techniques that can be applied to bosonic many-body
problems. A lot of these techniques are based on a Monte-Carlo sampling of many-body
states instead of a sampling of the many-body interactions [13]. Compared to Monte-Carlo
methods for many-fermion systems, Monte-Carlo methods for many-boson systems have
the advantage that they do not suffer from 'sign-problems’ (see section 4.5).



Decomposition of the Boltzmann
oper ator

2.1 Exponential of a sum of hon-commuting operators

If the HamiltonianZl would be a one-body operator, we could use the expressions from
the previous chapter to calculate the properties of the Boltzmann operdtér This
operator is interesting because it contains all the thermodynamic information of the many-
body system. The thermodynamic partition function of the many-body system is given
guantummechanically by the trace of this operator (in the case of zero chemical potential):

Zg =Tr (e=71). (2.1)

Here, 5 has to be understood as the inverse temperature. Thermodynamic quantities as
the internal energy/, the free energy, the entropys and more, can be derived frof
(see section 4.1):

__9In(Zy)
U= o 2.2)
A = —%, 2.3)
S = BU - A). 2.4)

Units were chosen such that the Boltzmann constant 1. Another way to use the
operatore—"# is to see it as an operator that projects onto the many-body ground state:

Up, ~ e PP, (2.5)

for large and for any many-body statiethat has a non-vanishing overlap wikty,. The
components of energy eigenstaties with a higher energy- are suppressed by a factor
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e~ PE=Fo) S if we could evaluate the Boltzmann operator accurately, we would have

a way to obtain both thermodynamical and groundstate information about the quantum
many-body system. Our aim is to do this by decomposind/ as a sum of exponentials

of one-body operators. These operators can be handled easily in the Slater-determinant
representation introduced in the previous section.

In many-body theory we are mostly dealing with two-body Hamiltonians, or even three-
body Hamiltonians. In this work we concentrate on the former. A first step will be to
separate the easy one-body pHit of the Hamiltonian// = H, + I, from the more
difficult two-body partf, in the expression for the operator®”. If £, and, would
commute, we could write

o~ B(HI+Hs) _ —BH) —fH, (2.6)

In general howevef/; and 1, will not commute. For small values of, and to second
order in we can write:

A ~ -~ el 2 A A
e~ BUHi+12) _ —BHy —OH2 | % [Hz,Hl] + O(5?). (2.7)

This means that expression 2.6 has an error of the ordét.ofVe can reduce this error
to third order ing by using the Suzuki-formula [4]:

e~ BU+IL) _ (= 5Hy =Bl =51 + ﬂ?’fx’, (2.8)
where the error tern® can be estimated by

| [[:]1, []:]1,[92” |+ 2|l [I:IQ, [ﬁ1,g2]] |
24 '

IR < (2.9)
Expressions that are correct to even higher ordgraan be derived [5], but they require
more factors in the expansion of’ (already 9 factors are needed to reduce the error to
order/3*), which makes these expressions practically uninteresting.

Expression 2.8 is only useful for small valuesiofAt higher values off, we need to split

up the inverse temperatugein a number oinverse temperature intervaldn literature,
also the termimaginary-time intervalss used. LetV, denote the number of intervals.
This leads to th&uzuki-Trotteformula[7]:

A~ ~ 3 & Nt
B TH) (e—N%<H1+H2>) (2.10)
) . . 3\ N
_ (6_%}[16_1\%}[26—%1%_'_&33) (2.11)
N;
= 6_% 16_N£tH2e_N£tHle w2 e_Nﬂt ‘e N£H2e 2w
3

D (2.12)

In SDQMC a balance has to be found between computational effortand accuracy. Because
matrix multiplications can be quite computationally demanding, the number of factors in
the expansion of~“# will determine the computational effort needed. It can be seen
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from 2.12 that the expression 2.8 does only lead to one more factor than expression 2.7,
while its error is an ordep /N, smaller. We therefore recommend to keep the error in
every interval of ordef3/N,)?, also in the decomposition ef 2 that will be described

in the next section.

We could use an expression with an error of the ofdégtV;)* per interval. If we insist

on keeping the total number of factors equal to the number of factors we would have with
expression 2.12, we could use only/4 intervals (we would have 9 factors per interval;
taking together the factors at the borders of two intervals would lead to 8 factors per
interval, compared with 2 factors per interval for expression 2.12). The total error would
be of the order of3*/(4N;)*. This error would be comparable to the error in Siezuki-
Trotter formula if NV, =~ 643. For most applications, a smaller value 19y is sufficient,

so that theSuzuki-Trotteformula is more efficient than higher order approximations.

2.2 Decomposition of exp(—(H.)

In this section we will show how the exponential of the two-body Hamiltonian can be
decomposed as a sum of exponentials of one-body operators:

exp( ——H2 Z eAe, (2.13)

If we apply this decomposition to every factmp(—%ﬁg) in 2.12, we obtain

5 0 i B i B 1 A 5 0
e_mHl er'l e_N_tHl 6A0'2 e e_N_tHl eAO'Nt e_mHl

exp(— A1)

2
N

= > =S8 Z U,. (2.14)

The operatorl/, is a product of exponentials of one-body operators and as such an
exponential of a one-body operaté;(ﬂ) itself. Therefore it can be represented by a
Ns x Ng matrixU,. This allows us to use the expressmns‘lfo( ) derived in chapter

1.

The decomposition of the exponential-ef} /1, can be achieved in many different ways.
Since we will have to evaluate the sum with Monte-Carlo techniques, there are a few
guidelines for choosing a decomposition:

e Adecomposition thatis exactis preferable to a composition thatis only approximate.
Since the Suzuki-Trotter formula 2.12 leads to an error of the ordet’ pft is
recommended to keep the error of an approximate decomposition at least of the
same order.

¢ A decomposition where all terms have a similar structure is preferable to a decom-
position which has terms of very different nature, since the former can be expected
to lead to smaller variances in the Monte-Carlo evaluation.



18 Decomposition of the Boltzmann operator

e A decomposition with less terms is preferable to one with more terms, since it can
be expected to lead to smaller autocorrelation times in the Monte-Carlo evaluation.
This might conflict with the previous guideline: sometimes it is preferable to have
more but smoother terms in the decomposition.

e Decompositions should be devised to redsiga problemsn the Monte-Carlo eval-
uation (cfr. section 4.5). Sometimes certain symmetries guarantee the positiveness
of the traces of the terms in the decompositions. In those cases it is recommended
to use a decomposition that conserves this symmetry in every term.

¢ Since matrix multiplications take most of the time in the actual calculations, decom-
positions that lead to sparse matrices are preferable to decompositions that lead to
dense matrices. Sometimes certain symmetries allow to calculate the trace of a term
by using only part of the matrix that represents the term. This can reduce the compu-
tation time considerably. In those cases it is recommended to use a decomposition
that conserves this symmetry in every term.

e For schematic interactions, the structure of the Hamiltonian often suggests a specific
decomposition.

In the next sections we will highlight certain ways of constructing a decomposition for
general Hamiltonians.

2.2.1 TheHubbard-Stratonovich transform

This decomposition is due to R. L. Stratonovich [8]. It was applied by J. Hubbard to the
partition function of quantum many-body systems [9].

The Hubbard-Stratonovich tranform for a single quadratic Hamiltonian

If 1, is a quadratic operator, i.e.

A

Hy, = — A%, (2.15)
with A a one-body operator, then the following idendity holds:

_ 30 A2
(B _ B4 _

1 2 .\ /26
— e 2 e do. 2.16
V27 /—oo ( )
This expresses the exponential of a two-body Hamiltonian as a continuous sum of ex-
ponentials of one-body operators. It is an exact decomposition, which can be seen by
expanding in orders of.: for the:!" term in the expansion one has

oA = 0A! if i is odd,

i AL L . g2 A g
ﬁ pz At = i!fjﬂ [t ole=5do B3 A' if i is even.

(2.17)

Instead of the continuous sum over texiliary field o, one can use a discrete decom-
0'2 - .
position. This is achieved by replacirig. e~z do with a Gaussian quadrature formula.
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It has been found that discrete decompositions lead to shorter autocorrelation lengths and
faster convergence in the Monte-Carlo evaluation than continuous decompositions [7, 10].
If we want the error to be of orde#?, we need a Gaussian quadrature formula that is
exact at least up " order ino. A 3-points quadrature formula suffices. This leads to a
discrete Hubbard-Stratonovich decomposition:

4+ e"'\/@"i + e_\/@"i A
= +

e=Bl — A ; R(8), (2.18)
with the error given by
A 83 .
R(B) = BAG + higher order terms i (2.19)
3
= —BHS + higher order terms ir. (2.20)

If we compare this error to the error originating from the Suzuki-Trotter formula 2.12, we
see that the former will be the dominantone. It mighttherefore be useful to use a four-point
guadrature formula in order to reduce the error and to obtain a good convergence:

A3 A2
(B _ B2 _

+V(VE+2)V60A |~/ (V6+2)V6BA +V (V6-2)VBBA | —/(V6-2)V6pA
e + e n e + e

2(v6 +2)V/6 2(v6 — 2)V/6
+R(5), (2.21)
with the error given by
4
R(B) = RAS + higher order terms i (2.22)
4
= RH;‘ + higher order terms ir. (2.23)

Extension of the Hubbard-Stratonovich decomposition for a sum of squares
of commuting operators

If the two-body Hamiltonian is minus a sum of squares of commuting one-body operators,
Hy=—A?— A2— .. — A%, (2.24)

with o
[A;, Aj] =0 foralli andj, (2.25)

we can apply the Hubbard-Stratonovich decomposition 2.16 to every quadratic term
seperately:

6—5H2

P(AT+ A+ +A2))



20 Decomposition of the Boltzmann operator

_ PATBAY | BA,
1 (o’%-l-...-l-o'?n) N N
= W / / e / em T V284 eg’"\/ﬁAmdaldaz ceedoy,
V2T

= W//"'/G_MG\/%(01141+"'+0m14;n)d0'1d02 X ddm (226)

A

Note that we made explicit use of the commutativity of the operatgrst,, . .., A,, in
step 2 and 4 of 2.26. We obtain a decomposition of the form

e P /G(U)eAcda, (2.27)
where
o = (01,02,...,0m), (2.28)
6_(05*'2'*“3”)
Glo) = W (2.29)
A, = 28 (oA 4. o dL). (2.30)

The integral over every variable can be replaced with a three- or four-points Gaussian
quadrature formula in order to obtain a sum over discrete auxiliary-field configurations.
The Hubbard-interaction is a typical example of a Hamiltonian of this type (see chapter
5).

Extension of the Hubbard-Stratonovich decomposition for a sum of squares
of non-commuting operators

If the two-body Hamiltonian is minus a sum of squares of non-commuting one-body
operators, it is tempting to use the formula 2.26 in this case too. Now however it has an
error of order3?. We illustrate this for the case of a sum of squares of two one-body
operators. Let
Hy = —A? — A? (2.31)
with

C = [A1, Ay) #0. (2.32)

Application of formula 2.26 results in
o'%-l-o'g N N
ZL//G—( 5 )e\/ﬁ(U1A1+U2A2)dO.1dO.2 —
n

s(zeiz) B (rh Th e i TA £ B o
i) 1 2 (L[]}, - {AafAne]),) - 2o
+higher order terms ipy. (2.33)

This shows clearly that 2.26 leads to an error of orgteif the one-body operators do not
commute, even if the integration over the auxiliary fields is not replaced by a discrete sum.
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The error can be reduced to ord#rin several ways. First of all, the Suzuki formula 2.8
can be used to split the exponent:

ePATHAY) Tt 35t L 05
1 _(edtoited) ( ; :
= ( 3///6 2 egl\/EAleUZ’\/ﬁA?eUS\/EAldUldogdog
27

+O(8) (2.34)

If A, is minus a sum of squares ef non-commuting one-body operators, then we
need2m — 1 auxiliary fields and exponential factors insteachofwuxiliary factors and
exponential factor if we want the error to be of ordérinstead of3>.

A similar way to reduce the error to ordét is obtained with

A24 A2 1 2 1
eﬁ(A1+A2) — ﬁA ﬁA _|_2 ﬁA 5A1_|_O(6)

_ 4 // ( 1\/_A1 02\/_A2 02\/ﬁ1‘(2601\/ﬁz41) d0'1d0'2
T

+O(5%). (2.35)

With this decomposition we need only auxiliary fields andn exponential factors if

we want the error to be of orde’. But now we have to sum over different orderings

for the operatorsﬂl, ..., A,,. In the Monte-Carlo evaluation we will now not only have

to sample the auxrllary-field configurations but also the ordering configurations for the
operatorsfll, ey A, (ascending or descending order).

If the operatorsA; are dense, the construction of the exponential operators will require a
big computational effort. The fact that 2.34 and 2.35 leaghto+ 1 or m exponentials,

is in this case a serious disadvantage. A decomposition with an error of ®rddrich

needs only one exponential can be constructed by adding terms to the Hamiltonian that
lead to a cancelation of the lowest order error terms in 2.33:

eﬁ(A2+A2) —_=
/// 5[01 (A1——[A2 ])+02(A2+ [ ])]-I—%ﬁédo.ldo.zdo.?)
27r
+o<53) (2.36)
The operatorsAl and A, are modified and an extra opera(orand auxiliary fieldr; are
introduced. For a Hamiltonian with. squared operatorzstl, ... Ay, them operators

have to be modified, which poses not much problems since this can be done once for all
operators before the Monte-Carlo sampling is done.rBut — 1)/2 additional operators

[AZ, A; ;] and as much auxiliary fields have to be introduced. If the operators .,

form a closed algebra, i.e.

A A

(A, Aj] Z FinAr, (2.37)

then these additional operators can be absorbed in the moﬁ'rfjed. ,Am. In that case

no additional auxiliary fields and operators are needed to reduce the error of the extended
Hubbard-Stratonovich transformation to order The Hamiltonian of the pairing force

in nuclear physics is a typical example of this situation (see chapter 6).
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Extension of the Hubbard-Stratonovich decomposition for a general two-
body Hamiltonian

In this subsection we prove that any Hermitian two-body Hamiltoiarcan be written
as a one-body operator minus a sum of squares of one-body operators. This means
that the Hubbard-Stratonovich transformation can be applied to any Hermitian fermionic
two-body Hamiltonian.
Let A, be given by

= 3 Vigdlalai. (2.38)

7.k, Lm

Because, is Hermitian, we can impose without loss of generality

Vi = Vi (2.39)

J

Now we introduce two-dimensional indicés= (j,), © = (m, k) and theNZ x NZ
matrix V: B B
Vauw = Vi mr) = Viemi- (2.40)

If we interchange\ eny we get from 2.39
Vir = Vi) = Vouis = V5

7kml

— Vr. (2.41)

This means thalt’ is a Hermitian matrix in the indices and .. From linear algebra we
know that a Hermitian matrix can always be broughtin a form

Vi, = Zeyv”vxw (2.42)

with ¢, a real number, e.g. by diagonalisation or bgaELT factorization [11]. Using
this form forV we get

A

_ TT
= Y Y e,

kdm Vv

= —Zey (Zv ]laal) (Zvymk&& )—I—Zey Z V() l,( 7k)5k7l&}&m
€y
— _Z:?{AU,AU}JF + B (2.43)

with )
A, =Y v, it (2.44)

and the one-body part
Z ]klk + Vk]kl) o (2.45)

]
7,1

Each terme {Ay, Al}Jr can be written as a sum of squares of operators, i 0 as a
sum of squares of two Hermitian operators:

2
Slaea), =[5 iy

lo] (A, - A1) . (2.46)

* 2
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and ife¢, < 0 as a sum of squares of two anti-Hermitian operators:

|

2
(A, - A1)

_|_

2

We can make all, positive (negative) by adding a positive (negative) constéintes the
unity matrix to the matriX/. This corresponds to adding an operator

—c Y adalai, = —calalia; = —c (N* = N) (2.48)
A=(4,0),u=(m k) 5k

A~

to the Hamiltonian, withV = > &}aj the number operator. It commutes with and

H;. Inthe canonical picture it is a scalar factor, so it can be handeled easily in SDQMC.

There is still more freedom to decompofe. Becauseili}aji,, = a}ala,.a, we can

alterV according to

Viemi = Vigmi + ¢
‘/kjlm — ‘/kjlm_cv (249)

with ¢ a complex number, without changing its physical content. The matrixelements
Viimi» Vien Or Vi have no physical meaning for fermions, so they can be given any value.
This will lead to a different decomposition éf,.

2.2.2 Decompositionsbased on rank one and rank two operators

Rank one operators

We use the term 'rank one operator’ for a one-body operator of the §binwith
by = byjag, by =" byji;. (2.50)
j j

An operator of this form can be handled easily in the matrix representation for Slater
determinants introduced in section 1.2.3 because it can be represented by an operation
with a matrix of rank one:

whereb; and b, are considered as row vectors. Thus matrices of rank one are related

to one-body operators of rank one. Since our aim is to construct representations for
exponentials of operators, it is interesting to notice that

el = 4 (e—ﬁ{émh _1) bib, = 1+ (e—ﬁbﬂ?l —1) biby. (2.52)

The exponential of a rank one operator can be represented by a rank one matrix operation.
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Rank two operators
One can extend the expressions of the previous section to higher order operators. We use
the term 'rank two operator’ for a two-body operator of the fdrb}b;b,. The reason for

this is that such an operator can be represented by the identity matrix plus a matrix of rank
two, apart from a contribution of rank one operators.

Lemma 2.1 The operation represented by the unity matrix plus a matrix of rank two can
be expressed as a combination of rank one and rank two operators in the following way:

Proof:

Consider theV-particle Slater determinaiit,, represented by the matri{ .
Consider also a Slater determinang from the basis seD,, with particles

in the single-particle states, , ¢:,.. .., y:,. The overlap ofl,; and¥p is
given by
M;n My -+ My
My M,y -+ Mg,y
(Up|War) = : : : : (2.54)
M1 M, M; .~

The operator 2.53 transformig,; into W, with M’ = (1 + 2b{by 4 yblbs) M.
To calculate the overlap af »;» with ¥z, we have to replace every column
in 2.54:

Mill Mi/ﬂ
Migl MZ'/2]‘
MZ{Nj
M, ; + wb:’;l(b‘lMJ) + beZ(bBM.j)
M, ; + xb; 1 (b4 M ;) + yb; ,(bsM ;)

M;

~1
221 222

M+ xb? ((baM ;) + ybr ,(bsM ;)

ZNl 2N2

= ¢ +a;b] +y;bl, (2.55)

with
Ns
T; =2 Z bk4Mk]‘ (256)
k=1

Ns
yi =y > brsMy;. (2.57)

k=1
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The notation} ; denotes the vector that is given by tfi& column of M, b
denotes théV x 1 row matrix(b;,b;, - - - b;,.). The overlap is then given by

(Up|Wr) =| 1 + 51?1?71 + ylg;r ¢ + 51?2?71 + yz?;zr cor CN Tt SI?N??I + ?JN??;r

(2.58)
This determinant can be expanded as the sum of all determinants that are
obtained by selecting in every column of 2.58 one of the tarms:j?){ or
y;b1. Ifin more than one column the termb! is selected, then the determinant
has two linearly dependent columns, so it will vanish. The same for the term
y;b5. Only four types of determinants remain:

e cis selected in every column. This determinant is juist| V), 2.54.

e z;b! is selected in colump, ¢ in all others. These determinants sum up
to (U |xbibs|¥y,) (one particle is moved from stabg to stateb,).

e y,b} is selected in colump, ¢ in all others. These determinants sum up
to (U |yblbs| Wy, (One particle is moved from stabe to stateb,).

o bl is selected in colump, y;,b} is selected in columh, ¢ in all others.
These determinants sum up(tos |y b bl bsb,| U 5, ) (particles are moved
from statesd, andb; to statesy andb,).

Taking all these terms together, we find that

(Up|Uar) = (Up|1 + xblby + yblbs + wyblblbsby|Was). (2.59)
This holds for any basis staties, so that

This proves 2.53.
End of proof.

The relation 2.53 can now be used in several ways to obtain a useful decomposition for the
exponential of a general two-body Hamiltonian. A first approach is based on exponentials
of rank two operators.

Decomposition for a single rank two operator

In order to make a connection with the exponential of a rank two operator, we look at the
square of such an operator. Let the operatdre given by
Then the square of this operator is given by

= ({1}, (b}, — (b}, (B0}, ) blidbhs

_—3 (2.62)
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with v given by
7 = (bab])(b3bl) — (bsb1)(b3b]). (2.63)
By repeated application of this expression we obtain that
pr=~"1p, (2.64)
If we apply this to every term in the series expansionof , we find
e PP =1 +—[e‘ﬁw ——1]}5. (2.65)

Now we can use the relation 2.53 to obtain a matrix-representation decomposition for
e‘ﬁp:
o |1+ wblby+ yblbs| + [1 — 2blby — yblbs

e PP = 5 : (2.66)

if « andy are chosen such that
ry =e P 1. (2.67)

Decomposition based on rank two operators for a general two-body Hamil-
tonian: first possibility

Any two-body Hamiltoniani, = 3 4., ViemiélLiud,, can be written as a sum of rank
two operators’,, P,, ... Py;. A trivial example, withV2 terms, is given by

A

Pt = dlalna,,. (2.68)

Expansions with less terms will often be more useful. For any Hamiltonian, decomposi-
tions with at mostVZ/2 terms can be constructed. We can factoriz€” as a product

of exponentials of rank two operators, just like we did in section 2.2.1 for a Hamiltonian
that is a sum of squares of one-body operators, e.g. for non-comrﬂ%tj,mg

e PH2 v 5P e=5P =5 P PPy~ Puo L 3P 5 P (2.69)
For each of these factors we can use the two-term decomposition 2.66. This leads to a

decomposition for=#H2 with 22V~ terms of2M — 1 factors.

The discrete Hubbard Stratonovich transformation of Hirsch

A specific example of this type of decompositions is the 'discrete Hubbard Stratonovich
transformation’ introduced by Hirsch for the two-body Hamiltonian of the Hubbard model
[14]. The single-particle basis states have a spatial part that is a point on a lattice
(index:) and a spin part (index, T or | ). The two-body Hamiltonian has the form

H, = U fughy, (2.70)

with 7;, the occupation number operator for the state

Pis =l ds. (2.71)
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The Hirsch decomposition is given by [13, 14]

o—BURAL % Zi:l e2e0 (=)= SR (i) (2.72)
tanhz(a) = tanh éTU? (2.73)
forU > 0 and
o~ BUR A 1 e2a0(ﬁ1+ﬁ1—1)—%(ﬁ1+ﬁ1—1)7 (2.74)
2 o==%1
tanh®(a) = —tanh éTU’ (2.75)

for U < 0. Though the name 'discrete Hubbard Stratonovich transformation’ might
suggest that this decomposition is a discretized approximation to the Hubbard Stratonovich
transformation 2.16, itis actually an exact decomposition of the type 2.66. The values for
andy that correspond to this decomposition can be calculated by applying expression 2.52
to the right hand sides of 2.72 or 2.74. The advantage of this parametrization compared to
the ones with other values farandy, is that the resulting matrix representatign (not

to be confused with the interaction strenght param&fein 2.14 splits up in a spin-up

and a spin-down part that are related to one another:

_ (U O
Ug_( . Ula)' (2.76)

In the case of negativie we have that/|, = U;, and in the case of positivé we have
thatU,, = (UT‘C})_I. This makes that only half of the matrix has to be computed in order

to calculateTr (Ug), which saves a lot of computing time. Furthermore, it guarantees a
positive sign for systems with negatieand an equal number of particles in spin-up and
spin-down states and for half-filled systems with positive

Decomposition based on rank two operators for a general two-body Hamil-
tonian: second possibility

The interesting point in the decomposition of the previous section is that the exponential of
a rank two-operator is again a rank two operator, plus the identity operator. This property
not only holds for rank two operators, also for any two-body oper&tof the form

P =Y Vyalalbsb,. (2.77)
gk

The square of such an operator is given by

P = 3 VigalalbsbsVialal, boby
7kim
= 3 Vievia ({alia}, o} = {al b}, {alks} ) ajalbsb

jkim
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= Z Vit Vim (041035 — b b3r) ;r L?) by

7kim
= P, (2.78)
with v given by
T = Z Vim (barbzm — bambar) = b4TVb3 - 53TV54- (2.79)
Im
Again we find that )
P =14 e 1] P (2.80)

The right hand side is a sum of rank-two operators. We can decompose it as a sum of
operators of type 2.53:

i GO |1+ @b, ba + Yo bl b

ePP = : 2.81
Zcr’ G(U/) ( )
provided that+(o), =, ,y, andb,,, by, fulfil the following requirements:
Zcr G(U)xgi){aé‘l
2.82
ZO./ G(O'/) ( )
Zcr G(U)ygi)zaéiﬁ
0 2.83
Zcr’ G(U/) ( )
Zcr G(U)xgyg?){a?);cr o e Atat
SNETD = [e v 1] %:ijajak. (2.84)
An obvious decomposition of this type is obtained by takingdl) = 1 and
t t t t
R [1 + xjpa;bs + yjkakb:a] +2[1 — Tjpa;by — yjkakb:a] | (2.85)
n 2NZ
with
T = Ns \/| =By — 1 jk| (286)
g = sNsy/l (e = 1)V, (2.87)

with s = +1 or —1 depending on the sign c(fe—W - 1) V;x. Depending on the specific
form of the interaction, other choices 6f0), x, ,y, andb,,, by, might be better suited.

E.g. itis recommendable to include as much as possible the variation of the stvgngth

in the factorw,. This will lead to a more effective and smoother Monte-Carlo sampling,
with more weight attributed to the important parts of the interaction.

A general two-body Hamiltonian can always be written as a sum of operators of the form
2.77. At mostNZ2/2 terms are needed. For schematic interactions less terms will be
needed. E.g. the pairing Hamiltonian requires alily/2 terms. Again, we can factorize
¢~PH2 as a product of exponentials of operators ot the form 2.77, just like we did in section
22.1o0r2.2.2.
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Decomposition based on rank two operators for a general two-body Hamil-
tonian: third possibility

The expression 2.53 can be used to construct a representation for the opwaﬂé{g,
with H, a general two-body Hamiltonian. Suppose that we have a decompositiéi for
as a sum of rank two operators:

]:IQ - ZV/\?)L\?);/\?):))/\?M/\. (288)
A

Thenl + ¢H, can be represented as

Y, G(o) 1 4 2, by, + ybhbs,
1+ e, = | = Gl(a:l) il (2.89)

provided that7(o), =, ,y, and theb;, fulfil the following requirements:

Zcr G(U)xgi){az‘lg

2.

> Go) (2.90)

Z:cr G(U)ygézaziﬂa
0 2.91
S, Glo) ( )

> G(U)xgygi)h?)zgl;ggiug .

= M. 2.92
Zcr’ G(U/) ? ( 9 )

Furthermore all coefficient&/(o) have to be positive real numbers in order for Monte-
Carlo methods to be applicable. Af, is given by

Hy = > ‘/jkml&}&L&l&m (2.93)

jkim

then an obvious decomposition of this type is obtained by taking @) = 1 and

1+ wjkmla;r‘am + yjkmlazal] + [1 — xjkmla;r‘am - yjkmlazal]

1—|—6[:]2:Z[

, (2.94)
jklm 2N§
with
Tikmi = NZA/|Vigmil (2.95)
Yikmi =SNG\ Viemil, (2.96)

with s = 41 or —1 depending on the sign eV;.,;. However, this leads to large values

for z ory because of the factd¥? in the right hand side. Itis better to use decompositions
with less terms. Furthermore, itis here also recommendable to include as much as possible
the variation of the strength in the factofo).
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Now that we dispose of an exact representation for operators of thel fernd/,, we can
approximate ~“#z with combinations of operators of the foim- ¢ //,. An approximation
that is correct up to second order is given by

.1+ (1)
e Ptz 5 . (2.97)
The leading error term is given by
3
%HS. (2.98)

Though this error is of the orde#?, it is in most cases quite large compared to the
error originating from the Suzuki-decomposition 2.9, since the latter is a combination of
commutators of operators, while the former is a mere product of operators. We experienced
a very slow convergence when increasing the number of inverse-temperature intgrvals,
when we applied this decomposition to the repulsive Hubbard model.

Because such decompositions have errors proportional to powﬁ&ofthey can be
expected to be more effective than the decompositions of the second type only if the
two-body part of the Hamiltonian is small compared to the one-body part.

Better results were obtained with a fourth order decomposition:

19450 (1 - 2808)" +3 (1 - 1)’
72 '

e‘ﬁﬁ2 ~

(2.99)

Now the leading error term is of the form

5

55
501 (2.100)

2.2.3 Comparing the decompositions

We discussed a variety of ways in which the operatcﬁﬁ'z can be decomposed for
SDQMC calculations. These decompositions still have many degrees of freedom. Fur-
thermore, one can combine them and obtain hybrid decompositions. E.g. the pairing
plus quadrupole Hamiltonian can be split in two parts, pairing and quadrupole. The
guadrupole part lends itself naturally for a Hubbard-Stratonovich decomposition, while
the pairing part is more easily handled with a decomposition based on rank two operators
of the form 2.81. A comparison between all these types of decompositions would be
interesting. Because of the limited possibilities of our computer systems, we could not
make a comparison, at present, for general interactions. We had to restrict ourselves to
schematic interactions: the Hubbard model, the Pairing Hamiltonian, ... Details about
these calculations are given in the second part of this work. Concerning the different
decompositions, we can make a few remarks:

For the Hubbard model it is known that Hirch’s discrete Hubbard-Stratonovich transform
of section 2.2.2 performs better than the continuous Hubbard-Stratonovich transform of
section 2.2.1[7]. Since itis an exact decomposition for the two-body interaction, itis clear
that it should outperform the discretized Hubbard-Stratonovich transform of section 2.2.1
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too. We did calculations for the Hubbard model with decompositions of the form 2.97
and 2.99. Because of their rank-one structure these decompositions lead to much faster
matrix multiplications than the Hirsch decomposition. They also had less configurations
per inverse-temperature slice to sample over. However, the second-order decomposition
2.97 required 1000 or more inverse-temperature slices to reduce the systematic errors.
Therefore this decomposition performed much worse than the Hirsch-decomposition.
The fourth-order expansion 2.99 needs less slices to conv&rgé the order of 100), but

it leads to low acceptance rates for the Metropolis sampling algorithm (see section 3.4.1).
This can be explained by the fact that configurations that differ only in a few inverse-
temperature slices can yield completely different values for the traces. The distribution of
terms in the decomposition was not smooth enough to be sampled efficiently by Markov-
chain Monte-Carlo methods. Away from half filling, the repulsive Hubbard model leads

to sign problems. These were found to be more severe in the case of decomposition 2.99
than for the Hirsch decomposition. This shows that the sign-problem is closely related to
the form of the decomposition. So maybe the degrees of freedom, that we still have when
constructing decompositions, allow for a decomposition with less sign problems.

For the pairing decomposition we tried several decompositions of the type 2.99. They
all suffered from a very slow thermalization in the Markov-chain Monte-Carlo sam-
pling. Decompositions of type 2.81 performed very well. No comparison with Hubbard-
Stratonovich calculations was made. We expect them to be less performant, because they
require exponentiation and multiplication of dense matrices, and because they are based
on coarser approximations g2,

From this we are tempted to believe that decompositions of type 2.81 are the most
interesting ones for general interactions too: they are based on matrix operations of
rank one and two, that can be executed much faster than full-rank matrix operations. In
addition they are the most exact in decomposing the operat8r for a general two-body
interaction. This is a conjecture. Evidence hopefully follows in the near future.






M ar kov-chain Monte-Carlo methods

We will limit the discussion of Markov-chain Monte-Carlo methods (MCMC) to finite
systems (dimension i&). Because any numerical simulation is finite and discrete, this
is general enough to cover the practical applications of MCMC, especially for SDQMC.
This limitation will allow us to use results from linear algebra in order to demonstrate the
convergence of MCMC.

3.1 TheMonte-Carlotrick

Our aim is to compute a ratio of two sums

_ X f(@)w(x)

P w(a)
where the number of statesis very large, too large to make a complete summation
feasible. Nothing is said about the sign of thér). We will assume that allo(z) are
positive. The case where a fraction of thér) is negative, will be discussed in the next
chapter in the framework of SDQMC methods, when the (in)famous 'sign problem’ is
discussed. By normalizing the(x) to a probability distribution

E(/) (3.1)

__w(@)
m(x) = SITED (3.2)
E(f) can be interpreted as a weighted average:
E(f) =) fla)n(z). (3.3)

Thenx is a probabilty distribution so that

m(z) > 0V (3.4)
dow(x) = 1. (3.5)

xr
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We require a strict inequality in 3.4 in order to avoid problems with division by zero, but
the results of this chapter can easily be extended to probability distributions that vanish for
certain states. The 'trick’ of Monte-Carlo methods exists in approximating the complete
sum in 3.3 with a sum over a limited sampté!, 212, .. 2™ drawn according to the
probabilty distributionr. The central limit theorem [13] assures that for large enaugh

the sample average

Eo(f) = L3 sl (3.6)
M & ’

tends to the total averagg B. In the limit of large A/, Es(f) is normally distributed
around K f) with a standard deviation

”— ¢w (3.7)

M

The main problem of course, is to draw a samgle =2, . . . 2™ distributed according
tor.

3.1.1 Independent samplingtechniques

In order for the central limit theorem to apply, all! of the sample have to be independent.
If we have a method to draw randomly anaccording to the probability distributior{ ),
then we can generate a sample by repeating this methaunes independently. For a
number of probability distributions one can easily generate samples.

The uniform distribution

The simplest one is the uniform distribution: alare equally probable. If we number the
statesr from 1 to N, then all we have to do is to generaté random numbers between

1 and N. A lot of random-number-generator’ routines have been developed. They
generate 'pseudo-random’ sequences of numbers: each number is obtained by applying
a definite transformation on the previous numbers, but the numbers look as if they are
completely uncorrelated. Most programming-language compilers have a built-in random-
number generator. Care has to be taken with these, because often they work well for
short sequences but are too simple to generate large uncorrelated samples that are needed
for Monte-Carlo simulations [12, 13]. For our calculations we used the random-number
generating fortran routine ranl’ described in [12].

The transformation method
Some probability distributions with a simple analytical form can be generated by trans-

forming a uniform distribution: Suppose we want to sample a distributign, with the
variabley a real number. Let the functidh be defined by

M(y) = /_yoo r(t)dt. (3.8)
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If the inverse function ofl can be calculated, then we can transform a variabi@formily
distributed betwee and 1 into a variabley = I1'(z) distributed according te(y).

This method is strongly limited by the fact that one needs to kol Often one knows

only the unnormalized weight(z) instead of the normalized probability ). In order

to sample according te(z) one has to know the normalization constahtw(z), which
involves the computation of all terms, not just a limited sample. Often the state space is
too large to calculate () for all states:, because this is one of the main motivations for
the use of Monte-Carlo methods.

Von Neumann rejection

If one can draw a random variable from a distributiofi), then one can sample some
other distributionr () on the same set of statesvith a method known as "Von Neumann
rejection’: Letc be a constant such that

7(x) < emg(x) V. (3.9)
e step 1:Drawz according targ(z).

e step 2:Draw y according to a uniform distribution betweérand1.

=) then go back to step 1. Otherwiseis the result.

cmo (@)

e step 3:lf y >
The final = will be distributed according tar(x). Note that the probability that is

accepted in step 3 is equal t%f:—(x) (averaged over alt). Therefore Von Neumann
rejection will only be efficient ifc is not too big. This is only possible if there exists a
‘comparison function’r, that can easily be sampled and that differs not too much from
7. The method can also be used when only the unnormalized weightis known: just
replacer(x) with w(z) in 3.9 and in step 3. In these cases it is often difficult to determine
the constant such that condion 3.9 is met.

The method is visualized in figure 3.1.

For Monte-Carlo simulations the rejection method is often unusable. In order to ensure
that 3.9 holds one might have to calculaterdlt:). Or one has to takelarge enough so
that one can be sure of 3.9 without checking it foraallMost often this leads to a very
high rejection rate, which makes the method useless.

3.2 Markov-Chain Monte-Carlo sampling

What to do with complicated, unnormalized probability distributions ? Statistical methods
that permit to sample these distributions do exists : 'Markov-chain Monte-Carlo methods’
(MCMC). The sacrifice one has to make is that#gein a sample are no longer indepen-
dent. It has been shown that the results obtained with these samples do converge to the
exact results if one takes the samples large enough.

Markov-Chain Monte-Carlo methods like the 'Gibbs sampler’ or the 'Metropolis random
walk’ are widely used nowadays in all kinds of fields: statistical physics, statistics, econo-
metrics, biostatistics, ... Though their use is very widespread and their basic convergence
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Figure 3.1: lllustration of Von Neumann rejection: Points are generated uniformely in the region
belower(z). Points that fall in the shaded region, belay: ), are accepted. The other ones are
rejected.

properties are known for many years [18], the issue of their convergence is adressed only
superficially in physics literature. E.g. in [13] it is shown that

Il — | < [l — 7], (3.10)

which means thatl’! comes closer to the target distributierwith every Markov step.
But this does not prove the convergencer@fto r:

|7 — 7| — 0 for large j (3.11)

A lot arbitrariness also still exists in the way error limits are determined. Sampling the
Markov chain everyn steps, where: is determined so that the sampled values are nearly
independent, as is suggested in [6, 13], leads to suboptimal sampling and underestimated
error limits. Though the deviations are not dramatic, little computational effort is needed
to improve on them. In this chapter we introduce MCMC on a sound basis and discuss
convergence and error limits thoroughly.

3.2.1 Markov chains

A Markov chain is a sequence of staté¥, z[', 221+l where every:ll is drawn
statistically from a probability distributio (2", z1) that depends only oal—*! and
is independent of. This does not mean that! will be independent from:[i=2, =31,
... zl1 depends orl'~"1 andz['~'! depends onl—, thereforez!! will also depend on
21—, but not as strongly ag‘~ ",
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A Markov chainis characterized by its 'transition kernel’ P(y,, y-) gives the probability
that 21 = y, given thatz(~!1 = y,. BecauseP(y:,y.) is a probability, the following
conditions hold:

> P(a,y) =1 Va, (3.12)

and
0 < Py, y2) <1 Yyi,ys. (3.13)

In order to say something about the statistical properties of:theone needs to know
the probability distributionr () of the initial valuez["!. Let us denote the probability
distribution ofz[? with zll(z). From the way the Markov chain is constructed it follows
that

@) = Y 7y P(y,2),
71'[2](:1;) = ZW[I](Q)P(yvx)7

F[i](w) = Zw[i_l](y)P(y,x) Vi. (3.14)

Stationary distribution
A probability distributionr () for which

m(z)=>_=w(y)P(y,x) Va, (3.15)

Y

is called a 'stationary distribution’ for the Markov chain with transition kerAelFrom
3.15 and 3.14 it follows that if["! is distributed according te, thenzli+1, 242 are
distributed according te too. Under certain conditions on the transition kerRehat
will be discussed furtheron, a Markov chain will have a unique stationary distribation
and the probabilty distribution!! will converge tor for large enough. 'Convergence’
of the MCMC means that

|7V — 7| — 0 (3.16)

for large; and for some measuig||. Not only whether a Markov chain converges but
also the rate at whichizl’l — x| approache$ is an important issue. In practice, one
assumes that after a certain number of steps;.sdlye Markov chain has converged and
thatrlidl = zlo+ll = = 7. One then says that the Markov chain has 'thermalized’.
The first:, steps are called the 'burnin’ or 'thermalization’ steps.

The idea behind MCMC is to construct a transition keraluch that it has a given 'target
distribution’ = as its stationary distribution. A Markov chain is set up with this kernel.
After a number of thermalization steps, the Markov chain is assumed to have converged.
From then on the Markov steps are used to generate a samipld?, ... =M. The
Markov chain has thermalized so alf’ are distributed according te. With thesez!! a
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sample average is calculated for an observéble
1M ,
Es(f) = > f(=W). (3.17)
M =

We will demonstrate that & f) is statistically distributed around an average valigg¢)E

(the accuracy of MCMC) and that the standard deviation gffE from E( f) tends to

0 for large enoughV/ (the precision of MCMC). Because thé! are not independent
expression 3.7 cannot be used here to estimate the precision and will have to be modified.

3.2.2 Matrix notation for P and =

In order to discuss the convergence and the precision of MCMC, it is useful to introduce
a matrix notation for? and . This will allow the use of results from linear algebra.
The space of states is finite and discrete, so we can number the states fram/V:
x1,29,...2xN. (the subscripts denote the position in the ordering of all the statest to

be confused with the index of the position in the Markov chain, denoted with superscripts).
We define theV x N matrix P by

Pij = P(l’“w]) (318)

ThusP; is the probability to go from thé” to the; " state in one Markov step. Probability
distributions will be denoted a¥-dimensional column vectors, with elements

7 = w(a;), (3.19)
or also as diagionaV x N matriceslI with diagonal elements given by

Furthermore we introduce the column vector= (111...1)%.
We can immediately write down some properties:

K =, (3.21)
E'TIE = ETr =1, (3.22)
PE = E. (3.23)
Property 3.14 becomes in matrix notation
(=) = (=) P, (3.24)
Repeating this times, we find
(=) = (1) P, (3.25)
The condition forr to be a stationary distribution becomes
T =zTp, (3.26)

Note that 3.23 and 3.26 both have a specific meaning in the language of linear algebra:
E is a right eigenvector of’ with eigenvalue 1 and is a left eigenvector o’ with
eigenvalue 1.
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3.2.3 ReversbleMarkov chains

A Markov chain is said to be 'reversible’ if a probability distributierexists such that the
following condition is fulfilled (reversibility condition):

m(z)P(z,y) = n(y) Py, ) Ya,y, (3.27)

or in matrix notation
np = (1r)". (3.28)

In the language of linear algebra this means th&tis a symmetric matrix. Condition
3.27 is sometimes referred to as 'detailed balance’. Itis a sufficient conditiof for
haver as a stationary distribution:

Lemma 3.1 If a probability distributionr fulfills the reversibility condition 3.27 witl¥,
thenr is a stationary distribution for the Markov chain with transition kerrel

Proof:

Summation oveyr and application of 3.12 to the left-hand side transforms
the reversibility condition 3.27 into condition 3.15.

End of proof.

Nearly all Markov-Chain Monte-Carlo methods that are used in practice are based on
reversible Markov chains.

For reversible Markov chains the convergence can be discussed in terms of the eigenvalues
of a real symmetric matrix. To see this we rewrite expression 3.25 as

AN (LN pi
(=) = (=)

- ) ()
- (@) (v L)
= (s %Piﬁ, (3.29)
with N | | |
P= \/ﬁP\/ﬁ = \/ﬁ(HP)Jﬁ' (3.30)
V11 is the diagonal matrix defined by
VI = +1/ILi = +/7. (3.31)

Becausdl P (reversibility condition 3.28) and/II are real symmetric matriceB, is a real
symmetric matrix too. From linear algebra we now that a real symmetric matrix always
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can be diagonalized through an orthogonal transformation and that all its eigenvalues are
real. Let N
P =0"A0, (3.32)

with O an orthogonal matrix and a real diagonal matrix with the eigenvalues. . ., Ay
of P as its diagonal elements. TheH is given by

T I 1 T ;
(1) = (Oﬁr[ 1) A (oV). (3.33)

This shows that the evolution af/! with j, and hence the convergencerdf to =, will
depend on the eigenvaluesof

3.2.4 Eigenvaluesof P

In the previous subsection we introduced the symmetrized transition niatti¥e have
shown that its eigenvalues are real and that they determine the convergence of the MCMC.
Here we will show thaP has one eigenvalue equal to 1, with a corresponding eigenvector
that is related to the target probability distribution We will also show that all other
eigenvalues are smaller than 1 in absolute value.

First of all we note that eigenvalues Bfare also eigenvalues @f and that their eigen-
vectors are related:

Lemma 3.2 If v is an eigenvector of with eigenvalue\ thenvy = ﬁv is a right
eigenvector ofP with eigenvalue\ andv;, = /Ilyv is a left eigenvector of’ with
eigenvalue.

Proof:

v is an eigenvector aP with eigenvalue

0
Pv = Jv
0
\/ﬁP%v = v
0
1 1
P(—v) = (==X
ST T
and analogously:
v IS an eigenvector of with eigenvalue\
0
oI P Mot
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1
oIVIIP— = T
VII

(\/ﬁv)TP = )\(\/ﬁv)T.
End of proof.
Lemma 3.3 P has an eigenvectar, = /IIF with eigenvalue\; = 1.

Proof:

Property 3.23 tells us thdt is a right eigenvector of with eigenvaluel.
From lemma 3.2 it follows that/IL £ is an eigenvector of with eigenvalue
1.

End of proof.

An upper bound for the eigenvalues®fand P can be found by taking the-norm of P
[11]:

...,

[Plloc = max (ZIPZJI) (3.34)

Lemma34 ||P|. = 1.
Proof:

Because alF;; are positive we have that

N
HPHoo— nax (Z|P”|) = max (ZP”) (3.35)

.......

|Plle = max, (1) =1. (3.36)

.....

End of proof.
Lemma 3.5 All eigenvalues of’ have an absolute value smaller than or equal to 1.

Proof:

If v is a right eigenvector of with eigenvalue\, then

v Pv

4
Allodl = |(Po)i| Vi
4
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|)\|inlanN|vi| = max |(Pv)|

=1,..., i=1,....IN

IA
Is
I
><
M
=
5

...,

]_1

IA
Is
I
><
M
=
5

...,

7=1

...,

A
M

2 -
o

'C/
B
oVl
><
§

Il
= L
3

i3
oVl
>
=

veey

A< 1Pl = 1. (3.37)

End of proof.

From lemma 3.2 it follows that all eigenvaluesthave an absolute value smaller than
or equal to 1 too.

In order to prove the convergence of MCMC we have to demonstratePtinets only
one eigenvalue equal to 1. This will require an additional conditio®’ off herefore we
introduce the notion 'irreducibility’: A Markov chain with transition kernglis said to
be irreducible if any state can be reached from any initial staté in a finite number of
Markov steps. In mathematical notation:

Vi, j: 3k [Py > 0. (3.38)
Lemma 3.6 If P? is irreducible then? has only one eigenvalue equal to 1.

Proof:

From lemma 3.3 we know thaP has an eigenvectar, = IIFE with
eigenvalue\; = 1. Suppose” has a second, independent eigenvectovith
eigenvalue\, = 1. BecauseP is real symmetricy, has to be orthogonal to
v viv; = 0. Furthermore we can take to be a real vector without loss
of generality. Now consider the 2-norm of and Pv,. With 3.30, 3.23 and
3.26 we find that

[Pvalls = Al (3.39)
U
N N 9 N ,
> (Pra), = 1) (va) (3.40)
=1 =1
U
N
Z 2]v2] zkv2k = Zﬂ- v22 (341)

k:
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N N
Z WiPijﬁQjPiklN)Qk == Z FZPZ]PZMN);Z (342)

1,5,k=1 1,5,k=1
N N ~2 ~2
L vy + U3
> miPPubyvar = > WiPijPik%- (3.43)
1,5,k=1 1,5,k=1
Hereo, stands forfﬁvz. We now that

a2_|_62

ab <
2

(3.44)

and that equality is only possible if = 6. Therefore, the equality in 3.43
will only hold if v,, = v,, for all 7,k for which there exists ansuch that

From this we can draw the following corollary: if one can go from state
J1 to statey, in two Markov steps, then,;, ands,;, must be equal. Because
if one can go from statg, to statej, in two Markov steps then there must
be a state such that’,,; # 0 and F,;, # 0. 1P is symmetric andr; # 0
andr; # 0. Thereforef,; # 0. So 3.43 can hold only if;;, = v2;, From
this it follows that if any statg; can be reached from any other statan
anevennumber of steps, then alb; must be equal. But theiy, ~ £ and
thusv, ~ VIIE = v, | ThereforeP has a unique eigenvalue equal to one.
A completely analogous reasoning can be followed to show fhhas no
eigenvalue equal te-1.

So we can conclude this by saying: if any statean be reached from
any other statg, in an evennumber of Markov steps, thef has a unique
eigenvalue\; = 1 and allits other eigenvalues have an absolute allie: 1.

We can reformulate the condition as:Af is irreducible therP has a unique
eigenvalue\; = 1 and allits other eigenvalues have an absolute allie: 1.

End of proof.

We remark that ifP(xz, 2) # 0 for somez, then irreducibility of P implies irreducibility

of P?: Suppose that one can go framto y, in an odd number of steps, then one can
go fromy; to x, stay 1 step i, go back the same way i@ and then go t@, in an odd
number of steps. In this way one has gone frgro y, in an even number of steps. If any
statey, can be reached from any other stgtén a finite number of steps anfei{«, «) # 0

for somez, theny, can allways be reached frogm in anevennumber of steps.

A fool's MCMC sampler

Irreducibility of P is not a sufficient condition for all but one;| to be smaller than 1, as
can be seen from the following counterexample: Consider a system Witiary degrees
of freedom, e.g. a nearest-neighbour Ising system wighins that can point eather up or
down [16]. A state of the system is specified by a veetef {oy,...,0,}
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with o; = +1 or —1 depending on whether th&" spin is pointing up or down. Let
the weightw (o) be given by a Boltzman facter -/(*7), A thermal ensemble of such
systems can be sampled using MCMC. The probability distributi@n is proportional

to w(o). Suppose we have a transition keriethat satisfies the reversibility condition
3.27 and that flips: spins in each Markov step. Defidg as the set of states that have an
odd number of spins pointing up ang as the set of states that have an even number of
spins pointing up. Ifn is even therP transforms; into 3; and, into X,. This means
that a state irt; can never be reached starting from a statg;imnd vice versa. Thug

is not irreducible. Ifn is odd then” can be irreducibleP will transform?; into ¥, and

Y, Into ;. ThereforeP will have the structure

0 A
(00 .

Because of this structure, for every right eigenvector

( Z; ) (3.46)

with eigenvalue\ there will be a right eigenvector

( _”11)2 ) (3.47)

with eigenvalue A. Becausd is an eigenvalue of’, —1 is an eigenvalue to. Thus there
exists dA;| = 1, > 2, even thougltP is irreducible. Therefore the Markov chain will not
converge to the target distribution. Note thtis not irreducible since it again transforms
Y, Iinto X; andY; into X,.

3.2.5 Non-divergence and convergenceof MCMC
By using a spectral decomposition
N N
P = Z vi)\in»T, (348)
=1
we can rewrite 3.33 as

(F[j])T — ((TF[O])T Lﬂvl) )\{ (vip\/ﬁ) + Z (W[O])T %vz) )\f (vZT H)

= g4 Z ci)\fﬁ';‘r, (3.49)

with
¢ = (W[O])T Lvi, (3.50)
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and

v; = Vv, (3.51)

Because the; are orthonormal vectors, the coefficientsire bounded by

N N (773[‘0])2
Yoy Vi) (352)
=2 7=1 Ty

Thew; are no probability distributions because they can have negative elements. They are
bounded by
lodlz <1, Vi (3.53)

If z[% = 7 then the coefficients; = »Tv; are equal to zero for all > 2 because of the
orthogonality of the eigenvectors @f. In that caserl’! will be equal tor for all j. So
3.27 is a sufficient condition for 'non divergence’ of the Markov chain.

In practice we haverl”) £ 7, so some of the; will be > 0. The Markov chain will
converge only if the corresponding;| < 1. As demonstrated in the previous section,
this is guaranteed iP? is irreducible. We see from 3.49 thalt! will converge tor and
furthermore that this convergencegsometric

We can conclude:

e condition 1: If P is reversible then the Markov chain is non-divergent.

e condition 2: If, in addition, P? is irreducible then the Markov chain converges
geometricly.

These are sufficient conditions. Also if reversibility is not fulfilled, the Markov chain can
still converge. A Markov chain for which is a stationary distribution, will converge to

7 if P is irreducible and not periodic [15}F is said to be periodic if some states can be
reached only in a number of Markov steps that is an multiple of some integer value, the
periodicity. In the example of the fool's MCMC sampler for the Ising model given in the
previous sectionf was periodic with periodicity 2 for odgh.

This discussion was limited to finite, discrete Markov chains. MCMC techniques can also
be applied to countable infinite or continuous state spaces. The previous results remain
valid: if P is reversible andP? is irreducible, then” has a unique eigenvalue equal

to 1. But this does not guarantee geometric convergence of the Markov chaaili

have inifinitely many eigenvalues. Itis possible that there are eigenvalues infinitesimally
close to 1 that prevent the Markov chain from converging. It can also happen that the
initial distribution is such that the sum of the coefficientsn 3.52 diverges. This can

also prevent the Markov chain from converging. Establishing conditions that guarantee
convergence (or even geometric convergence) for MCMC in infite state spaces is a goal
of ongoing research in statistics [15].

3.2.6 Understanding the convergenceof MCMC

In order to construct efficient transition kernels for MCMC, it is important to have a clear
picture in mind how the convergence evolves.



46 Markov-chain Monte-Carlo methods

Lets start with an initial distribution®!, A good measure for the deviation of! from
the target distributiom is given by the sum!”! of the squares of all the in 3.49. It was
already mentioned that

v ()
Z ¢ = Z — 1. (3.54)

T

We can extend this to everyby definingsl!

N (77[?])2
=3 W —1. (3.55)
=1 2
Theses! can be interpreted as the variance of
, [1]
= (3.56)
T

around its average, weighted accordingto

N 7T[J‘] N

EY) = 2 ZW:ZWP]:L (3.57)

. ZN
E((/D-1)?) = z_j( (3.58)

N
= Z( —27‘(’ —|—7TZ') (359)

ﬂ_[]

_ f:(’“) 241 =4l (3.60)

=1

If sb) = 0 then ! = 1 for all i and thuss?”! = =, for all i. Hencesl! is a good measure
for the convergence of the Markov chain.

How doesf evolve under a MCMC step? From the reversibility condition 3.27 it follows
that

4 [1+1]
JAR (3.61)
i
N []]P .
=¥ ’T’“Wi’“ (3.62)
k=1 ?
N [j]P'
=y et (3.63)
k=1 Tk
N .
= Y Pufi. (3.64)
k=1

This means thayﬁ»[j] is replaced by its average over all stat¢kat can be reached from state
¢, weighted according to the probability distributiéyy. This local averaging results in a
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smoothing off /! with every MCMC step. I’ connects the whole state space well enough
(irreducibility of £2), then fU! will finally have a flat distribution, i.e f¥! ~ E(fU]) = 1

for all i. At that pointzl’l has converged to.

From this it can be expected that a transition kernel that connects more states (with a
non-negligible probability) will lead to a more efficient smoothingféf and hence to a
faster convergence.

We can quantify this convergence by looking at the evolutiosi’af

D M (A (3.65)
=1
N
= > (A m—1 (3.66)
=1
N . .
= > fi[]—l—l]Pikf;E]]Wi —1 (3.67)
i,k=1
S Ly L ()2 [ _ li+y?
= Zszﬁ[(fk) —I—(fi ) —Q(fk — [ )]m—l (3.68)
i,k=1
L g N, LS 4112
= - > mPy (fk ) += > mPy (f/ )
2 i,k=1 2 i,k=1
= mPu (= ) (3.69)
i,k=1
RS Uy ? LIS~ (g2
— Z 7 P (f;EJ] - fi[]—l—l]) (3.70)
i,k=1
L, Lo s W) L)
= 58 tgs - ; 7 P (fk - f; ) : (3.71)
i,k=1

If we defineAEﬂ as a kind of local variance Qij] around its average weighted according
to P,

AV =S p, ( i fi[m])?? (3.72)
k=1
then it follows from 3.71 that
gt — gl QE(A[J‘])_ (3.73)

In other words, the amount by whigk! decreases in one MCMC step is given by 2 times

the average local variance ¢¥! around its local average (weighted according’tp)
fli+,
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Figure3.2: H (zll) as a function of the number Markov stegig®r three different initial distribu-
tions, averaged over000 independent Markov chains.

3.2.7 Monitoring the convergenceof MCMC

Except for some special cases, we do not have any prior information on the eigenvalues
of the transition kerneP. A practical problem in MCMC is to determine a minimal
thermalization length:, such that one can safely assume that the Markov chain has
converged.

A safe way to determine such a thermalization length would be to run a large number
of independent Markov chains and to monitor how the value of an obseryable),
averaged over all the Markov chains, varies with Figure 3.2 illustrates this for a
SDQMC calculation in thd x 4 Hubbard model.Three different initial distributions were
used. With each initial distribution000 independent Markov chains were run. The
monitored observable wdg(x) = — In(w(x)). This observable can be interpreted as a
kind of 'free energy’ of the configurations. We used this observable because it can be
evaluated with no cost from the weight«) and because we observed that it thermalized
slower than other observables like e.g. the energy. For this observable, one can also
determine a lower bound for the first autocorrelation coefficient (see section 3.4.4). After
150 steps the Markov chains seem to have thermalized. In order to rely on these Markov
chains for the calculation of other observables too, it would be safe to consider &bleast
thermalization steps. Itis suggested by Lang et al. [37] to start the Markov chain in a state
2[% for which w(=[) is high. Such an initial state should lead to a faster thermalization
than an initial state that is drawn randomly from the whole configuration space. If we
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look at the total strength 3.52 of the coefficieats
[0] - 2
s =% ¢ = —1 3.74
T (874
we see that the; can be very large if states for whietiz) is small have a considerable

initial probability 7)(x). Choosing’! from a region wherev () is high, eliminates

the contribution ta®! from states with a sma#l(z). However, our results shown in figure

3.2, do not support this idea: The three initial distributions required an approximately
equal number of thermalization steps.

Running5000 independent Markov chains is useful for illustrating the convergence be-
haviour of MCMC. In practice, we cannot afford to run 5000 independent Markov chains

in order to assure convergence. What one wants ideally is a way to tell, after a number
of steps in a single Markov chain, whether the Markov chain has converged or not, based
upon the results obtained so far with that Markov chain. Because only after the thermal-
ization steps, computational effort and memory have to be devoted to the evaluation of
observables and the accumulation of statistics. Several methods have been suggested to
diagnose convergence during a single Markov chain. A review is given in [28]. Most of
these methods are complicated to implement and apply only to specific MCMC methods.
For our calculations we monitored convergence in a pragmatic way: Typically some 50
independent Markov chains were used, in order to obtain accurate error limits on the
results (see section 3.3.3). A thermalization lengihwas choosen on the safe side.
Shorter lengths might have been sufficient, but it was easier to take the thermalization

a little bit too long and to check wether it was long enough, than to take a shorter
thermalization length and to redo the calculations if the thermalization length was found

to be too short. We monitored the convergence by looking at the values for the observable
H(z) = —In(w(z)). The value ofH (zl'!) was stored foj = 22, 2w 20 These

H (zU) were averaged over the 50 independent Markov chains. With at-test these averages
were compared to the average valuerf:) for the total of all Markov chains. In this

way the convergence of the Markov chains aftgisteps was tested for the observable
H(x). If occasionallyn, was too short, the calculation was repeated with a larger

But most often we could deduce a safebefore starting the calculation by looking at the
thermalization of previous calculations with slightly different inputs.

3.3 Sample averagesand their precision

3.3.1 Averages, variances and autocorrelations

After the Markov chain has converged, we can use the néxsteps of the chain to
generate a samplé'!, =2, ... 2IM] With this sample we can estimate the expectation
value E f) of an observablg:

LS 41
Es(f) = 77 2 (e, (3.75)

i=1
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Es(f) is an unbiased estimate fof B. This can be seen by averaging([E) over all
converged Markov chaing'!, z1?, ... Ml Because the chain has converged, will
be distributed according to. We have that

(Es(f))(all MCMC samples)
1

= []Z[ ]W(x[l]) p(x[1]7x[2])...p(x[M—1]7x[M])MZ;f(x[j])
2, M J=
L & 1) [ 2] M-1] _[M] ¢ L)
= = ¥ 7 (27) P2l 2B p(a M1 ) ()
J=1 g1, z[M]
1 M ,
— _Zzﬂ-(xb]) f(x[J])
Mj:ll,[]]
1 M
- —SNE
M]Z:; (f)
= E(f). (3.76)

In going from 3.76 to 3.76 we used 3.12 and 3.14. The precision of this estimate can be
quantified by evaluating the variance of () around its mean value([):

Var [Es(f)](all MCMC samples)
= ((Es(f) — E(f))*)(an MCMC samples)

= <(E5(f))2>(all MCMC samples)

— Z - x[l]) p(x[1]7x[2]) p(:]c[f\4—1]7I[M])L2 f: f(:z;[l])f(x[f])
201, 2lM] 1,7=1
=Y r () P, o). p(aM Y, P)
ol elM]
LS bl 0 20 S gl gl
W]Z:;f(x ) +Wi<]§;lf(x )f (2l
RS 1Y 7( L2
- W;;;w(xf)f(w)
M
+% S () Flal) Pii(al), 1) ()
<=1 glil 4l
| M M-1 _ _
= — > E(/M)+ e Do (M = k)Y w(a) f()Pr(x,y) f(y)
J=1 k=1 T,y
_ 2 1+2Mf(1—k/M) (f)] (3.77)
M P Pk . .

We introduced the notations
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oA(f) = E[(f—EH)] =E(F) (3.79)
pr(f) = dom(a)f(x)PH (e, y) [ (y) /o™ (f). (3.80)

pr( f) is called thek™ autocorrelation coefficient of. If we introduce the vector
f= Vi, (3.81)

we can rewriter?(f) andp,(f) as
(N = 17 (3.82)
TP

pe(f) = fo . (3.83)

From the fact that Ef) = 0 it follows that f is orthogonal ta; = V/IIE and thatpy( )
is bounded by the second largest eigenvalug:of

[ox(F)] < el (3.84)

Equality will occur forf = v,. Becausd),| < 1, px(f) goes to 0 ag goes to infinity.
px(f) is @a measure for the correlation betwegnl!) and f(2[i+4).

The central limit theorem

Expression 3.84 shows that this correlation decreases exponentially with incréasing
After some number of Markov steps, tiié:) can be considered as almost independent
samples. Hence, it/ gets very big, one can expect the sample averagg)Eo behave
almost as an average of independently sampled values. ForAérghe central limit
theorem tells us that the average of independently sampled values tends to be normally
distributed with a mean @) and a variance?*(f)/M. For a MCMC sample the central

limit theorem still holds under quite generall conditions [15] (that are fulfilled for finite
reversible Markov chains) but the distribution now has a variance given by

Auelh = TP [1+2 3. (3.85)
k=1
From 3.84 it follows that 3, (f) is bounded by
2 o*(f) ( . k) o*(f) 1+ A
o < 1+23 M) = . 3.86

This shows that, is not only determinative for the convergence rate of MCMC, but also
for the precision of the sample averages. A matrix notatiom{gr (/) is given by
, N
2 o*(f) wr 1+ P Fr(FT
o = — 3.87
hre(f) 2 (P—vlvlT)f/ (F7F) (3.87)
‘()

) (3.88)

q
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It is interesting to compare the independent and the MCMC variances. In order to obtain
the same precision with MCMC as with independent sampling, one né¢@simes the
number of samples needed with independent sampling, wii¢rés given by

1+ P
(P—vlvf

() =T"— )f/ (/77)- (3.89)

If P has eigenvalues close 1o (f) can be quite large. On the other handpifhas
negative eigenvalues, then it can happen théji is smaller than 1. In that case, MCMC
sampling will be more precise than independent sampling [19] ! This has the paradoxial
consequence that a kernel with eigenvalues closeltwill converge very slowly but can
yield very precise results after thermalization. So the fool's sampler from section 3.2.4
was maybe not that foolish after all! If an other transition kernel is used first in order to
makerl! converge tar, then the fool's sampler might be superior in evaluating sample
averages.

Estimating autocorrelations

The autocorrelation coefficients( f) are intrinsic properties of the Markov chain, closely
related to the eigenvalues éf. Since they determine the error limits on the sample
averages and also the optimal sampling interval lentgh (see below), itis important to have
a reasonable estimate for them. This is obtained by evaluating the correlation between the
sampled values:

Cr(f)

1 M-k
= X fifs —E(S) (3:0)

The expectation value @fy( f) is given by

(Cr(£))(an Mmome samplesy = k() (f) — Var [Es(f)] an momc sampesy (3:92)

= -5 @.92)
If M is large enough the second term can be neglected. Then we get
Ci(f)
~ 3.93

whereCy( f) is the variance among the sampled values. Note that this requirgs>>

ﬁﬂ? so that the estimate is bad for small(large k) or smallM (small samples). Even

if M is very large, the estimates for the smallare unreliable. We observed that the
variance of the”'; is almost independent éf Therefore the relative error increases for
largerk or smallerp,. It often requires much more samples to obtain reliable estimates
for the C, than to obtain reliable estimates fog ). Therefore methods to obtain error
limits on Es( f) that are based on autocorrelation coefficients are often either unreliable
(too big errors in the”',) or inefficient (too many samples are needed in order to get
reliable values for thé';).
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First-order-autocorrelated series

We say that the serig&z[')), f(z[4),.. . is a first-order-autocorrelated’ series if

pe(f) = (N, VE. (3.94)

This is the case ifi(f) depends only on one non-zero eigenvaluéofin other cases,
the assumption of a first-order-autocorrelated series can be a good approximation. For
such a series;( f) given by

0T ©

3.3.2 Sampling with intervals

Until now we assumed thaft(x) was evaluated for eveny’l. If the evaluation off(z)
requires a considerable amount of computing time, it might be more efficient to evaluate
f(z) only after everyx™ Markov step. This amounts to replacifigoy P". It reduces the
sample sizé/ by a factom. Atthe same time it can reduce the factof ) considerably. In

this waya3,~(f) increases only slightly, while the computation time is strongly reduced.
This can enhance the efficiency of the method.

It is often suggested to take the interval such that the first autocorrelation coefficient
between sampled values is about [13, 6]. This value is not motivated by efficiency.

It should ensure that the sampled values are almost independent, such that the rules
of statistics for independent samples can be applied to fix the error limits for the sample
average. However, this interval length leads to suboptimal sampling: most of the generated
configurations are not used for the evaluation of the sample average. Furthermore, the
samples that are used are considered as independent, while they still have an autocorrelation
of 10%. Therefore the obtained error limits might be misleading.

What interval leads to the most efficient sampling? To set the idea, we assume that the
f () form a first-order-autocorrelated series. kdte the ratio between the computing
time need for the evaluation ¢f ) in one point: and the computing time needed for one
Markov step. LetM, the number of Markov steps, be large. The thermalization steps are
neglected. Lep be the autocorrelation coefficient gffor two successive Markov-chain
states. Then the first autocorrelation coefficienf af the case of sampling with n-step
intervals is given by

A = o, (3.96)

To determine the optimal sampling interval, we look at the computation time that is needed
to get error limits smaller than a given valug. Suppose a Markov chain dff steps

is used to generate sample values evétystep. Then E,(f) is the average of/n
sample values. The erroron K f) is related to its variance:

Fhreall) = ) 3.97)
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Expression 3.89 is adapted to the fact that the Markov chain is sampled&vestgp:

ralf) = 11

. ey F1(f77)- (3.98)

To reach the desired level of precisiongc.(f) = o4, we need a number of sample
values given by

M o?
M_aD, (5. (3.99)
n O'g
The needed amount of computer time is given by
M M o?
rev+ = M) =T s, @00)
n n O'g

where the time unit is equal to the time needed for one Markov step. The efficiency
inversely proportional td":

1
X — . (3.101)
(n+7)ra(f)
For a first-order-autocorrelated series this becomes
€ X ! (3.102)

S —
(n+7) 1255

The optimal interval lengthis the one that maximizes Here,e depends furthermore on
two parametersy andp. Instead of the variable we takex = p™ as the independent
variable for the optimization of. This has the advantage that there is a scaling in

1l —2a

> @)+ (o)) T =) (3.103)

such that the optimat depends only on one parameter= In(p)y. The values of the
parameters depend strongly on the system that is studied. Typical values-arg,

p ~ 0.95. This leads to: ~ —0.05. Figure 3.3 shows the efficiency as a functioncof

for several values of. The efficiency is optimal around the suggested value ef 0.1

only if = < —2. This is the case if the Markov chain has a very short autocorrelation
length or if the values for the observable require a lot of computing time. Such a low
value forz is seldomly encountered in practice. Hence one can expect that the optimal
value forz will be greater thar).1. We made the assumption that the series of values
was a first-order-autocorrelated series. In reality the autocorrelation coefficient and the
efficiency are related to a weighted average over the eigenvalues of

G EN + A
gt d+ ot

: (3.104)

with the coefficients;, ¢, . . . ¢y given by

G =olf. (3.105)
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Figure 3.3: The efficiency = ) +1111(_p1)’w)(1 ) for a first-order-autocorrelated series as a
function of the first autocorrelation coefficient for several values of the parametedefined in

the text.

With these coefficients,, (/) can be expressed as

I AR R A
r.(f) = 2 c§+c§1---+c]2v N (3.106)
The efficiency is now given by
¢ = Gttty . (3.107)
(ny) [ 4 Gy

The averaging over all’s will shift the optimal = to lower values. An estimate for the
optimalz can be obtained by fitting the autocorrelation coefficigntsith an expression
of the form

pi all{ + aglg 44 amlzn,with ay +ag+ -+ a,, =1, (3.108)

wherem, the number of terms, is quite small so that a reasonable fit can be obtained.
Then we can substitute theand); in 3.107 with thes; and/; and determine the that
maximizesec. This procedure is illustrated in the following example.

Example for the optimal sampling interval

The internal energy of the half-filledx 4 Hubbard model was calculated with a SDQMC
method. The interaction strength wés = 8|¢|, the inverse temperature = 2/|¢|,
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a; ZZ
0.053888| 0.99898
0.744906| 0.98757
3| 0.201206| 0.95933

N R .

Table 3.1: The coefficients for the fit of the autocorrelation coefficients with a function of the form
3.108.

Figure 3.4: Autocorrelation coefficients for a SDQMC calculation of the energy for the half-filled
4 x 4 Hubbard model witlV = 8]t|,5 = 2/|t|,N; = 80.

the number of inverse temperature slicEs = 80. The energy was evaluated after
every Markov step. The first000 autocorrelation coefficients for this observable were
calculated. They were fitted with a function of the form 3.108 Witerms. The addition

of a fourth term did not improve the fit, so only three terms were retained. The coefficients
a; and/; are listed in table 3.1 The autocorrelations and the fitted function are shown in
figure 3.4. With the algorithm we used, the evaluation of the energy requiednes

the amount of computer time needed foMarkov step. Using the fitted coefficients
and/;, an estimate for,, ( £') was obtained

L+00 140 141

r.(E) = 17— I 27— I + 37— I (3.109)

This estimate was used to calculate the efficiesfey as a function of the length of the
interval with which the energy should be sampled.

1

(n+ 1.4)r,(E) (3.110)

e(n) =
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Figure 3.5: Efficiencye, (£) versus the first autocorrelation coefficieﬁ?] (F) for the SDQMC
calculation described in the text, with a varied sampling-interval length

Infigure 3.5 the efficiency(n) is plotted as a function of the first autocorrelation coefficient

P (E)
o = a1+ ayly + asl, (3.111)

that would be obtained if the energy was evaluated only eveMarkov steps. The
optimal efficiency is obtained ai[ln] ~ (0.55. This corresponds to an interval length of
some4(0 Markov steps. If the interval length would be chosen suchﬂ%]at 0.1, which
corresponds te ~ 200, the efficiency would be only5% of its maximal value. Figure
3.6 shows the efficiency for several valuesyofit is observed that the efficiency remains
within 5% of its maximal value apl” ~ 0.5 for a broad range of values far Only for
extreme values of ~ 200, the maximum in the efficiency curve is found/ﬁ‘[] ~ 0.1.
Aroundp[ln] ~ (.5 the effiency is observed to vary very smoothly. From this we conclude
that in most cases, choosing the sampling-interval lengthch thato[ln] ~ (.5, is a good
choice. Only in extreme cases, it will lead to a lower efficiency than the often suggested
valuep!” ~ 0.1.

Guidelines for choosing the sampling interval

We want to make two more remarks on interval sampling. In most cases, the optimal
interval lengthn can be expected to be quite large such that the optimzalv. In those
cases the efficiency is not very sensitive:tdf the evaluation off requires 2 times more
computation time than 1 Markov step, then a run wheigevaluated every 20 steps will
require a fractionj 25 = 0.92 of the time that is required for evaluating every 10 steps.
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Figure3.6: Efficiencye, () versus the first autocorrelation coefficieﬂil] (F) for several values
of the parametety.

Evaluating every 10 steps will be at least as precise as evaluating every 20 steps, so the
efficieny will differ not more than 9% and probably less. Therefore it is safer to take the
interval length not too long, # is still much smaller.

A second remarkis connected to the better-than-independent-sampling paradox mentioned
atthe end of section 3.3.1. Suppose thistevaluated every Markov steps. This amounts

to Markov-chain sampling with a kernél” instead ofP. If n is even,P” will have only

positive eigenvalues, whil&(*~!) can have negative ones. Therefore it can happen that
an interval ofn Markov steps leads to a lower precision than an interval ef1 Markov

steps, although the former scheme leads to less correlated samples. This suggests that it is
preferable to take an odd number of Markov steps in between sampled values. In practice,
the negative eigenvalues Bftend to be small so that the effect will be small too.

To conclude we can say that, generally speaking, taking the interval lengtich that

the first autocorrelation coefficient is smaller tham leads to too long intervals and a
suboptimal efficiency. A rule of thumb that will do better in most cases, is tortaesh

that the first autocorrelation coefficient is approximateby We also recommend to take

n odd (if it is of no avail, it is no drawback either).

3.3.3 Error limitson sample aver ages

From the MCMC samplel'l, ... 2™ we can calculate the sample average /g of a
function f. This can be considered as a 'measurement’ of an 'observAlged. energy,
densities, . .). Because MCMC is a statistical technique, itis important to determine error
limits for the measured values. Otherwise the obtained results are meaningless. Several
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approaches can be followed, the one more reliable or efficient than the other.

Pseudo-independent samples

A method for establishing error limits that is often suggested in literature [13, 6] is based
on sampling with intervals (see section 3.3.2): evalydte everyn Monte-Carlo steps

and taken large enough such that the samples can be considered as independent ones.
Error limits can then be obtained from standard statistical rules. If we label the sampled
values asfi, fa, ... fm, m = M/n, then the outcome of the 'measurement’ is the sample
average

> fi (3.112)
The variance on K f) is given by

oX(f) = Es [(/ —Es(/))*] /(m —1). (3.113)

A 95%-confidence interval for the average is given by the approptige coefficient

(m — 1 degrees of freedom) times the standard deviatign

The arbitrary point in this method is how to decide when samples are independent. Itis
suggested to take such thap,, < 0.1. As we showed before, this often leads to intervals
that are longer than optimal. Furthermore, we do not know the coeffigigntd/e have

to use the estimates, /C,. These estimates can become unreliable for values as small as
0.1.

The obtained samples are not completely independent: there is still a correlatiii,of

So it is more accurate to call them 'pseudo-independent’. If the series of sample-values is
first-order autocorrelated, this correlationof 10% leads to an increase with a factor
\/r(f) = /T ~ 111 in the standard deviation ofsEf). So the suggested error limits

are 10% too small. In general the series are not first-order autocorrelated, so that the
underestimation will be less than%. The factorl.11 is a maximum value. We suggest

to multiply the pseudo-independent error limits with this factor, since it guarantees an 'at
least95%’-confidence level.

Estimation ofi( f)

In most cases it is advantageous to sample with shorter intervals. Here the sampled values
can no longer be considered as independent. The independent-sample variance has to be
multiplied with the factor( /) to obtain the true sample variance (see expression 3.88).
Estimating error limits amounts to estimatingf).

Because,, ~ () /Cy, one could naively be tempted to estimatg) by

()~ 142 ki (1 - %) 2’“2}? (3.114)

However, this estimate turns out to be exactly 0. The reason for this is the second term
in expression 3.92. This term makes thay C, is not a good estimate @, for larger
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k. Because that second term is proportional(tf), we can account for it by modifying

3.114 into L c (f) (f)
m r
r(f)~ 1 +2 1 - = A ) 3.115
n=reeg (-3 (G + (8119)
If the summation ovek is carried out, one obtains the trival result
r(f)~0+r(f). (3.116)

Again, this does not lead us to a good estimate-f@). A way to obtain an estimate for

r( f) is to neglect the contibutions of tiag for & bigger than a certain numbét. Because

the p; decrease exponentially with increasihgthis seems plausible. One can bring the
fraction of(f) on the right hand side of equation 3.115 to the other side, and divide out
the prefactor of-(f). This leads to [18]

r(f) ~ (m — K)(?::— K+1) [1 * Zé (1 - %) gim ' G40

The numberk” may not be too small, because in that case a substantial fraction gf the
would be neglected and /) would be underestimated. Takiigtoo large makes the first
factor in the right hand side of 3.117 large and the second factor small, such that the errors
on the second factor are multiplied drastically and spoil the estimate. For applications in
SDQMC, we found this estimate to be impractical because it suffered too much from the
high uncertainties on th€,, for largerk. Sample sizes that allowed accurate determination

of sample averages did not allow accurate estimation of the errors on these averages with
this estimate of ( f).

A different approach to estimatéf) is to estimate the dominant eigenvalue$’ais was
explained in section 3.3.2. An estimate foy) is then given by expression 3.106. Again,

for practical use this estimate is unreliable: the estimates for the eigenvaliesref
spoiled by the uncertainties in tlig.. Furthermore the determination of the eigenvalues
from theC';, can be quite complicated, because it amounts to an inverse Laplace transform.
In the case of a first-order-autocorrelated seriég) can be estimated as

14 1+Ci/Go

r(f) (3.118)

Because the&’; are most often well determined, this estimate is useful, as far as the
approximation of a first-order-autocorrelated series is applicable.

Repeated runs

A simple way to obtain reliable error limits on the sample averages, is to restart the Markov
chain a number of times (say) with independent starting values. The obtained sample
averages will be approximately normally distributed, because of the central limit theorem.
Furthermore, they are indepedent because they are the results of independent runs. The
total average of thé/ sample averages is taken as the final result. The error on this value
can be obtained from standard statistics, since it is an averayjemdependent values.
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Instead of one Markov chain d@ff steps, one rung Markov chains of\//N steps. The
accuracy of the final value will remain the same (it remains an averagelowelues).

The estimated error limits will be more reliable. Restarting the Markov chain a number
of times also avoids the risk that the Markov chain gets stalled in a limited region of the
configuration space. Furthermore it allows a reliable monitoring of the convergence of the
Markov chain. For most of our calculations we determined error limits in this way, with
N = 50.

The disadvantage of this procedure is that one has to thermalize the Markov/¢hain
times. If thermalization is quick, this is no big problem. But if the thermalization requires
a lot of Markov steps, this procedure becomes inefficient. An alternative in this case is
not to restart the Markov chain evely/N steps while still calculating an average every
M/N steps. One then obtaing values that can be expected to be normally distributed.
But now these values are not independent.MIfN is large enough, the correlations
among these values will be small, so that the series of values can be considered as a
first-order-autocorrelated series. If one determines the first autocorrelation coefficient
C, of these values, then accurate error limits can be obtained by multiplying the error
limits for independent case with the factg@r(f), with »(f) given by 3.118. Still it is
recommendable to restart the Markov chain a few times, in order to avoid the risk that the
Markov chain gets stalled in a limited region of the configuration space.

Error limits on ratios of observables.

In SDQMC we often have to calculate ratios of observables. Determining error limits
on ratios of averages is more complicated than determining error limits on the averages
themselves. Especially if the sampled values are autocorrelated, as is the case in MCMC.
Suppose that we need to evaluate a rtig,

2o f(x)w(z)

(e RrETE)

(3.119)
A situation often encountered in SDQMC, is thét) is the signgo(«) the absolute value
of Tr (Ux) andf(x) an observable (e.g. the enerfly) timesg(x). The ratiof /g is equal

to
flg= % (3.120)

One could determined f) and E(g) from a sample obtained in a independent MCMC
run. Note that the obtained values are not independent. Then we take as an estimate for

flg
Es(f)
Es(g)

If Es(f) and Es(¢) would be independent, the variance ofi E/¢) could be estimated as

2 _ BN [ | )
o*(f/g) = £2(,) [Eé(f) + E?g(f)] : (3.122)

Es(f/g) = (3.121)
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Figure 3.7: Scatter plot of E5( f) versus k(g) obtained from 400 SDQMC runs of 8000 Markov
steps each. The system studied here wastheHubbard model, witl/ = 4|¢|, 3 = 8, N; = 160,
6 spins up and spins down.

f g | f/g (energy)
value || 0.0988| 1.749 17.70

standard deviation 0.0040| 0.074 0.20

Table 3.2: Standard deviationson& f), Es(g) and Es(f/g).

In figure 3.7 we show the scatter plot of &) versus E(g) obtained from 400 SDQMC
runs. Here,g is the sign andf the energy timeg of the terms in the expansion of
Tr (e—ﬁH ) It is clear form this figure that variances oR(E) are strongly correlated to
variances on Kg), in such a manner that they are divided out to a large extent in the
ratio f/¢g. The standard deviations o ®), Es(¢) and E(f/g) are listed in table 3.2.

If / andg would be independent, the resulting standard deviatiofi/gnwould be of the
order of1.0 instead of0.2. If Es(f) and E(¢) would be calculated from independently
sampled stateg’], then the correlations betwegrandg could be taken into account with
the estimate for the variance given by [18]

Es [(f —Es(f/9)9)’] |

=10 (3.123)

o*(flg) =

This expression can be applied to Monte-Carlo data if one assumes (pseudo-) independent
samples, as in section 3.3.3. Or in the case of repeated runs, as in section 3.3.3, if one
applies the expression only to the averaged values of every run.
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We remark that if repeated runs are used, then one should estfrhases

ES1(f)+ES2(f)++ESN(f)

Es, (9) + Es,(9) + -+ 4+ Esy(9) (3.124)

and not as

ES1 (f) ES2 (f) ES (f)
+ R 3.125
Es(0) T Esly) Esy(9) (3.125)
because the former estimate is less biased than the latter.

3.3.4 Variancereduction

In this section we explain a method to reduce the variance on the Monte-Carlo sample
averages. For generality, we introduce the formulas for a ratio of observahleBy
puttingg = 1 one obtains the formulas for a single observafleThis discussion is a
generalization of ideas presented in [18] and [12].

Instead of evaluating &/¢) by drawing a samplé' = (", 212 ... 2IM]) according to

w(x) and evaluating

Z] 19($[j])

one could draw a samplé’ = (y', 412 ... 4[M)) according to an alternative weight
distributionv(y) and evaluate

Es(f/g) = (3.126)

L FyPDw(ylh) fo(yb])
>y gy w(yl) fo(yll)

This is a good estimate of(E/g) too, because

o f(2)w(z)
rg(')w(2)
5. J(a)fw(a)
/g(x’)[w( )
/

Esi(g) = (3.127)

E(f/lg) =

_ Eu(fw/v)
= Elgef) (3.128)

Sampling according to a different distribution will lead to a different variance on the
obtained sample average. In the case of independent sampling we can calculate the
variance on the ratio 3.127 using expression 3.123:

E. [(Jw/v —E.(f/g)gw0/0)’]
El(gw/v)
E.(v/w)Ey [(f — Eu(f/9)9) w/v]

_ 0 . (3.129)

I

a2(f/g)
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What form forv(x) results in the smallest variance? Minimizing expression 3.129 by
varyingv(x) leads to

v(x)? o [f(x) — E(f/g)g(:z;)]2 w?(x). (3.130)

To be useful for Monte-Carlo sampling(x) has to be positive. Apart from a normaliza-
tion, we obtain

v(z) = |f(z) = E(f/9)g(x)| w(z). (3.131)

The corresponding variance grig is given by

El (If(x) — E(f/g)g(x)])
E.(9) '

Sampling according to an alternative distributigr ) can reduce the error on the obtained
sample averages. The error will be at least as large as 3.132. Practically, one does not
know the ratio Ef /¢) in advance. One can make a guess foRit: E(f/¢), and sample
according td f(z) — Rg(z)|w(x).

For Markov-chain Monte-Carlo methods, variance reduction is not always an improve-
ment: the error of the results depends not only0fy/¢), but also on the autocorrelations

in the sample, expressed by the fact¢f) in expression 3.88. Sampling according

to the weight|f(x) — Rg(x)|w(x) instead ofw(x) can enhance these autocorrelations
because of two reasons. First of all, the weipfit:) — Rg(x)|w(z) has nodes where

f(z) ~ Rg(x). For these configurations, the weight becomes small. It is not very
probable that the Markov chain will pass through a region with small weight. It can
be expected that, compared to sampling according(te), the chain will stay for a
longer period in the region wherz) < Rg(x), before passing on to the region where
f(z) > Rg(x). Hence, autocorrelations will be larger. A second reason, that plays a role
in case of Metropolis-sampling (see section 3.4.1), is that the autocorrelations are related
to the deviation between the target distributiof» ) and the stationary distribiution of the
proposition Kernel. The extra factof(z) — Rg(x)| in front of the target distribution can
enhance these deviations.

We tried to apply variance reduction to SDQMC calculations for the energy af thé
repulsive Hubbard model. We observed a reduction in the errors of the sample averages,
but longer Markov-chain runs where needed because of the larger autocorrelations. Fur-
thermore, the evaluation of the energy with every Markov-chain made that a Markov chain
took twice as much time as in the case without variance reduction. Therefore, variance
reduction was no improvement for these calculations. We think that variance reduction
could improve the efficiency of Markov-chain Monte-Carlo methods in cases where the
evaluation ofv(x) does not require much more time than the evaluation(af),

a.(f/9) ~ (3.132)

3.4 Construction of transition kernels

Given a target distributiomr, we want to construct a transition kernélsuch that? is
reversible (condition 3.27) with and such thaf? is irreducible. Before we go into detail
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on some patrticular kernel types, we want to mention two ways in which we can combine
reversible kernels into new ones. These kernels are chajlbdd kernels. They can be
useful in order to construct irreducible kernels from reversible but reducible kernels.

The first way is to choose randomly between several kernels. This amounts to a weigthed
average of kernels:

Lemma 3.7 If P, and P, are transition kernels reversible with, thenP = (P, + P,)/2
is a transition kernel reversible with too.

Proof:

P is a transition kernel since al its elements fall betwéa@amd1 and

_H+EE_RE+EE_E+E
2 N 2 2

PE

~ . (3.133)

FurthermoreP satisfies the reversibility condition 3.28 since

P+ P 1P+ 115

np = 1I ;= >
PITI+ PITI H+g1ﬁ
B 2 _< 2 )
S

End of proof.

This lemma can be extended to any linear combination of transtion kernels,
P = Oélpl —|—Oé2P2—|—...OénPn, (3134)

with0 < ay,a9,...,a, < landa; + as + ...+ a, = 1.
We can also apply two different kernels consecutively. This does not necesserally lead to
a reversible kernel.

Lemma 3.8 If £, and P, are transition kernels reversible with, then? = B P, is a
transition kernel too. It hag as its stationary distribution, but it will only be reversible
ifP1P2 :P2P1.

Proof:

P is a transition kernel since al its elements fall betweamd1: £, can be
seen as the weighted average of the elements gftiselumn of 2, weighted
according to the elements of tié row of P,. Since all the elements df,
fall between) and1, F;; does too. Furthermore it is clear that

PE = P,P,E = PE =E. (3.135)
P hasr as it stationary distribution because of condition 3.26:

sP=nPP,=7P=mr. (3.136)
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From
P =1PP, = PI1IP, = PFPITI = (P,P)" 1 (3.137)
we see that the reversibility condition 3.28 will only be fulfilled if
PP, = PP, (3.138)
End of proof.

Some MCMC methods are based on transition kernels of this type. An example is the
'deterministic scan Gibbs sampler’ (cfr. section 3.4.2). A simple way to make a product
transition kernel reversible, is by repeating it in reversed order: instead of applying two
timesP = P P,--- P, one canuse’ = P, P,---P, P, ---P,P,. For a non-reversible
kernel P = P, P, that is a product of reversible kernels, the convergence of the Markov
chain can still be understood as a local smoothingidf= 7’1/ as discussed in section
3.2.6, with the minor modification that the smoothing proceeds accordifigioinstead

of P = P P,. For a discussion of the convergence properties of hybrid kernels in terms
of the convergence of the constituent kernels, see [23, 24].

In the next section we will discuss a method to construct reversible kernels which have a
given target distribution as their stationary distribution. To obtain irreducible kernels, one
sometimes has to combine several reversible kernels. This is a practical problem that will
depend on the details of the system under study. We will discuss this for SDQMC in more
detail later on.

34.1 TheMetropolis-Hastings method

The most important method for building reversible kernels was introduced by Metropolis,
Rosenbluth, Rosenbluth, Teller and Teller [17] for computing thermodynamical properties
of molecules. It was extended to a general sampling method by Hastings [18]. Most
methods for building reversible kernels used nowadays, like e.g. the Gibbs sampler, can
be understood as special cases of this method.

The method works as follows: suppose that the Markov chain is in adtatéor the

next Markov step a trial state’ is proposed by making a small, random change to the
configuration of:l’l. This has to be done in such a way that the probability of generating
«T from 21, denoted withQ (2L, 27), has to be equal to the probability of generatifig
froma7, Q(2V), 2T) = Q (27, 2l1). For the Ising system of section 3.2.4, e.g., such’an
could be generated by flipping a few randomly chosen spins on the lattice.zFetds
chosen in the following way:

o If w(zT) > w(zl), then takerVt1 = 27,

o If w(z") < w(zl), then takerli+'l = 27 with probabilityw(zT) /w(zl1),
otherwise takelU+1 = U1,

This defines a transition kernél(=l7l, zli+11) for the Markov chain. It is easy to verify
that P fulfills the reversibility condition 3.27:

w(a) P, 201y = o2Vt palitl] gy, (3.139)
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It is important to notice that the method is based on the ratie”)/w(z!). Hence the
normalization ofw(x) does not have to be known. This method defines a random walk
through the configuration space, where trial moves are accepted or rejected according to
the ratiow(zT) /w(xl1).

The method can be generalized to asymmetric proposition kefhfl8]. Generate the

trial movez” from Q (21, 2T). Let ¢ be given by

w(ah)Q(a, 2l)

q= (0O (L, 27) (3.140)

o If ¢ > 1, then takerlitl = 27,
o If ¢ < 1, then take:l'*+1 = 27 with probabilityq, otherwise takel/+1l = 2],

If @) is a reversible kernel whose stationary distributieg =) is known (not necessarely
normalized), them can be calculated as

w(a ! )wg (V)

= (@ wg(aT) (3.141)

This can be interesting if” is generated in a complicated way such that it is difficult
to determine (=7, 2y explicitly. An example of such a situation is given in section
3.4.5. Other rules for accepting or rejectinycan work too. Hastings [18] mentions the
following rule, a generalization of a method proposed by Barker:

o Takezl+'1 = 2" with probability 1, otherwise takel*+!l = U,

The method can be formulated in a general way by writing the transition kéinely)
as the product of the proposition kerrdglx, ) with an acceptance functiofi(x, ),

P(z,y) = Q(z,y) Az, y). (3.142)

The acceptance function must fulfill< A(z,y) < 1,3, Q(x,y)A(x,y) = 1,Vx and the
reversibility condition

w()Q(z,y) Az, y) = w(y)Q(y, v) Ay, ). (3.143)

This acceptance function shifts the stationary distribution of the Markov chainfrgm)
to the target distributiom (). Possible forms fori(z, y) are

¢ generalized Metropolis:

A(z,y) = min (1 %) , Yo #y (3.144)
Alz,2) =1-=> Q(z,y)(1 — A(z,y)), Va. (3.145)

yF



68 Markov-chain Monte-Carlo methods

a S os E\| op|| E/S|ogs
0.544| 0.329| 0.062|| 5.84| 1.12| 17.72| 0.15
0.382|| 0.305| 0.045|| 5.37| 0.82| 17.63| 0.11
0.297|| 0.325| 0.037|| 5.75| 0.67| 17.69| 0.14
0.242| 0.317| 0.032|| 5.59| 0.57| 17.65| 0.13
0.203|| 0.314| 0.038|| 5.55| 0.68| 17.66| 0.16

abdbwnN PR3

Table 3.3: Comparison of the efficiency of several proposition kernels the number of spins
updated per Markov step,the acceptance rate.

e generalized Barker:

A‘”’“y):w( T e Y (3149
Alz,2)=1=>_ Q(z,y)(1 — A(z,y)), Va. (3.147)
y#T

The second lines, 3.145 and 3.147, have to assurg th&tz, y) = 1. Peskun has shown

that the Metroplis rules give the opimum choice fo[19].

The optimum choice for the proposition kerrigldepends strongly on the system under
consideration. In most applications? is constructed by making small moves from

2V, If = denotes a spin configuration (as in the Ising model)can be generated by
flipping some spins. If: denotes a real vectar! can be generated by adding to one of

its components a small step that is uniformely sampled from an intepdall]. If the

moves are small, then the Markov chain will stay in the same region of the configuration
space for a long while. This leads to large autocorrelations and hence to a low efficiency.
If the moves are big, then a lot of trial moves will be rejected. A lot of time is spend
on the evaluation of unused configurations, which also makes the method inefficient. A
balance has to be found between low autocorrelation and high acceptance. A measure
that is often used to quantify this is the acceptancedateis the ratio of the number of
accepted trial moves to the number of Markov steps in a run of the Markov chain. Itis
often suggested to make the trial moves of such a sizexthat).5. This value is quite
arbitrary. Itis a useful rule of thumb, but it does not guarantee a near to optimal efficiency
for the MCMC. Gelman, Roberts and Gilks showed that for a class of systems with high
dimensional state spaces the optimal acceptance ratei8.23 [21]. For our SDQMC
calculations, we observed that the efficiency of the Markov chain did not vary very much
for acceptance rates betwe@n5 and0.5. Table 3.3 shows results from a calculation for

the repulsive Hubbard model ontax 4 lattice, with6 + 6 electrons{/ = 4|t|, 5 = 6/[].

The average sigh and an energy observabi&(such thaty /S gives the internal energy),

were calculated for several proposition-kernel parameter settings which each lead to a
different acceptance rate 20 runs of 50000 (correlated) samples were done. From this
an average and a standard error for the observables were calculated. Table 3.3 shows that
the optimal acceptance rate fbrand S is 24%, remarkably close to the value of Gelman

et al. The standard error &f/ S on the other hand, does not seem to be very sensitive to
a.
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3.4.2 TheGibbssampler

A special case of the Metropolis-Hastings method is the Gibbs sampler [22]. It can be
used when the configurations are vecters: (x4, 2, ...2,), and when the conditional
probabilitiesr (|21, x2, ... xj—1,%41,...,2,) are known (i.e. can be sampled directly)

but the total propability density () is not. Transition kernel#, ... P, are defined as
follows:

For P;(x,y): generatey from « by takingy, = «, for i # j. Drawy; according to
G E I N R 3 I B

Each of thesé; is reversible withr (). The P; can be considered as Metropolis kernels
with the proposition probability given by the conditional probability of ffecomponent

of z. Becauser(z|y)x(y) = 7(y|x)x(x), the ratiog in 3.140 equals$ and the trial moves

are always accepted. TH& are not irreducible. In order to obtain a transition kernel

P whose square is irreducble, one has to combingthesing lemma 3.7 or lemma 3.8.

This leads to the 'random-scan Gibbs sampler’ and the 'deterministic-scan Gibbs sampler’
respectively. One can expect the random-scan sampler to lead to shorter autocorrelation
lengths, because its transition kernel connects more states at once than the kernel of the
deterministic-scan sampler. This will lead to a more efficient smoothing of the function
fUl defined in 3.56. As explained in section 3.2.6, this means that the Markov chain
convergences faster.

If the conditional probabilities («;|x1, 2, ... 21, %41, ..., x,) are not known explic-

itly, Monte-Carlo techniques can be used to evaluate them. Because the configuration
spaces for one variable, with the other variables fixed, is much smaller than the total
configuration space, the sampling of one variable can often be done in an efficient way.
This leads to hybrid algorithms like the 'Metropolis in Gibbs’ sampler, whererthare
sequentially sampled using the Metropolis algorithm.

In statistical physics the Gibbs sampler is known as the “heat bath” algorithm [13]. A
canonical ensemble farclassical particles is sampled according to the Boltzmann factor
e~ PH(@e20e0) - This is done by bringing one particle into equilibrium with a “heat
bath” at inverse temperaturg while keeping the other particles fixed. Bringimginto
equilibrium with a “heat bath” at inverse temperatgramounts to sampling; according

to w(x;|ey, gy ... i1, g1, T,) o e PHELT2i—1ym12n) - Solving the one-body
problem for every variable,; sequentially in a heat bath with all the other variables fixed
brings the total many-body system in thermal equilibrium with the heat bath. The heat-
bath algorithm is often applied to spin systems. These can be seen as systems where the
components:; of the state vector can take on only two values: up or down. At every
Markov step, one spin; is flipped with a probability-, wherey is the ratio between the
weight of the configuration with; flipped to the weight of the given configuration. This
probabilityﬁ is also the probability with which a randomly generated trial moverfor

has to be accepted according to Barkers rule (see section 3.4.1). As discussed before, the
Metropolis acceptance rule is more efficient. Therefore, the heat-bath algoritm for spin
systems can easily be improved by flipping the spiwith probabilitymin(1, ¢). Liu has

shown how the heat-bath algorithm or Gibbs sampler can be improved in an analogous
way for systems whit components that can take on more than two values [29].
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3.4.3 Theindependence Metropolissampler

An interesting type of Metropolis algorithm is the independence Metropolis sampler.

It is often used as a building block for hybrid kernels. An interesting point is that
the eigenvalues of its transition kernel can be computed explicitely. From these, the
convergence properties for the kernel can be determined. The independence sampler is
a Metropolis sampler whose proposition kernel is independent 6f(z,y) = Q(y).

This means that whatever the staté is, the trial movez” is drawn independently

from a distribution(z7). Note thatQ)(y) is also the stationary distribution for such a
proposition kernel. The acceptance of the trial move does depend:on’ is accepted

with probability
-, m(@h)Q(al)

This leads to a transition kern€lwhose second largest eigenvalue is given by [25]

1
max, (7(z)/Q(x))

This shows that the convergence behaviour of the Independence Metropolis sampler is
closely related to the deviation between the target distribution and the stationary distribu-
tion of the proposition kernel. Also the transition probabiliti’¥q x, i) can be computed
exactly for this case [26)].

Ay =1— (3.149)

3.4.4 A limitation on Metropolisalgorithms

Except for the independence Metropolis sampler of the previous section, it is difficult
to predict the convergence behaviour of Metropolis kernels. An interesting result was
obtained by Caracciolo et al. [27]. They showed that a lower limit for the second largest
eigenvalue\, of the transition kernel can be derived in terms of an energy-like observable
H defined by

H(z) =In(wg(z)/w(z)). (3.150)
The first autocorrelation coefficient for this observable is bounded by

4/e?

pi(H)>1— var(H)’

(3.151)

with var(H) = E[(H — E(H))*]. Because\; > p;(f) forany f , we have a lower bound
for \s:

4 2
A > 1 — /e

21— (3.152)

This again illustrates that the convergence of the Markov chain is closely related to the
deviation between the target distribution and the stationary distribution of the proposition
kernel.
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This insight allows us to give an intuitive answer to the following question: Suppose that
we have to sample configurations of the from 2.18:

4+ Tr (e""\/@’&) + Tr (e_\/@’&)

6
We could generate a trial move by choosing between these three terms with equal proba-

bility. The ratios between(z) andwg () are then given bgTr(1), Tr (e*\/@“i) /2 and

(3.153)

Tr (e‘\/@i) /2 respectively. Another possibility is to choose the first term with proba-
bility 4/6, the second and the third term each with probabilit§. The ratios between

w(x) andwg(z) are then given bifr(1), Tr <e+\/@’4) andTr (e‘\/@"i) respectively.

The question is: what way of proposing a trial move is the most efficientiadfsmall,

then the ratios between(x) andw(«) for the latter method will all be close tQ while

for the former method they have a larger variation. Therefore it can be expected that the
latter way of choosing the trial move will lead to a more efficient sampling algorithm.
In general we recommend to construct the proposition kepnglich that its stationary

distribution is as similar to the target distribution as possible, while still allowing a quick
generation of trial moves.

345 Guided Metropolissampling

Suppose that we want to sample from a distributign) that requires a considerable

amount of computation time for the evalutation@fx), and that we also have a function

wo(x) ~ w(z) that is much easier to evaluate. An efficient way to generate trial moves

for the Metropolis sampling af (), is to run a Metropolis Markov chain far,(«) of a

certain number of steps, sayand to use the resulting states trial move. 1fQ)(x,y) is

the Metropolis transition kernel fas, (), then the proposition kernel for this algorithm is

given byQ"(z,y). Calculatingl”(x, y) andQ"(y, =) explicitly is practically impossible.

We cannot evaluate the ragdrom section 3.4.1 using expression 3.140. Butx, y) is

a Metropolis transition kernel fary(«). Hence it hasu (=) as its stationary distribution.

So we can evaluatgusing expression 3.141.:

w(a)wo(21)

T w(@w(aT)

If wo(x) ~ w(z),Ye , theng ~ 1. This means that most of the trial moves will be

accepted. So using,(x) to 'guide’ the proposal moves for the Metropolis samplis(g:)

results in a high acceptance ratewif{ «) is much easier to sample tha ), this guided

Metropolis sampling will be much more efficient than the Metropolis sampling based on

w(x) only. In the limit of largen, the Metropolis Markov chain fap,(y) will thermalize.

The trial moves, can then be considered to be independent fromhey are distributed

according tavy(y) The guided sampler becomes an independence Metropolis sampler.

In SDQMC, where the(z) are given by the trace of a product of exponentials of one-body

operators,

(3.154)

w(z) = Tr (6A<x1>64<x2> o eA(l’Nt)) 7 (3.155)
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a functionwy(z) that is sometimes useful for guided sampling is obtained by retaining
only the diagonal elements of th&(x). The product of the exponentials of the diagonal
matrices is again a diagonal matrix. Its trace can be evaluatedW(t¥3) operations.

We applied this method in SDQMC calculations for the 4 Hubbard model. The guided
sampling improved the efficiency of the SDQMC drastically for low inverse temperatures,
f# ~ 1, and high interaction strengthis, ~ 8. At higher values off the method improved

the efficiency only slightly.



The Slater-determinant quantum
Monte-Carlo method

The concepts introduced in the previous chapters are brought together in this chapter to
form a powerful quantum Monte-Carlo method for the study of fermionic many-body
problems.

In chapter 1 we showed that exponentials of one-body operators can be represented by
Ns x Ng matrices, withVs the dimension of the one-body space. In chapter 2 we showed
how the exponential of a general two-body Hamiltoniarcan be decomposed as a sum

of exponentials of one-body operators,

—BH

= S 3 An @)t Aoy (5) o o—BHo ,~Aay, ()
[2)

€

by
e” 2o

= Y SO =Y 0, (4.1)

In chapter 3 we showed how a sum over a large number of terms can be approximated
by statistical sampling using Markov-chain Monte-Carlo methods. In the present chapter
we will show how these building blocks can be combined into a method for the study of
fermionic many-body systems. The cornerstone of the method is the Boltzmann operator
e~PH It can be used in two ways: it can be seen as the many-body density-matrix operator
of a statistical ensemble of quantum many-body systems at a tempéetatdre/ 3, or

it can be seen as an operator that projects states onto the ground state of the many-body
system, if3 is large. Hence the Boltzmann operator can be used to study the thermodynam-
ical (internal energy, specific heat, ) and ground-state (ground-state energy, density and
momentum distributions, correlations,.) properties of quantum many-body systems.
Spectroscopic information such as energies and level densities of excited states can be
obtained from thermodynamical data using an inverse Laplace transform. The inverse
Laplace transform is an ill-conditioned numerical problem. This makes the calculation
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of spectroscopic quantities using SDQMC a lot more complicated than the calculation

of thermodynamical or ground-state properties. Therefore, we restricted this work to

calculations of thermodynamical and ground-state properties. Implementing a routine for
the inverse Laplace transformin order to be able to calculate spectroscopic quantities, will
be one of the first goals of our future research.

4.1 Statistical guantummechanicsand thermodynamics

In statistical mechanics, one studies the properties of an 'ensemble’ of states. An ensemble
can be defined as a set of possible states of the system. To each state in the enemble a
weight is attributed that is proportional to the probability for the system to be observed
in that particular state. Several types of ensembles are used in statistical mechanics: the
grand canonical, the canonical and the microcanonical ensembile.
The grand canonical ensemble represents a system that is in equilibrium with an infinitely
large heat and particle reservoir at a temperéfimed a chemical potential The system
can exchange energy with the reservoir. This leads to fluctuations in the energy of the
system. The system can also exchange particles with the reservoir, leading to fluctuations
in the number of particles. Statistical mechanics learns us that, at thermal equilibrium at
a temperaturé’ and a chemical potential, the probability for the system to be in a state

. . . . —E+uN
with energy/ and a number of particles equal &g is proportional ta=—#7 . Here,k
is the Boltzmann constant. In what follows, we choose temperature units suéh=thiat
Instead of the temperatuie we mostly use the variable = 1/7". With these notations,
the weight attributed to a state with energyand N particles in the grand canonical
ensemble is given by #F+AuN,
One could isolate the system from the reservoir in such a way that particles can no longer
be exchanged, while energy exchange is still possible. Then the system has a fixed number
of particles,N, while the energy of the system fluctuates. The ensemble that represents
such a system is the canonical ensemble. The probability to find the system in a state with
energyF is proportional to the Bolzmann facter .
One can further isolate the system, in such way that no energy is exchanged anymore.
Because the energy is a constant of motion for an isolated system, the system will have
a fixed energy. The ensemble that represents such a system is called the microcanonical
ensemble.
In statistical quantummechanics an ensemble of states can be represented by a statistical
density matrixp,

p= Y wilo e, (42)

with w; the weight attributed to the many-body state This density matrix represents

a mixture of states, not to be confused with a superposition of states. In order#p see
as a probability for the system to be found in statep should be normalized such that
Tr(5) = 1. For the canonical ensemble, the unnormalized statistical density matrix is
given by the Boltzmann operate‘rﬁﬁ. This can be seen by expanding the operatéFf
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in the basis ofV-particle energy eigenstates:

ePH = > BBV E|. (4.3)

The probability to find the system in a state with eneliyis proportional to the Boltzmann
factore="¥:. The normalized density matrix is given by

1 N
h=—e P 4.4
P (4.4)
with Z; defined as
Zy = Try (71}, (4.5)

In what follows, we will use the notatiofiry for the trace over theV-particle states and
Tr for the trace over the complete many-body space; thus

Tr= > Tru. (4.6)

Z 1s called the ’partition function’. It contains all thermodynamic information on the
system in the canonical ensemble. For the grand canonical ensemble saférmith &
the particle number operator, has to be included in the exponent of the Boltzmann operator
The operator now acts on the whole many-body space without restrictions on the number
of particles:
1
Zaos

with the grand partition functio# ¢ s now given by

pac = G_BHW“Na (4.7)

Zacp = Tr (704N (4.8)

With the SDQMC method, we can calculate the thermodynamic expectation values of
operators. The following expressions, apply to the canonical ensemble. The extension
to the grand canonical ensemble is straightforward. In the canonical ensemble, the
thermodynamic expectation value for an opera@tc’ns given by

(e = Ziﬁm (A=), (4.9)

One can interpretd) . as the ensemble average of the matrix elem&rt| ;).

Particularly interesting quantities to study with SDQMC, are thermodynamical quantities
such as the internal energy, the specific heat, the entropy and the free energy of the system.
The internal energy’/ is the ensemble average of the energy, or in other words, the
thermodynamical expectation value of the Hamiltonian:

U= <f{>0 = Ziﬁ-lﬁr]\f (ffe_ﬁﬁ) =

9|zl

5 (4.10)
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The specific heat” gives the amount by which the internal energy increases if the
temperature of the system is increased by a small amount:

ou ,0U 207 In | Zg| 2 (/772 T\ 2
C=—n=—F— 33 =3 (aﬁ)ﬁ = 3 (%) — (I)E). (4.11)

The entropys of the system is given by

S = —Try[In(p)p]
= _Zig-er [(—ﬂf{ — ln(Zg)) e‘ﬁﬁ]
= B(H)c +1In(Zg)
— AU +1n(Z). (4.12)

From the thermodynamical relation for the free enefgy: U — 75, one finds that

_ In(Zs)
=l (4.13)

The partition function is also related to the level density~) of excited states of the
N-particle systemZ; is the Laplace transform gf £):

Zy=> e P =3"eFg(E). (4.14)
7 I

In an analogous way, the thermodynamic expectation \(aﬁiu@ of an operatovfljn the
canonical ensemble can be seen as the Laplace transform of its expectatiopiyalire
the microcanonical ensemble:

1

(Ao = =S (E|A|E)e P = 7 (A pg(E)e=". (4.15)
; E

This shows that, in principle, information obtained from the canonical ensemble can be
transformed to information in the microcanonical ensemble. However, this transformation
is equivalent to an inverse Laplace transform, which is known to be numerically very
unstable. Though in recent years maximum-entropy techniques have proven to be very
useful to stabilize the inverse Laplace transform, for this application the method remains
inaccurate and unstable.
The thermodynamic response functiBr(r) for an operatorfl in the canonical ensemble
is defined as [6]

R;(r)= <eTHATe_THA> = Zi'lﬁl’ [e_(ﬁ_T)HATe_THA] : (4.16)

B

Inserting a complete set dFparticle energy eigenstates\,), |V ;) with energiest;,
Ey) shows that

O e Er-F) (4.17)

1
Ry(r) = Z—ﬁZe
it
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The thermodynamic response functiB(r) can be seen as the Laplace transform of the
strength functiort ; (w):

R;(r) = Ze_WSA(w) (4.18)

1 , . 2
SA((,U) = Z—BZG_BE’ <\I/f|A|\I/Z> 5(w—Ef—|-E2) (419)
i, f

Here, S (w) gives the strength with which the action of the operatocan excite the
system at a temperatufe = 1/ with an excitation energy. In the limit of larges,

S ;(w) gives the strength function for excitation out of the ground state. The inverse
Laplace transform needed to obtain(w) from R ;(7) is not as troublesome as the
inversion of the Laplace transform in expression 4.15. Maximum-entropy methods yield
useful results here [6, 32]. It has been asserted that maximum-entropy methods form the
only consistent way to take into account the statistical errors on the Monte-Carlo data in
an inverse Laplace transform. [33].

4.2 SDQMC for the grand canonical ensemble

The thermodynamical expectation value for an operatorthe grand canonical ensemble
can be expressed as a sum of terms that can be handled easily in a numerical way using
the decomposition 4.1. If we write this decomposition as

Tr [e_ﬁﬁeﬁ“fv] = Tr [Z Ugeﬁ“N] => w(o). (4.20)

then the expectation value of the operatfiotan be written as
o Tr[Aesitemy]
(A) = =
Tr [e ﬁHeWN]
>, Tr [A0, %]
ZO./ fl’ [Ugleﬁp’N]

Zcr fA(U)w(U) (4 21)
S Wer '

with
w(o) = Tr [Ugeﬁ“N] (4.22)
Falo) = Tr[AUeN] fu(o). (4.23)

These quantities can be evaluated exactly for any given configuratiblowever, there
are too many configurationsto sum them all up. Expression 4.21 has a form that can be
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evaluated using the Markov-chain Monte-Carlo methods from chapter 3. How to proceed
if part of the weightso(o) are negative, is explained in section 4.5.

The Monte-Carlo technique that is obtained by evaluating expression 4.21 using Markov-
chain Monte-Carlo techniques, is often called the 'Grand-Canonical Monte-Carlo Method’
or the 'Determinant Monte-Carlo method’ [7]. The method has been used extensively for
the study of condensed matter systems such as the Hubbard model. For the decomposition
of the Boltzmann operator, use is made of the Hubbard-Stratonovich transform from
section 2.2.1 or Hirsch’s discrete Hubbard-Stratonovich transform from section 2.2.2.
Because of the "auxiliary fieldss arising in the Hubbard-Stratonovich transform 2.26,
the method is sometimes also denoted as 'auxiliary field Monte-Carlo’, though this name
is also used for other Monte-Carlo techniques that rely on the Hubbard-Stratonovich
transform.

4.2.1 Evaluation of weights and observables in the grand canonical
ensemble.

Insection 1.2.4 itwas shown that the grand canonical trace of an op@rmmtransforms
Slater determinants into Slater determinants, is given by

Tr [Ueﬁ“fv] = det (1 + eﬁ“U) ) (4.24)

wherel/ is theNs x Ns matrix representation of the operator The operatot/, = S (8)
in the decomposition 4.1 for the Boltmann operator is such an operator. Its matrix

representation is given by, = ¢[%¥]. This leads to a matrix expression fofo):

w(o) = det (1 + eﬁ“e[éc(ﬁ)])
= det (1 +xU,), (4.25)

with v = ¢#. This determinant can easily be evaluated using standard linear algebra tech-
niques. The well known 'LU’-decomposition method requires al2dv floating point
operations (flops) [11]. For ill conditioned matrices, the singular value decomposition is
more suited. It requires abogifVZ flops for the calculation of the determinant [11].

In order to calculate the grand canonical expectation value of an operate not only
need to calculate the trace bf but also ofA[/,. In general this last operator has a
different nature from the former one, becau$é’, is not a product of exponentials of
one-body operators. The expression 4.24 cannot be usetlisl one-body operator,

we can get around this problem. We define the oper@;p(e) as the operator which
transforms a Slater determina#it,;, represented by th&s x Ngs matrix M, into the
Slater determinan¥ ;. represented by

M' = (1 + cA) M, (4.26)

whereA = [A] is the matrix representation afin the one-particle space. Note that

—Qi| =4, (4.27)
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because the operat@rA (¢) is equal to the operat@FA up to the first order ir. From
this we obtain the expression

Tr (A0,e™) = SFe[Qe)07e]

e=0

d
= —det[l + x(1+€A)U,]

- (4.28)

e=0

The derivative irc can be evaluated by taking a small but finite valuecforhis leads to

oy detl (1L eAV U] — det [1 4 v,
Tr (A,) = & L+ x(1+eA) U] = det [l + xUr] (4.29)

€

with ¢ a small constant, small enough to make the systematic error on 4.29 negligible
compared to the statistical error originating from the Monte-Carlo procedure. A compact
notation forf4(c) is

(4.30)

Falo) =Tr[AT,] fw(o) = %m \T} Q4 () 7]

e=0

Another way to calculat@r (A7, ¢V is obtained by manipulating the determinant in
expression 4.28 such that one gets

N AA 3 d
Tr (A0, ™) = J-det[L+y (1 +eA)U,]
&
e=0
d YU,
— det (1 ) —det [14¢A
et +XU)d6 ) ( e 1+XU0)520
xUs
= det(14+~U)Tr(A . 4.31
et (14 xU,) (1+ng) (4.31)

The notation Tr is used for the matrix trace, in contrast to the notatichat is used for
the many-body trace. Becauset (1 + «U,) = w(o), it follows from 4.23 and 4.31 that

falo) =Tr (A : jfiU ) . (4.32)

A particular type of one-body operatoris= &}&k. Its expectation value gives an element
of the one-body density matrjx:

Py = (alaw)ae. (4.33)

From expression 4.32 we obtain that for this operator

o XUs
falo) = Tr (ajakl—l—ng)

XUs
= 4.34
(1 + xUs ) ki (4.34)
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Note that here, denotes the row vector which had @n thek' entry and zeros in all
other entries. Using the notation defined in expression 3.1, we can writg'tisathe
expectation value of the matrik!

' =E(R), (4.35)
with the matrixR! given by
xUs
R = i (4.36)

Expectation values for a two-body operaﬁmcan be obtained by decomposing the two-
body operator as a sum of products of one-body operators:

The grand canonical trace for a product of two one-body operdtors A; A,, can be
evaluated as
LT A ¢ d d - » A . ¢
Tr [AlAQUgeﬁMN] = ——Tr [QAl (61) QA2 (62) UUGBMN]

d61 d62

(4.38)

€1 :07 62:0 )

Again, the derivatives can be evaluated by taking small but finite values famd ¢,.
Alternatively, one can elaborate the formula further by manipulating the determinants:

Tr (A, AT, )
d d

= ——det [1 + x (1 + A1) (1 + e245) Ugeﬁ“N]

do de (4.39)

€1 :07 62:0

Analogously to the reasoning in 4.31, we can transfrom this expression in the form

Tr (Al A, Ug)

; X(1+62A2)U0
= ——det[l+ x (1 +eA2) U,]Tr | A
J det [+ x (1+ 45) U] [H+xu+@&ﬂ%LFo

= det (1 + xU,) fs(o), (4.40)

with /(o) for a two-body operatoB = A, A, given by

xUs xUs
= Tr| A Tr A
/5(7) ( 11+><Ug) ( 21+><Ug)

XUCT XUCT XUU
Tr| AjA,————] —Tr A A . 441
+ ( 1 21—|—ng) ( 11‘|’XU0 21‘|‘XU0) ( )

This procedure can be extended to operators of any order. The calculations will require
more and more computational effort as the rank gets higher.

A particular type of two-body operator B = &}&L&,&m. Its expectation value gives an
element of the two-body density matpix:

P ). (4.42)
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The operatos can be written as a product of one-body operators in the following way:
B = (ala,,) (afar) — it (4.43)
Using expressions 4.31, 4.34, 4.36 and 4.40, one obtains that

pznlkj = E(Rznlkj)v (4.44)

with R? ,, . given by

mlky

Rznlkj = Rlanllk - RlljR}nk- (4-45)

Relation 4.45 shows a strong analogy with the relation between the two-body density
matrix and the one-body density matrix for a pure Slater determiwarderived by
Lowdin [34] in the framework of Hartree-Fock theory:

Q?nlkj = Q}nj@llk - Qzljé’}nka (4.46)
with p' andp?® here defined as:
alay,

or; = (Ulala|w) (4.47)
ot = (Wlalalaa,,|v). (4.48)

Infact, relation 4.45 indicates that relation 4.46 also holds for the grand canonical one-body
and two-body density matrix for a system with a one-body Hamiltonian (a mean field) at
finite temperature (in the grand canonical ensemble). As such, it is a finite-temperature
extension of relation 4.46.

An alternative way to calculate the weigth for an opera&ois based on the derivative of

the exponential of an operator.

deX ) dX 1o dX 1. . dX
= S g [ro S|+ [ re. oS
1 ~ ~ ~ dX X(E)
—I_ﬂ [X(e), [X(e), [X(e), I (6)]]] —|—...}e : (4.49)

On taking the trace of both sides, the terms with commutators vanish, so one gets the
result .

. (d 4 . (dX 4

— X)) = 2 (e)eX 9
Tr (dee ) Tr ( I (e)e ) : (4.50)

This expression can be used to derive the following expression for the grand canonical
expectation value of an operatér

Tr (Ae-otand) di Tr (e-Prr+ous+ed)
&

(4.51)

e=0

To evaluate the trace on the right hand side one needs a decomposition analogous to the
decomposition 4.1 for—". If A is a one-body operator or if is a part of the two-body
Hamiltonian that is treated seperately in the decompositiendf, then a decomposition
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for e—ﬁm&f exists thatis based on the same configuratioas 4.1, with slightly modified
operators’y(e) or A’,, (3, €). Then the weights for the Monte-Carlo sampling are given

by

w(o) = Tr [Ugeﬁ“N] (4.52)
o) = LT [@ )| )

= 4 det [1 + xU',(€)]

o Jw(o) (4.53)

e=0

with U",.(¢) given by

U',(€)
oS0 (Be)

_ D A (5,6) = BHo(€) = Aoy (Be) o )

o (0) Ay, (Be) - ZED (4.54)

Becausé/’,(¢) = [, for e = 0, we can rewritg/’ (') as

falo) = %ln |det [1 + xU's(6)]|| - (4.55)
e=0
Again, the derivative irc can be evaluated by taking a small but finite valuedorAt
first glance, it looks like this method for the evaluation of observables is far less efficient
than the method based on expression 4.32 or 4.41 because one has to calculate the matrix
U!. This require2 N; matrix-matrix multiplications. On the other hand, expression 4.55
exploits the permutational symmetry of the trace:

TH(ABC) = Tr(CAB) = Tr(BC A). (4.56)
Cyclic permutation of the componenis, o,, ... oy, Of the configuration vector, cor-
responds to a cyclic permutation of the inverse-temperature slices in the Suzuki-Trotter
decomposition 2.10. Because of the permutational symmetry of the trace, such a per-
mutation will not alter the value of (o). The factorQA in expression 4.30 breaks this
symmetry. Thereforef, (o) is not invariant under cyclic permutations of the components
of o, while f' , (o) is. f' 4,(o) equals the value obtained by averagjiigo) over all cyclic
permutations of. It corresponds to inserting the fact@;i in every inverse-temperature
slice of /,. Therefore the variance off (o) will be much smaller than the variance
on f4(o). Furthermore, the method based fn(c) has the advantage that it is easy to
code in computer-programming language. The fact that it requires more computer time
is not a big disadvantage, because most computer time in SDQMC calculations goes to
the evaluation of the weights (o), if the sampling interval is well chosen (see section
3.3.2). The systematic error g, (o) will be somewhat bigger than the systematic error
on f4(o), because of the systematic errors in the decompositien@f+ #V+e4,
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A particular operator for which the method based on expression 4.55 is useful, is the
Hamiltonian! . Its grand canonical expectation value is related to the internal energy of
the system: A

U= (H)c. (4.57)
Taking the derivative to an auxiliary variablés equivalent to taking the derivative th
Expression 4.55 becomes

o) = —d%,ln[Hx(ﬁ)Ua(ﬁ’)] R (4.58)
gl=

This is also the direct analog of the thermodynamical expression 4.10. The thermodynamic
quantities cited in section 4.1 can be determined from the thermodynamical relations
among these quantities. The logarithm of the grand partition function can be obtained by
numerically integrating-U + u N = % In(Z3) from0 to 5. Expression 4.13 immediately

gives the free energy/, while expression 4.12 can be used to obtain the entropy. Obtaining
the specific heat in the grand canonical ensemble is more complicated, because it requires
the derivative ofU/ to § under the condition thalv remains constant. Changing the
temperature will also change the number of particles, so a correction has to be made on
the expression

dU
C = —52%. (4.59)
These corrections require the evaluatiod&fV) and(N?). From the total derivative
d ou U d
Tl s ™ 0 8y (420
and from the condition X
dl) — 0, (4.61)
B |y constant

one can obtain an expression for the corrections term on 4.59. The evaluation of the
specific heat is easier in the canonical ensemble, where the number of particles is fixed.

Rank one updates for MCMC sampling in the grand canonical ensemble

In SDQMC based on a Metropolis sampling algorithm, the weiglat ) from expression
4.25 has to be evaluated for configuratienishat differ only in a few components from
a previous configurationm. If the decomposition of the exponential of the two-body
Hamiltonian is based on rank-one or rank-two operators, as explained in section 2.2.2,
then a fast updating scheme for thés’) can be used [35]. It requires thét, can be
written as

Uy = U, + ablby, (4.62)

where b, and b, are row vectors. We discuss it here for Hirsch’s discrete Hubbard-
Stratonovich transformation (see section 2.2.2), but it applies more generally to decom-
positions based on rank-one or rank-two operators. In the case of Hirsch’s discrete
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Hubbard-Stratonovich transformation, flipping the componentfof the:*" lattice point
in the j'* inverse-temperature slice transfromsin the following way:

A A A

Ucr - ULUGQGUU (nTi_n“)URU

UU/ = ULge_zagij(ﬁ“_ﬁ“)URg. (463)

The index . (R) denotes the part operatéfrg that is obtained by multiplying all the
operators for the inverse-temperature slices left (right) of thelice. The corresponding
transform on'/;,, is given by 4.62, with

r = —2sinh (2a0), (4.64)
b = Uppoel, (4.65)
by = ¢Uro, (4.66)

wheree; is the row vector withl on the:*" entry and zero’s on the other entries. The
weight attributed to the new configuration is now given by

wi(o’) = det (1 + xUjyr)
= det (1 + xUis + Xl’b{bz)

= det (1 + xUj,) det (1 + be{bz)

14+ xUis

1

Thusw;(o’) can be calculated without computiig,.. Instead ofV; matrix matrix
multiplications, the calculation involves only; matrix vector multiplications. This
reduces the number of needed flops with a fader If the Metropolis trial mover’ is
accepted, thefl + yU;,)”" has to be determined in order to apply expression 4.67 for
the new trial moves. This can be donedn N2) flops if the matrix inversion is based
on a@) R decomposition [12]. Note that if this decomposition is known, the inverse has
not to be calculated explicitly in order to evaluate 4.67. Besides, the niatfix U, )"
can be used for the evaluation of expectation values of observables using expressions 4.32
or 4.41. After a number of updates, the factorizatior{lof- yU;,)”" degrades due to
rounding errors and has to be recomputed from scratch.
This scheme can be improved further if one updatesly in the last inverse-temperature
slice. Then, in the case wheffeandb, are given by 4.65, 4.66, one has that

bl = el (4.68)

by = el (4.69)

Expression 4.67 can now be written as

N 1
wi(o”) = wy(o) ll + (1 — m)“] : (4.70)
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In this case no matrix vector multiplications are needed @nd yU;,)”" needs to be
updated only if the trial move is accepted. This update can be dafé i) flops. After

a few steps by changing the last slice only, the last-but-one slice can be brought to the
last position using the cyclic permutation symmetry of the grand canonical trace. This
requires only two matrix matrix multiplications. If the decomposition of” is based on
diagonal and rank-one matrices, this cyclic permutation of one inverse temperature slice
requires onlyO (N3) flops too. A minor disadvantage of these cyclical updates is that
they amount to a deterministic-scan Gibbs sampler, while a random-scan sampler can be
expected to lead to shorter autocorrelations (see section 3.4.2).

In some cases, several steps of the form 4.62 will be needed to transfamt/,.. The
procedure then will have to be repeated a number of times for one update. The major
limitation of this scheme is that it only allows trial moves where one componeni®f
changed. In alot of cases, trial moves where more components are changed, will lead to a
more efficient sampling. Instead of repeating the rank-one updating scheme a number of
times, it can be more efficient to calculdfe from scratch for every trial move. A scheme

that reduces the number of matrix multiplications considerably in such cases, is given in
section 4.6.2.

4.3 SDQMC inthecanonical ensemble

The canonical ensemble is obtained by restricting the grand canonical ensemble to states
with a fixed number of particle§. The SDQMC can be applied in the canonical ensemble
inan analogous way as in the grand canonical ensemble. Analogons for the grand canonical
expressions 4.21, 4.22 and 4.23 are found by replacing the grand canonical trace operator
with the canonical trace operator for theparticle states and by omitting the factor with

the chemical potential:

o Yo Jalo)w(o)

(Ao = S oo (4.71)
w(o) = Try [ﬁg] (4.72)
falo) = Ty [AT,] fw(o). (4.73)

Now we need a way to evaluate theparticle trace. Formally, one can obtain expressions
for the canonical trace from expressions for the grand canonical trace by taking the
derivative of the latter to the variable = ¢’*. Let the grand canonical trace for an
operator/ be given by A A

Tr(0e™N) =Tr (UxY). (4.74)

then the canonical expectation valueoan be written as
. AV . ek
Try (U) = (@) Tr (Ux )\XZO. (4.75)
For the weightu (o) this leads to the formal expression
wlo) = Try [Ug]
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d\" 2 0 %
_ (@) o (0],

d N
— (@) det (1 4 xUs)|, = - (4.76)

The canonical weight () is given by the coefficient of ¥ inthe polynomiallet (1 + xU,).

This polynomial is closely related to the characteristic polynomial of the mé&trpas

is explained in the next sections. Thus the calculation of canonical traces for SDQMC
amounts to the evaluation of the characteristic polynomial of the mattiged=or this
purpose we developed an accurate and fast algorithm. Accuracy is very important here,
because we also want to evaluate the first and second derivatives of the canonical traces,
for the calculation of observables. Speed is important, because canonical weights have to
be determined for every Markov step. The Metropolis sampling scheme can be optimized
in such a way that the evaluation of the trace becomes one of the bottlenecks of SDQMC
programs.

4.3.1 Numerical evaluation of canonical traces

In order to calculate the canonical trace numerically, several methods have been suggested
by Langet al[37]. One can start from the relation

det (1 + xU,) = e Min(+xU)] (4.77)
0 . n—1
= exp lz ( 7”2 X"Tr (U:)] : (4.78)
n=1

Picking out the coefficient of " in the series expansion of both sides gives a relation
betweenry (U}) and Tr(U,), Tr(U?),...,Tr (UC{V) Though mathematically elegant,
this formula is unpractical: it is inaccurate because it is very sensitive to roundoff errors,
especially if the eigenvalues bf differ by several orders of magnitude, which is common
in SDQMC. Itis also inefficient because it requir€s2 matrix multiplications. Therefore
the method is only useful for small. Langet alalso suggest another method: calculation
of the canonical trace using coherent states. This method requires the integration over
N2 additional fields. However, since the integration is carried out with a Monte-Carlo
algorithm, this requires only slightly more computational effort than the previous method.
But it aggravates the ’sign problem’ (see section 4.5). A third method, suggested by the
same group in another paper [38] and claimed to be better than the previous ones, uses the
operator

R ~ o dg . e

Py = e 0N — N (OutidN (4.79)

0o 2w

that projects the ensemble witth particles out of the grand canonical ensemble. Here,
N is the number operator. The parameteis arbitrary here and chosen to minimize
numerical instabilities. The canonical trace is then given by

T (1) = e [ S2emioV e (cmsion ) (4.80)

s
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_ N P79 iy I (1 n eweﬁw—q)) : (4.81)
A

o 27

wherec, is the A\ eigenvalue of the matrix/,. This matrixU, is used in diagonal-

ized form because this is numerically favorable: the grand canonical trace can now be
evaluated by multiplyingVs scalar factors, otherwise one has to evaluatgésax Ng
determinant for every value af. The integration can be carried out exactly with an
Ns-point quadrature formula. This method is stable:ifs well chosen. The value

1 = (Re(en) + Re(en41)) /2 is suggested. However, {if, is diagonalized, the canoni-

cal trace can be evaluated much more easily by explicit construction of the polynomial

Ns
det (1 4+ xU,) =[] (1 + x&) - (4.82)
=1
If this polynomial iny is constructed from the smallest up to the largest eigenvalue, it can
be computed in an easy and stable whyy (Ug) is then given by the coefficent qf".
The polynomial can be constructed even more efficiently without diagonalization of the
matrix U,, as is explained in the next section.

4.3.2 Algorithm for the calculation of the characteristic polynomial
of a general square matrix

The characteristic polynomial of akis x Ngs matrix U is given by

Py (y) = det (U — y). (4.83)
The coefficient ofy™ in P () is equal to{—1)" times the coefficient of Vs~) in

Pl (x) = det (14 xU). (4.84)

The basic idea of the algorithm is to conside# YU as a matrix of polynomials in

x. The determinant in equation 4.84 can be calculated using Gaussian elimination, with
polynomials instead of scalars as matrix elements. Because the multiplication of two
polynomials of degreéV requires abou2 N? flops and the calculation of a determinant
about N2/3 polynomial multiplications, the calculation would require a number of the
order of N2 flops, which is too much for an efficient implementation. This number can
be drastically reduced i/ is transformed to an upper-Hessenberg form by a similarity
transformation (a Householder reduction to Hessenberg form requires approxiaétly

flops [11]). This leaves the coefficients 8f () unchanged because

det [1+4x (Q7'UQ)| = det [Q7" (1 + xU) Q] (4.85)
=det (14 xU). (4.86)
In order to calculate the determinant we transfdrm y U to upper diagonal form by

Gaussian elimination, requiring now onNz polynomial multiplications. The Gaussian
elemination is performed from the right bottom corner of the matrix up to the top leftcorner



88 The Slater-determinant quantum Monte-Carlo method

because in SDQMC the right bottom corner often contains the smallest elements, so that
the summations involved are performed from small to large terms. This is less sensitive to
roundoff errors than the summation the other way round. We starffitk1 + yU. Now

we bring column after column in upper triangular form. Supposefhdtas columng

to Vs already in upper triangular form, i.e.

T/, =0, (4.87)
for: > Lk andk > 5. Now we calculate
Tt =T, (4.88)
where 4
Gy = ik, (4.89)
except for } }
b 2%
In the end we obtain the upper triangular matrix
T'=TNs GNs gNs7 L G2 (4.91)
so that

Fi(x) = det(1+xU)

= det (TNS)

det (7)
det (GNs GNs=1 ... G2)
HN—Sl TL
I, T

= T, (4.92)

becausd’;, = T;. The operations can be ordered to minimize memory use. This leads to
the following algorithm {;.; corresponds with the coefficient gf in T7):

algorithm for calculating the coefficients of the characteristic
polynomial of a Ns x Ng matrix U
reduce U to upper Hessenberg form

DOj = Ns,1,—1

DO =1,
DOk = Ng —j,1,—1
ter1i = Uijtejon — Ujsaj th
ENDDO (4.93)
ti; = U
ENDDO

DOk =1,Ngs—j
lrj = 1g; + 141
ENDDO
ENDDO
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In the endt,., is the coefficient of¢* in P/, (y). This algorithm cannot break down and
requiresNZ/2 + N% — Ns/2 flops. If one needs only the coefficient of, e.g. for the
calculation of anV-particle trace in SDQMC, the number of flops can be reduced further
by calculating the polynomials only up to degr&e This restricts the loops over k to
values smaller than or equal i

DO k = MAX (Ns — j, N),1,—1. (4.94)

Together with the Householder reduction to the upper Hessenberg form this makes less
than4 N flops. Diagonalization of the matriX would require about0 N2 flops with the
QR algorithm [11].

Numerical tests

We have tested our algorithm numerically on its speed and accuracy. Al the tests were
done in Fortran77 (DEC Fortran V3.8) on a Digital Alphastation 255/300MHz workstation
running Digital Unix 3.2D. For the reduction to Hessenberg form and the diagonalization
optimized Lapack routines were used [40]. For the part of the algorithm listed in the
previous section only the standard optimizations of the Fortran compiler were used.

The speed was tested by calculating, for several matrix sizes, all the coefficients of the
characteristic polynomial of 100 matrices with random elements. This was done with
our algorithm and with complete diagonalization. The speed was measured by counting
the number of cycles executed by the procedures of the algorithms (fewer cycles means
faster calculation) using the "prof -pixie’ command (see reference [41]). Table 4.1 lists
the results. It is clear that our algorithm is much faster than complete diagonalization:
from a factor 4.5 for small matrices to a factor 1.8 for large matrices. The decrease of this
factor for large matrices can be understood by the fact that the routines for the reduction
to Hessenberg form and diagonalization are strongly optimized while the routine for the
algoritm 4.93 is not, and that these optimizations become more and more efficient with
larger matrix sizes.

In order to test the accuracy, we calculated 200000 random samples with a SDQMC
program for thel x 4 Hubbard model with 8 up and 8 down electrons, with= 4 and

# = 6, following the method of reference [35], but taking the canonical trace instead of
the grand-canonical one (see chapter 5). The calculation was done in double precision
and in single precision using our algorithm and complete diagonalization. As a measure
for the accuracy we used the average absolute value of the difference between the single-
and double-precision result divided by the double-precision result. For our algorithm
we found a value 06.00186 + 0.00005 and for the complete diagonalization we found
0.00607 4+ 0.00010 (error limits at95% confidence level), indicating that our algorithm

is more accurate. This could be expected since it requires less operations on the data.
Furthermore complete diagonalization was much more sensitive to overflow errors than
our algorithm. At values of > 6 complete diagonalization (in single precision) was not
usable anymore.
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Matrix dimension

Algorithm 4.97

Complete diagonalizatio

n Ratio

4
6

8
10
15
20
25
30
35
40
45
50
60
70
80
90
100
150
200
300
400
500
600
700
800

900

451400
1009400
1760300
2870100
7261300

14224100
25524300
41735900
63852100
90395400
126513800
171095900
284484900
447113900
652709400
926006900
1251268900
4268580600
10018384500
32993383700
77249914100
14982592640(
25742788810(
40743344300(
60709413250(

86322566650(

1983818
4413843
8062663
12511637
29676436
55696656
93696774
144177197
209670202
290658105
388488344
512056714
794032492
1163945220
1630550332
2207209655
2923248380
8925077120
20050929483
63384810388
145321243773
2782187055272
474763616745
745631287828

4.39
4.37
4.58
4.36
4.09
3.93
3.67
3.45
3.28
3.22
3.07
2.99
2.79
2.60
2.50
2.38
2.34
2.09
2.00
1.92
1.88
1.86
1.84
1.83

1104878051129 1.82

1564619645628 1.81

Table4.1: Comparision ofthe number of cycles needed for the calculation of the coefficients of the
characteristic polynomial of 100 matrices with random elements, for several matrix dimensions.
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Application in SDQMC

The algorithm presented in the previous section can be used to calculate the canonical
trace of the operatdr,. Because of equation 1.16 itis clear that if the algorithm is applied
to the matrixU,, the canonical trace is given by

-fI'N (Ug) =1tN1. (495)

Care has to be taken to preserve stability in low-temperature SDQMC. Problems with
loss of significant digits and overflow can occur for laggeln order to avoid the former
problem, the product in equation 4.1 can be orthonormalized after every few factors, as
explained in section 4.6.1, resulting in a decomposition

U, =QDR, (4.96)

where () is unitary, D diagonal with real positive elements on the diagonal, &hd
unitary or triangular, according to the orthonormalization technique usehdW have
determinant and are well conditioned matrices. The element®afan vary over many
orders of magnitude because of the exponential natute ofrhe algorithm 4.93 can be
modified so that it keeps the elements/okeparated from the well-conditioned pafis
andR. This enhances the stability. It leeds to the following algorithm:

algorithm for calculating the canonical trace of U, (U, = QDR)
reorder the diagonal elements of D in descending order
permute the columns of ) and the rows of R accordingly
U=RQ
reduce U to upper Hessenberg form
DO = Ns,1,—1
DO: =1,y
DOk = Ns—yj,1,—1
tepri = Usjtrjpn — Ujpaj ths
ENDDO
i =U (4.97)
ENDDO
DOk=1,Ns—
trj=tej + trjrr (Dras/D;)

ENDDO
DOk = Ng—j,1,—1
dk-l—l = dk D]‘
ENDDO
dy = D,
ENDDO

-fI'N (Ug) =1in1 dN.

Also in the reduction of? U to upper Hessenberg form the element@odnd/ can be
kept separated. Overflow can be avoided by working with the logarithms instead of the
actual values of the elements bfandd.
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4.3.3 Observablesin the canonical ensemble

For the evaluation of the canonical expectation value of an ope&atme need to calculate

the canonical tracery (AUC,) . The expressions derived in section 4.2.1 for the evaluation

of observables in the grand canonical ensemble, can be adapted to the canonical ensembile.
For a one-body operato?t, we can use the analogon of expression 4.30:

Falo) = Try [AU,] fw(o) = < (4.98)

~ de

-fI'N [QA (6) Ug]

e=0

Now the canonical trace oio (¢) U, can be evaluated using the algorithm presented in
the previous sections. The derivativeditan be evaluated by taking a small but finite
value fore as in expression 4.29. Another way to calculitg (AUU) is obtained by
taking theN " derivative toy in expression 4.31

. A A 1 d N X
Try (AUU) = ﬁ(@) Tr(AUC,X)

x=0

1 d\" xUs
= — | — det (1 -) Tr| A
Nt (dX) le( ) I’( 1‘|‘XU0)H 0
X:

N-1
_ ;(d) det(l—l—ng)Tr(O & )‘ .(4.99)

(N —1)! \dy 1+ xU,

If U, is diagonalized t&)T£Q , E;; = ¢;, we obtain

Ns
-fI'N (AUU) = Z CN A/“', (4100)
=1
where
e; d\V!
__ e (d 1+ ve 4.101
CN,Z (N—l)' (dx) g( —I_Xe]) ~ 9 ( 0 )
x=0
and
A = QAQ". (4.102)

The coefficients:;y; can be calculated efficiently by constructing the polynomials

1—1

pri () =11 (1 4+ xej), (4.103)
7=1
and
N
PR, (Chl) = H (1 + XGJ‘) 5 (4104)
7=1+1

so thatcy ; is given bye, times the coefficient of” in the polynomialy;, ; (x) pr.i (x)-
To calculatecy ;. . . ¢y v We need about N N flops. The time-consuming steps are the
diagionalization of/, and the calculation oft’.
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Expectation values for a two-body operafoican be obtained by decomposing the two-
body operator as a sum of products of one-body operators:

B =3 AAs. (4.105)

The canonical trace for a product of two one-body operalfors A; A,, can be evaluated
as g4
Try |:A1A2Ug:| = e, des — Try [QA (1) @4, (€2) Ucr]
Again, the derivatives can be evaluated by taking small but finite values fmd ¢,.
Alternatively, an expression fdiry (AUU) can be obtained by taking thé!" derivative
to y in expression 4.40:

(4.106)

€1 :07 62:0 )

Try (A Asl7,)

N ~
- (%) Tr (A Al V)

x=0

1 [ d\" XUs XUs
= (L) daet 40 |Tr(4 Tr{A
N!(dx) {e( +XU)lr( 1 +><U) r( 21+><Ua)

XUO' XUCT XUCT
Tr| ALA —Tr[ A A .
+ ( ! 21+ng) ( T\, 21+><Ug) H

After diagonalization ot/, this becomes

(4.107)

x=0

Ng Ns

Try (A1 A,0,) = ZCNZ (AGAL), + 30 dug (A aAlsj; — Al jiA5), (4.108)

=1 j5=1

where the coefficientdy ;; are given by

dyis = ese; iN_ZH(lJr ) (4.109)
Nij = Ci€y (N —2)! X€k .

dx ki,

x=0

Thedy;; can be evaluated in an analogous way ascthe requiring now aboué N V2
flops. Expectation values for multi-body operators can be calculated analogously, but will
require more and more flops as the rank gets higher. Note that the relation 4.45, that
can be seen as a finite temperature versionafdins’ expression 4.46, has no simple
analogon in the canonical ensemble. The correct expression is obtained by tak¥it) the
derivative toy of both sides of relation 4.45. )
Also the expression 4.51 for the grand canonical expectation value of an opéredor
be adapted to the canonical ensemble:

Try (Ae BH) = d—TrN (6 pH+ A)

€

(4.110)

e=0

Again, this method is particularly useful for the calculation of the internal energy

U= (H). (4.111)
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Expression 4.58 can be adopted without modification:

(o) = — 2 I [uw(o, )]

7 (4.112)

B'=p

The canonical partition function is obtained by integrating = % In(Z3) from 0 to 3.
The entropy and the free energy can be obtained in the same way as in the grand canonical
ensemble. The specific hedtcan be evaluated from

C = p* (%) — (). (4.113)
For the observablé?, the factorfy- (o) from 4.73 is given by

d2
(d5')

fli(o) = Infw(e, )| +[f (o). (4.114)

B'=8
4.3.4 Canonical or grand canonical ensemble?

In the thermodynamic limit, i.e. when the system size is made infinitely large while
density and temperature are kept constant, the canonical and grand canonical ensemble
yield the same physical results. Because of this equivalence, one could raise the question
which ensemble to choose for SDQMC calculations.

From the results in the previous sections it is clear that the grand canonical ensemble has
a number of advantages:

e The evaluation of the determinant 4.25 for the weigtit) requires2 N2 flops,
while the evaluation ofv(o) in the canonical ensemble requires abodig flops.

e SDQMC in the grand canonical ensemble can be speeded up even more, using
the rank-one updating scheme of section 4.2.1. No such scheme for the canonical
ensemble exists.

e The evaluation of the factorg,o for the observables is done faster in the grand
canonical ensemble.

e Forapplications in condensed matter physics, e.g. forthe Hubbard model, the grand
canonical ensemble is physically more relevant because it allows fluctuations in the
particle density. In real systems, local fluctuations of the density will occur.

e Because the grand canonical trace sums over more states than the canonical trace, the
average sign of the weightg o) can be expected to be higher in the grand canonical
ensemble than in the canonical ensemble. The 'sign problem’ (see section 4.5) is
less severe.

Altough the computations are more time consuming, the canonical ensemble has its
advantages over the grand canonical ensemble too:
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e For mesoscopic systems, e.g. atomic nuclei, the canonical and grand canonical en-
semble are not at all equivalent. A clear illustration of this, are the odd-even energy
differences in nuclei caused by pairing correlations [46]. Odd nuclei have relatively
higher ground-state energies. At low temperatures, their weight in the grand canon-
ical ensemble will be suppressed compared to the even nuclei. Therefore, the grand
canonical ensemble gives little information on the ground-state properties of odd
nuclei, at any value of the chemical potenjialTo study low temperature properties
of odd nuclei, the canonical ensemble has to be used.

e For physical systems with a fixed number of particles, like atomic nuclei, the
canonical ensemble is more natural.

e Even for systems thatideally should be studied in the thermodynamic limit, SDQMC
are only possible at mesoscopic sizes. Shell effects can influence the results. For
the 4 x 4 Hubbard model, e.g., states wishspin-up and> spin-down patrticles
or 8 spin-up and3 spin-down particles dominate the grand canonical results be-
cause of the shell structure of the single-particle part of the Hamiltonian. States
with other particle numbers migth be more representative for the properties in the
thermodynamic limit. This topic is discussed more extensively in chapter 5.

e Ground-state properties can be studied at lower valugsrothe canonical ensem-
ble, because low-lying excited states with different particle numbers are projected
out. With decreasing temperature, expectation values for observables converge
faster to their ground-state values in the canoncial than in the grand canonical
ensemble.

e The specific heat is more easily evaluated in the canonical ensemble than in the
grand canonical enemsble.

Because the final aim of this work is the application of SDQMC to atomic nuclei, we only
did calculations in the canonical ensemble.

A way to combine the speed of grand canonical SDQMC calculations with the advantages
of canonical SDQMC calculations could be given by the guided Metropolis sampler of
section 3.4.5. The grand canonical trace, with an appropriately chosen chemical potential,
could be used as a guiding weight for the canonical trace. This has notyetbeen investigated
and is a topic for further research.

4.4 SDQMC with ground-state projection

441 TheBoltzmann operator asa ground-statefilter

In the limit of low temperature or highs, the weighte=##: of the excited states in

the canonical or grand canonical ensemble becomes negligible compared to the weight
e~PFo of the ground state. Hence, low temperature thermodynamic expectation values of
operators are equal to their ground-state expectation values. Instead of taking the low
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temperature limit of the thermodynamic expectation values, one can also obtain ground-
state expectation values by applying the operaté? to a Slater determinadt that has a
considerable overlap with the ground state. The Boltzmann operator strongly suppresses
the amplitudes of the components of the excited stéteis ¢ by a factore=?(F:i—Fo),
Therefore, the ground state is approximately given by

Wo) ~ 7| d). (4.115)

An obvious choice for the trial state is the N -particle Hartree-Fock ground state of the
system. The expectation value of an operattas given by

(olc-iic29]a)
=D

<\I/0 ‘A‘ \I/0> o~ , forlarge f3. (4.116)

Again, this expression can be evaluated using the decomposition 4.1 and MCMC sampling.
To see this, we write expression 4.116 as

(0 \e—éﬁAe—éﬁ\ o) - (v, \A\ W)

- ;= , 4117
(oleiie) T (W) N
with
W) = o),
Up) = e 27 |9). (4.118)

Clearly,|V;) = |¥r). But the decomposition of the operawrgﬁ will lead to different
terms for the left and the right state when sampling the configurations.

W) = 0., |®),
oL

V) = S U,,.|9). (4.119)

The expectation valugl A P, ) can now be evaluated as
p

(Wo|A| wo) ~ Z“g/igj(”), (4.120)
with
w(o) = (¥, >
= < L) (4.121)
falo) = (W, \ 0R>/w<>
= (@|U1, AUR, | @) Jw(c). (4.122)

The configuratior denotes here a pair of configuratior,, or). The SDQMC obtained
in this way, is often called 'Projector Quantum Monte-Carlo’ method [7].
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4.4.2 Evaluation of weights and observables with ground-state pro-
jection.

The weightw (o) can be evaluated using expression 1.6. Medenote theéVs x N matrix
that represents the Slater determindniThenw(o) is given by
w(o) = det (MU, Up, M) . (4.123)

For the evaluation of 4(o) for a one-body operatot, we need once more the operator
@ ; (¢) from section 4.2.1. The factdi (o) is given by

d A N
falo) = %@ U,Q 4 (€) Uns | @) Juw(o). (4.124)
d T
= - det (MT ULy (14 eA)Un, M) .| Jw(o).
@
e=0
1
_ T T
— det (M7 Up, U, M) Tt <—MTULUURU M ULUAURUM) J(o)

1
Tr(—————— MTU, AU UM) . 4.125
(MTULUURUM Lot R ( )

Expressions for expectation values of products of one-body operators can be obtained by

inserting more operato@A](ej) in 4.124, analogous to the reasoning that was followed
in section 4.2.1 for the grand canonical trace of higher order operators.

The cyclical permutation symmetry of the (grand) canonical trace is lost here, so there
is no analogon for the method based on expression 4.55. Because it is a ground-state

method, thermodynamical quantities like entropy or specific heat obviously cannot be
obtained using ground-state projection.

4.4.3 Ground-state projection or (grand) canonical ensemble?

Compared to the SDQMC in the grand canonical or the canonical ensemble, SDQMC

with ground-state projection has the following advantages:

e The evaluation of the weight(c) in the ground-state projection method requires
N, multiplications of anNs x Ng matrix with an Ns x N matrix, while in the
(grand) canonical method, it requirds multiplications of anVs x Ng matrix with
anNgs x Ns matrix. Therefore the ground-state projection method requires a factor
N/Ns less flops.

¢ If the overlap of the trial staté with the true ground stat, is large, the method
will converge fast. Ground-state properties can be obtained at lower valygs of
than in the (grand) canonical method.

¢ Rank-one updates analogous to the rank-one updates for the grand canonical en-
semble from section 4.2.1 are possible. However, the cyclical updating procedure
for the inverse-temperature slices explained in section 4.2.1 cannot be used here

because of the breakdown of the cyclical permutation symmetry.
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The major disadvantages are:
e The results are only physically meaningful in the limit of large

e The ground-state projection method suffers more from sign problems (see section
4.5) than the canonical or the grand canonical method.

e The ground-state projection method can only be used if there exists a Slater deter-
minant® with a considerable overlap with the true ground state, in other words, if
the Hartree-Fock method gives a good approximation of the ground state. So the
ground-state projection method can only be used to study ground-state properties
beyond Hartree-Fock in those cases where Hartree-Fock gives already a reasonable
description. The more interesting cases where the Hartree-Fock method does not
give satisfactory results, are much more difficult to study with the ground-state pro-
jection method. For thé x 4 Hubbard model, with strength = 4|¢|, we calculated
the overlap of the Hartree-Fock ground stétwith the true ground stat,, using
the canonical ensemble:

_ﬁH
(D|D)|* = M, (4.126)
Try (G_BH)
in the limit of large 5. For a system witlh spin-up particles and spin-down
particles § 1 5 |), the overlap was abouwt7, while for the6 1 6 | system the
overlap was too small to be determined accurately (smallerGHgi). Note that
the5 1 5 | system corresponds to a closed shell configuration of the one-body
Hamiltonian.

These lasttwo remarks are closely related to a major problem of the ground-state projection
method. The method has been used extensively for the study of the Hubbard model. These
calculations where mostly done at particle densities for which the ground state of the one-
body part of the Hamiltonian is a closed shell configuration, because at theses densities
the sign problems are least and the Hartree Fock ground state has a large overlap with the
true ground state. But exactly at these densities the influence of the shell structure related
to the mesoscopic scale of the system, is strongest. Therefore, these densities are the least
suited to extrapolate to the thermodynamic limit. The system has qualitatively different
properties at these densities compared to other densities, as is illustrated in chapter 5. The
fact that the ground-state projection method works well for one class of densities but not
for a class of densities with qualitatively different properties, bears the risk that properties
for the former densities might be extrapolated blindly to all densities, and that properties
specific for the latter densities might be overseen.

The ground-state method is a fixédmethod. As disussed in section 4.3.4, this is in
some cases an advantage, in other cases a disadvantage.

To our opinion, the canonical methods are to be preferred over the ground-state projection
method for most applications. Only for the study of ground-state properties of a system
with a small number of particles, preferably a closed shell configuration, the ground-state
projection method will perform better.
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4.5 Thesign problem

Until now we always assumed that the weights ) where positive, so that they could be
sampled using MCMC methods. However, this is generally not the case. The weights are
related to the nature of the operatdis = e~5-(%) from expression 4.1. If,,(3) were a
Hermitian operator, then the operaﬁb,r would be positive definite and the weighto )

would allways be positive, as well for the canonical, grand canonical or the ground-state
projection method. Because of the Trotter breakup 2.1 %f in inverse-temperature
slices,S,(3) is generally not Hermitian.

Though negative weights can be handled in MCMC, as explained in the next section, they
pose a fundamental problem: the variance of the results becomes infinitely large if the
average sign of the weights goes to zero.

Itis a problem encountered in all guantum Monte-Carlo methods for fermions. Itis related
to the antisymmetric nature of the fermion wave functions. For SDQMC, itis not as worse
as for other quantum Monte-Carlo methods. In the canonical ensemble, for a number
of systems, the SDQMC results converged to their ground-state values before the sign
problem got too severe.

451 MCMC with non-negative weights

If the weightw(o) becomes negative for some configuratien$1CMC methods cannot
be applied directly in order to calculate expectation values of the form

E(f) = —Eng ,(Z))(IUU/()U ) (4.127)

Instead, one evaluates
o flo)s(a)w(o)| 3, s(a”)w(a”)] o8
B S TP A S e (4.129)
_ Bul(/fs) 4.129
Ejui(s) (4.129)

ith
" s(o) = w(o) : (4.130)
[w(o)]
The quantity

§ = By (s) = 2e2@)lelo)] (4.131)

Yo fw(o’)|
is called the "average sign’.

To evaluate Ef) using Monte-Carlo techniques, we have to generate a sample
ol ol oM where thesl are distributed according teo(o)|. The expectation
value E f) is then approximated as

E(f) ~ fs = EEi((J; 5)). (4.132)
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This estimate becomes exact when the sample &izgoes to infinity. Because the
sample averagedts) of the sign appears in the denominator of expression 4.132, it can
be expected that the error g will be large large when the average sigis small.

If the samplesS is obtained using independent sampling, an estimate for the errfy on
can be obtained from expression 3.123:

Var(fs)
((Es(fs) = (f5)Es())*)
) (Es(s)) |
o S olys(ally — Ssa[j]
_ i [N = (s)s(o)] [F(oMa(ol) = Ushste]), o

52

The notation(.) denotes for the weighted average over all possible sampiEsize M
that can be generated by independent sampling accordim¢ptp Because’! andol!
are independent far= j, and because

(f(eW)s(aW)) = Epu(fs),

Blui(fs) _
B (s)
expression 4.133 simplifies to

(5 S [FeDs(t) = (f)slo)])
Var(fs) =~ >

(3= 52 [£6) - (f9)] " s(0)?)

BBt [(F = (£5))7]

52

Byl |(F — E())]

~ e (4.134)
This shows that the variance gris proportional tos=2. Thus the error orfs is inversely
proportional tos.
In the case of dependent sampling, using Markov chains, expression 4.134 has to be
multiplied with an appropriate facteras discussed in section 3.3.1 In this case the factor
is given byr(fs — E(f)s), with r defined by expression 3.89.
Expression 4.134 shows the fundamental limitations of MCMC methods for the sampling
of non-negative weights: the error on the Monte-Carlo results is inversely proportional to
the average sign of the weight o). This is the famous 'sign problem’.

45.2 Thesign problem and the Hubbard-Stratonovich transform

The ’sign problem’ arises not only in SDQMC, but also in most other fermionic quantum
Monte-Carlo methods. The origin of the sign problem in methods based on the Hubbard-
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Stratonovich transform (see section 2.2.1) was elucidated by Fahy and Hamann [42].
The operatoe="" transforms an initial Slater determing@®) into a state- 7|},
Using the Hubbard-Stratonovich transfrom, this state can be written as a sum of Slater
determinants ) )

=P |loly — / w(o)doe=PA7| Loy (4.135)

A single Slater determinant is 'diffused’ to a distribution of Slater determinants given
by 4.135. This diffusion proceeds at each inverse-temperature interval, with a rate pro-
portional tos/N;. Fahy and Hamann showed how this diffusion of Slater determinants,
in the limit of /N, — 0, can be described by a differential equation of motion for a
distribution of Slater determinant§ ®, 3), with the inverse temperature playing the

role of a 'time’ variable. This equation of motion takes the form of a diffusion equation
with drift and branching terms on the manifold of Slater determinants. One can define a
'parity’ transformatiori? on the Slater determinants by

Plo) = —|®). (4.136)

This parity transformation commutes with the diffusion equation operator. Therefore, the
eigenfunctions of the diffusion equation will have a definite parity. Fahy and Hamann
point out that the eigenfunction with the highest eigenvalue will be even undéris
eigenfunction is denoted g5 (®). Because of the nature of the diffusion equation, the
distribution f(®, 3) will tend to f*(®) for large 3. But this distribution is related to a
vanishing many-body state, because it contédnsand—|®) with equal weight:

Fr@)e) =Y @y BT (4.137)
2 2 >

Only odd-parity distributions can give rise to nonzero many-body states. Therefore,
the physical many-body state”|®[l) that we want to describe using the Hubbard-
Stratonovich transform, is related to the odd-parity eigenfuncfiof®) that has the
highest eigenvalue. For the ground-state projection algorithm, the average &igjnis

given by

o [(@, B)[(@LT&7)[

The denumerator couples only to the odd-parity componefit®f 3), while the denom-
inator couples only to the even-parity component @b, 7). If the eigenvalug:~ related

to /= is smaller than the eigenvaluet related tof*, then for large enough values of

3, the average sign can be expected to decrease exponentially with incréasnogor-

tional toe~?E*~F7)_Only if f/~ andf* are degenerate, the average sign will not gt to
This reasoning extends directly to the canonical and the grand canonical ensemble, since
there the average sign is given by the trace(d@f’!) over a complete set of initial Slater
determinant®!’l,

This discussion shows that the sign problem is an intrinsic property of any quantum many-
body method based on the Hubbard Stratonovich transfrom. One can try to deal with it,
in the following ways:

(4.138)
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e The sign problem is avoided jft and f~ are degenerate. In some cases, this is
guaranteed by underlying symmetries of the system (see next section).

e If the diffusion is slow, the decrease of the average sigvill be slow too. Then
s might still be large enough at values @fthat are physically relevant, such that
SDQMC calculations are possible. Slowing down the diffusion amounts to reducing
the non-Hermitian components of the operatgf3). Another way to slow down
the diffusion, is to use a discrete form of the Hubbard Stratonovich transform instead
of a continuous one.

e The discussion of Fahy and Hamann only applies to the Hubbard-Stratonovich
transfrom, other decompositions of " such as the ones discussed in section
2.2.2, might in some cases lead to a larger average sign (however, in other cases
they might lead to a smaller average sign).

45.3 Decompositionswith good sign characteristics

In a number of cases an underlying symmetry of the interacting many-fermion system
guarantees a strictly positive weighto).

A first example is the attractive Hubbard model (see also chapter 5). As explained in
section 2.2.2, Hirsch’s discrete Hubbard-Stratonovich transform leads to a factorization
of the matriced/, in a spin-up and a spin-down part:

_ (U O
Ug_( . Ula)' (4.139)

The operatorf]c, factors correspondingly irﬁ?TgUlg, WhereUTg acts only on spin-up
particles and/|, only on spin-down particles. The tracelaf can be written as a product
of a spin-up and a spin-down trace:

-fl' (UUGBMN) = -fI'T (UTUGBMNT) -fl'l (UlgeﬁMNl) , (4140)

for the grand canonical trace, or

-erTNl (Ug) = -|QI'TNT (UTU) -frlNl (Ulg) , (4141)
for the canonical trace. For the attractive Hubbard modgl, = U,,. Therefore,
if Ny = Nj, the traces 4.140 and 4.141 are squares of real numbers and thus always
positive. The repulsive Hubbard model with spin-up andV, spin-down particles can
be transformed into a attractive Hubbard model withspin-up andVs — N, spin-down
particles by a particle-hole transformation of the spin-down particles (see chapter 5).
Therefore, the repulsive Hubbard model with + N, = N, a fortiori the half-filled
Hubbard model, has strictly positive weights too.
Another class of systems that have no sign problems, was found bydtahg37]. Be-
cause of spherical symmetry and time-reversal invariance, a general two-body Hamiltonian
H, for the nuclear shell model can be decomposed in the following way:

H2 - Z )‘O‘J(_l)MAaJMAaJ—M, (4.142)

a,J,M
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where\, ;is areal constant and thie, ;,, are one-body operators of definite multipolarity.
Furthermore(—1)7+M A, ;_,, is the time-reversed operator df, ;,;. For every set of
valuesa.J M we obtain a term

A

Hy v = )\a,J(_l)MAaJMAaJ—M
N A 2
= Aog(=1)7 (AaJM + (_1)J+MAaJ—M)
t (iAasar — i(=1)" M Ausn) (4.143)

If \,.s(—1)” is negative, then we can make a decompositiorify,,; of the form 2.24.
The Hubbard-Stratonovich transfrom 2.30 leads to a decomposition

IA{%J’M = /G(O‘)GAU,
with
As = Xou (o1 +1i02) Agrs + (01 — i) (=1)TM Ay sy |, (4.144)
wherey,; = /—A.s(—1)7. Time-reversed operators couple to complex-conjugated

auxialiary fields. If we arrange the single-particle states such that the stateb yuhn-
tum numbern > 0 come firstand then their time reversed states, the matrix representation

of A, will have a structure
A, = Ao A (4.145)
7 _A§U ATO’ ‘ .
Matrices with this structure have some particular properties:
e The product of two such matrices conserves this structure.

e The exponential of such a matrix conserves this structure.

o If Z is an eigenvector with eigenvaldeof such a matrix, ther( _ulj ) is an

eigenvector with eigenvalug of this matrix.

¢ Only half of the matrix has to be computed explicitely. The symmetry of the structure
4.145 can be exploited to obtain the other half. Because matrix multiplications are
the most time consuming part of SDQMC calculations, this can almost double the
speed of the calculations.

From these properties, and the fact that the matrix representation of a time-reversal
invariant one-body Hamiltonian also has this structure, it follows that the eigenvalues
of the matrixUU, used in the decomposition 4.1 for the Boltmann operator, come in
complex-conjugated pairs. This guarantees the positiveness of the grand canonical trace
of U,.

Tr (Ugeﬁ“N) = det(1 + xU,)

Ns/2

= 1:[ (14 xed) (1 + xef)
Nef2
= I 10+xe) = 0. (4.146)

=1
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The canonical trace is not bound to be positive. However, the close relation between
the grand canonical and the canonical ensemble makes that the average sign will remain
well-behaved in certain cases. For attractive interactions, the grand canonical trace will
be dominated by contributions of states with = N_, where N, (N_) denotes the
number of particles in single-particle states with> 0 (m < 0). The grand canonical
trace is positive at any value of the chemical potential, in other words, at any particle
density. Therefore, the overla®|(,|®) can be expected to be positive for stafes

for which N, = N_. These states will also dominate the canonical trace, provided that
N = N, + N_is even. Therefore, the average sign is well behaved for the canonical
ensemble with aevennumber of particles. Also the ground-state projection method will
have no sign problem, provided that the trial stategn expression 4.121 has, = N_.

If the operatorN, — N_ commutes with the Hamiltonian, thek, — N_ is a good
guantum number. The requirement tdahas a non vanishing overlap with the ground
state implies the supposition that for the true ground state- N_ holds too. Otherwise

the ground-state projection method cannot be applied without sign problems.

In this picture, the basic condition for the sign to be well behaved is the condition

Aos(—1)7 <0, (4.147)

for all {«./} terms in the decomposition 4.142. Examples of such systems are even-
even nuclear systems with a quadrupole-quadrupole or pairing interaction [37]. Also
the absence of sign problems with the attractive Hubbard model discussed above can be
understood in this way.

The decompositions ef #*2 based on rank-one and rank-two operators of the form 2.81

or 2.89 will also lead to matrices of the form 4.145, provided that= y, and that the
operatoré)lg andb,, and the operatorla;g andb,, are related by a structure

blcr = ( Cs C2s ) )

{ = (s ), (4.148)
bScr = ( C3s C40 ) )

{ e = (e ), (4.149)

The pairing interaction for nuclear systems (see chapter 6) and the attractive Hubbard
model are examples of systems that can be decomposed in such a way. Therefore these
systems can be studied without sign problems, using SDQMC based on a decomposition
of the form 2.81 or 2.89, for even numbers of particles.

4.5.4 Practical solutionsto the sign problem ?
To circumvent the sign problem, Sore#aal. [43, 44] have proposed to ignore the sign

and to usew(c)| instead ofiw(s). This amounts to using&( /) as an estimate for(E).
From expression 4.129 it is clear that this approach is only valid if

Ejw|(f)Ep(s) = Epui(fs), (4.150)
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Figure4.1: Internal neutron energy for ;Fe;; system with a mean field and pairing interaction,
obtained using a SDQMC method for the neutrons in the fp shell. Correct results and results
obtained by neglecting the sign of the weights). are shown.

i.e. if f ands are uncorrelated. While this may hold approximately in some cases, as was
observed by Sorellat al. [43, 44], it certainly does not hold generally. Therefore, this
approach does not solve the sign problem. Furthermore, even if relation 4.150 holds, the
method does not allow to check this relation. In the picture of Fahy and Haymann (see
section 4.5.2) the method amounts to replagindy f* [42].

We calculated the internal neutron energy foj;Be;; system, with a mean field and
pairing interaction (see chapter 6) using a SDQMC method forl theeutrons in the

fp shell. Figure 4.1 shows the internal energy obtained from expression 4.132 and the
internal energy obtained by ignoring the signgi). For inverse temperaturgshigher
than1.5MeV !, the method suggested by Soradtaal. clearly gives incorrect results.

A different solution for the sign problem was proposed by Alhassidl. [45]. They
suggest to extrapolate results for a series of Hamiltonians with ‘good’ sign properties to
results for the full Hamiltonian, that can have ’bad’ sign properties. Their approach is
devised for the nuclear shell model, for which the two-body Hamiltonian can be decom-
posed in the form 4.142. As discussed in the previous section, these systems have no
sign problem for even-even particle numbers, provided that the coeffidignts 1)” are
negative. In general, some of theg;(—1)7 will be positive. The{a.J} terms for which

Moy (—1)7 is positive, constitute the bad’ part of the Hamiltonian.

A

H = Hypoq+ Hyaa, (4.151)
f{good = Hl‘l’ Z )\a7J(—1)MAaJMAaJ_M, (4152)
o, J, M

Aas(=1)7<0
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Hbad = Z )\a7J(_1)MAaJMAaJ_M. (4153)
o, J, M

Aas(=1)7>0
A new Hamiltonian is constructed as
Hy = Hypoq + gHpad. (4.154)

Forg < 0 this Hamiltonian is free of sign problems (for even-even systems). Then, results
are calculated for a system with Hamiltoniﬁ@ at several values af between—1 and

0. These results are then extrapolated to result&fowith ¢ = 1, the full Hamiltonian.
Though for some systems [6] this approach gives good agreement with results obtained
using diagonalization techniques, one should be cautious with it. In general, it can be
expected that the relation between the bad part of the Hamiltonian and values for the
observables will be highly non-linear. To validate the method, it would be interesting to
compare results fof/,__; with results fong . = H at values of3 where the average

sign is large enough to allow accurate calculations for both Hamiltonians. As far as we
know, results of such a comparision have not been published yet.

The approach of Alhassidt al. can be applied to the Hubbard model too (see chapter
5). For the repulsive Hubbard model, the ‘bad’ part of the Hamiltonian is the complete
two-body part of the Hamiltonian. By multiplying this part with a negative valuée
Hamiltonian is transformed into the Hamiltonian of the attractive Hubbard model, that
has good sign properties, as discussed in the previous section. At half filling, both the
attractive and the repulsive Hubbard model have good sign problems, so the validity of
the ¢ extrapolation can be verified. We calculated the ground-state energy for several
values of two-body interaction strength, ranging froml/ = —8|¢| to U = 8|¢|.
second-order polynomial ifY was fitted to the results fdr < 0. An excellent fit was
obtained. This polynomial was used to extrapolate the ground-state energy to positive
values of/. It can be seen from figure 4.2 that the extrapolated values differ strongly from
the true values. Now the energy is the observable most directly related to the Hamiltonian.
Therefore, for other observables the deviations can be expected to be even bigger. Clearly,
for the Hubbard model the-extrapolation does not work. For other systems, where only

a fraction of the Hamiltonian is 'bad’, the method might do better. To our opinion, the
method ought to be checked case by case, by looking at the validity gfekapolation

at low values of3, before it is used to study observables at large values of

It seems to us that, for a general interaction, sign problems cannot be avoided. The
freedom in the decomposition of the Hamiltonian (see sections 2.2.1 and 2.2.2) might
allow for a decomposition with which the average sign becomes too small only at very low
temperatures. If the system is almost completely cooled to its ground state at temperatures
for which the average sigs is still large enough, (practicallyy > 0.1), the relevant
physics of the system can be studied with not too bad statistics. As stated before, the
SDQMC would be free of sign problems if the operaté*g:w) were Hermitian. The
freedom in the decomposition of the Hamiltonian can be used to make the operators
A in expression 4.1 Hermitian for each inverse-temperature slice. This does not make
S,(3) Hermitian, but it ensures that the non-Hermitian components, ji#) are given

by commutators of the operatars,, so that the Hermitian part will dommaﬁé(ﬂ). In
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Figure4.2: Extrapolation of the ground-state energy of the half-filed 4 Hubbard model from
negative to positive values of the interaction strenigth

this way, calculations might be possible at low valuesiof These results could then

be extrapolated to higher values @®{lower temperatures). This extrapolation seems, to

us, more reliable than the-extrapolation discussed above. A consistent extrapolation
scheme, probably has to be based on an inverse-Laplace transform and maximum entropy
techniques. The development of such a scheme could be a topic for future research.

4.6 Practical considerations

4.6.1 Stabilization at low temperatures.

At low temperatures, SDQMC tends to become unstable. This is caused by the fact
that the matriced/, tend to become nearly singular for large The columns ofU/,
become similar to one another. This means that the particles all tend to occupy the
same single-particle state. If the system would be bosonic, this could be understood as a
Bose condensation in one single-particle state. However, the Pauli principle blocks this.
Fermionic systems are described by the linearly-independent components of the columns
of U,. If the columns oftU/, are nearly linearly dependent, the linearly-independent
compononents can become intractable due to the limited computer precision. This leads
to a first practical consideration: SDQMC computer programs should always use double-
precision variables. But this is not enough. To stabilize the SDQMC at low temperatures,
the linearly-dependent components of the columnig,diave to be projected out. Several
approaches have been suggested for this.
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A first approach [6] is based on the singular value decomposition. The singular value
decomposition (SVD) of a matrii is a decomposition of the form

U=QDR", (4.155)

whereD is a diagonal matrix an@ and R are orthogonal matrices [11]. Because of its
orthogonality, the matrix) accurately represents the linearly-independent components of
the columns of/. For the application in SDQMC, we need a way to obtain an accurate
representation of the SVD of the matrix The matrixU, is build up as a product of
matrices

Us = Usy - Us Uy, (4.156)

where the matrix/,, represents th¢" inverse-temperature slice in the decomposition of
the Boltzmann operator 4.1. Let the matfixbe the product

T,=U, Uy ..U, U,,. (4.157)

n—1

Suppose that we have a SVD {6y,
T, =Q.D,R:. (4.158)
Then the SVD forf,,.; can be computed accurately in the following way:

Tn—l—l - Ucrn+1 Tn - Ucrn+1 QnDnRg
= (Usp@uDy) R (4.159)

The matriced/,, ., and(), are well conditioned so they can be multiplied without loss of
significant information. The multiplication with the diagonal matkix, whose diagonal
elements can be huge, scales the columns but does not mix them up, so the information
on the linearly-independent components of the columrig,ef remains intact. For this
productl,, ., @), D, a new SVD can be computed,

n+1
Upi1@uDn = Qi1 Dy R (4.160)

All we have to further do to obtain the SVD,;1 = Q.41 D.+1 R4, is to multiply the
two orthogonal matrice®,, and R,

Rus1 = R.R. (4.161)

After NV, steps, the SVD fol/, is obtained. It can then be used to calculate accurately the
grand canonical and canonical trace (see algorithm 4.97). We presented this method as
if a SVD should be computed after every inverse-temperature slice. This was merely for
ease of notation. In practice, a number of inverse temperature slices can be taken together
when multiplying 4.159.

A second approach [35] is based on the QR decomposition [11]. The QR decomposition
of a matrixUU is a decomposition of the forii = () R, where() is an orthogonal matrix

andR an upper triangular matrix. Just as for the SVD-based method, the discussion can be
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based on the matrix produ€t,, expression 4.157. The linearly-independent components
of the matriced’,, are now obtained from a QR-like decomposition,

whereD is a diagonal matrix¢) an orthogonal matrix ané& an upper triangular matrix
whose diagonal elements are all equal toThe reasoning is completely analogous as
above, except that a QR-like decomposition 4.162 instead of a SVD has to be computed for
Us, .. @nD, This can be done using a Gram-Schmidt orthogonalization procedure [11].
As such, this method amounts to a reorthogonalization of the single-particle states after
every (or every few) inverse temperature slice(s). Advantages of this approach compared
to the SVD-based approach are

¢ A QR-like decomposition is computed much faster than a SVD. The Gram-Schmidt
procedure requires approximately 2 flops, whereas a SVD requires approximately
21 N2 flops [11].

¢ A QR-like decomposition can easily be adapted to matrix structures of the type
4.145, such that only half of the matrix needs to be orthogonalized.

¢ A QR-like decomposition is easy to program.
An advantage of the SVD-based approach is

e With a SVD, the matrice#, are always well conditioned. This is not assured with
a QR-like decomposition. In practice, we never experienced such problems with
the QR-like decomposition.

For our calculations, if stabilization was necessary, we always used the QR-like decom-
position. The orthogonalization was done after evety inverse-temperature slice, with

m such thatn /N, ~ 1 for the Hubbard model (see chapter 5),n08/N; ~ 2 for the
nuclear pairing model (see chapter 6). Using this technique, the SDQMC became very
stable. By storing the logarithms instead of the actual values of the diagonal elements of
the matricesD,,, the trace of’, could be calculated at any value ©f

4.6.2 Efficient MCM C sampling - Hybrid samplers.

In section 3.4.1 it was already mentioned that the proposition kernel for Metropolis
sampling should be devised in such a way that aBétit of the trial moves is accepted.

For SDQMC, this can be arranged in several ways. Let the configuration be given by
a vectoro = (oy,02,...,0n,), With one component for each inverse-temperature slice.
Each of these components will have a number of subcomponentg related to the
decomposition of~0H: (see section 2.2). In the paper [37], it was suggested to update
the componsents; consecutively. For each component a fixed number (say..) of
subcomponents;; is changed to generate a trial move for the Metropolis algorithm. Note
that V,. has to be odd. Otherwise the Markov chain is not irreducible: the chain will
never go from an initial configurationto a configuratiow’ that differs froms in an odd
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number of subcomponents;. The numbern,. is choosen such that about half of the

trial moves is accepted (as said before, a somewhat lower acceptance rate might be more
appropriate). This way of generating trial moves is suited for sampling schemes based on
rank-one updates, as discussed in 4.2.1. If the whole m@trig recalculated for every
configurationy’, this way of generating trial moves can be improved in a few ways.

e Choose:,. randomly betweehand a maximum valu®';. at each Markov stepV;.
can be somewhat larger than the fixed valuafomentioned above. This procedure
will lead to approximately the same acceptance rate for the Markov chain, but it
connects a configuration to much more trial configurations’. Therefore the
underlying transition kernel of the Markov chain will connect more configurations.
As discussed in section 3.2.6, this leads to shorter autocorrelations and a faster
convergence.

e If U, isrecalculated completely for every trial configuratigrit is advantageous to
pick then,. subcomponents not from one inverse-temperature slice, but randomly
from all subcomponents of. Again, the underlying transition kernel of the Markov
chain will connect more configurations.

As discussed in section 2.1, the Boltzmann operatéfﬁf has to be cut inV; inverse-

temperature slices %" in order to avoid errors inits decomposition originating from the
non-commutativity of parts of the Hamiltoniah. To get a good accuracy with SDQMC,

N, sometimes has to be quite large, of the order of a few hundred. In such cases, a lot
of matrix multiplications are needed to build up the matrixfor just one configuration

o. Because matrix multiplications requic(N2) flops, this will be the bottleneck of

the SDQMC calculation. Recalculatirig completely for every trial configuratios is

then not very efficient. The Markov-chain Monte-Carlo sampling scheme can be arranged
in such a way that only a fraction of the matrix multiplications has to be repeated for
the evaluation of a new configuratie. This can lead to a considerable reduction in
computation time.

The N, inverse-temperature slices are split into two parts, the fystslices versus the

last N;; = N; — Ny slices. The matriX/, is computed in two steps. Using the notation
4.157, the matrixXly,, is calculated first. It is stored in the computer memory. Then
it is multiplied with the lastV;, slices to obtain/,. Trial moves for the Metropolis
sampling are generated by changing only the lgstcomponents o#. In other words,

only the last\,, slices are changedTy,, remains unaltered. Therefore, the firgy
matrix multiplications have not to be repeated for the evaluatiost.ofThis saves a lot

of computer time. Of course, one should change the other component®ofin order

to get an irreducible Markov chain. Therefore, after a number of Markov steps\V{3ay
where only the lastV;; components were changed, the components are shifted cyclically
over a number of slices (saV..irc). Because of the permutational symmetry of the (grand)
canonical trace, the neXt. Markov steps amount to a sampling®f, other components

of 0. After such a shift{y,, has to be recalculated. However, because this happens only
every N. Markov steps, this has no big effect on the needed amount of computer time.
What numbers should be taken 8y, N. and Ng;e ?
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e If NV, is too large, then too many matrix multiplications will still have to be done
to obtain thel/,. and the calculation will be slow. IV;, is too small, the Markov
chain stays too long in the same region of the configuration space (th& fisdices
remain the same) and the autocorrelations will be long. No general rulf@an
be given. For most applications, we obtained good results Whewas taken such
that the amount of computer time needed for thgmatrix multiplications to build
U, fromTy,, was of the same order as the amount of computer time needed for the
evaluation of the trace df,,..

e If N.is too small, then the computation 8f,, will dominate the calculation, so it
will be slow. If V. is too long, the Markov chain stays too long in the same region of
the configuration space (the first; remain the same) and the autocorrelations will
be long. No general rule faN. can be given. For most applications we obtained
good results with/V, such that the amount of computer time needed forXhe
Markov steps was somewhat larger than the amount of computer time needed to
computel 'y,

¢ Inspired by the Gibbs sampler (see section 3.4.2), one could suggest to ¢t the
inverse-temperature slices M, /N. parts of equal length and to shift after every
N. Markov steps a new part to last, positions. This amounts to takiny;y,; s
a multiple of V, /N, (provided thatV,/N. is an integer number). Takindpir, =
N;/N. leads to a deterministic-scan Gibbs sampler. TakMg. = mN;/N.
with m a random integer number betwekand V. leads to a random-scan Gibbs
sampler. However, shorter autocorrelations are observed Whgn is drawn
randomly betweeh and NV;. This can be understood from the fact that the transition
kernel for such a sampling scheme couples a configuratimmmuch more other
configurations’. As explained in section 3.2.6, this leads to a faster convergence
and shorter autocorrelations for the Markov chain.

The N. local updates (local, because only tNg last slices are updated) and the shift of
o over Ng,iee can be taken together and considered as one transition kernehfdorial
Markov-chain Monte-Carlo method, as described in section 3.4.






Applications

Overview

SDQMC results for the x 4 Hubbard model are presented in chapter 5. Special
attention is given to a comparision between results obtained in the canonical and the
grand canonical ensemble. SDQMC calculations for the nuclear pairing Hamiltonian
are discussed in chapter 6. Results were obtained for a model with pairing in a
degenerate shell and for a mean-field plus pairing model for nuclei in the Fe region.
An outlook for SDQMC calculations of neutrino-nucleus scattering cross-sections is
given in chapter 7.






The Hubbard modd

For this work, we studied the two-dimensional Hubbard model mainly because it is a
good test case for quantum Monte-Carlo methods. It has been studied extensively using
SDQMC in the grand canonical ensemble and with ground-state projection [7, 14, 35], as
well as using other quantum Monte-Carlo techniques (e.g. Green-function Monte-Carlo,
worldline Monte-Carlo [7]). Our aim was to develop SDQMC algorithms for the canonical
ensemble, with the application to atomic nuclei as the final goal. Therefore we did not
systematically study the physical properties of the Hubbard model, nor did we calculate
magnetic susceptibilities, spin-spin correlation functions, etc. However, we calculated
thermodynamical quantities such as the internal energy and the specific heat. Our results
are the first ones for the Hubbard model obtained within the canonical ensemble (with
fixed numbers of spin-up and spin-down patrticles).

5.1 TheHubbard Hamiltonian

To introduce the Hubbard model, we follow Yosida[47]. When atoms are put together in
a crystal lattice, the influence of the neighbouring atoms is felt by the valence electrons
of the atoms in the lattice. The orbitals of the outermost valence electrons, which are
responsible for the cohesive energy of the crystal, are modified compared to the orbitals
in free atoms. In metals these electrons can move in the crystal. They become conduction
electrons which are described by the Bloch function.

Let us represent the electron orbitals in the incompletely filled shell of the ions in the
crystal lattice §d orbitals in iron-group elements @y orbitals in rare-earth elements) by

a nondegenerate localized orbitalr), where the index indicates a site on the lattice.

The Hamiltonian that describes the interactions of the valence electrons can be expressed
as

= Ztij (&JTFZ'&T] + &L&U) + UZ alagal,an (5.1)
1,7 7
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This Hamiltonian is called the "Hubbard Hamiltonian’. The operatigr(a,) creates

an electron with spin up (spin down) in the localized orbitdl) on lattice site:. If

these localized orbitals are mutually orthogonal, the above operators and their Hermitian
conjugates fulfill the well-known commutation relations for fermion operators. If the
localized orbitals are not mutually orthogonal, thé-) should be interpreted as Wannier
functions, which are orthogonalized linear combinations of Bloch functions. We restrict
the model to a single conduction band, i.e. we assume that there are only two orbitals per
lattice site: one spin-up and one spin-down orbital.

The first term in 5.1 represents the "hopping’ of electrons throughout the lattice.

=3t (afir; + i) - (5.2)
J

This term transfers electrons from sitdo site j with a strength;;. For numerical
calculations one assumes a finite, periodic lattice. Because of the periodicity f the
H, can be diagonalized by a Fourier transformation. If we indicate the sites on the lattice
with a vector notation, e.g. for a two-dimensiodak [ square lattice = (j1, j2), then

we can define the operators

1 P2 . y
éT — Z Z elﬁ(n1]1+n2]2)&T (53)

sn 579

n=(n1,n2)
where the index denotes the spint(or }). The kinetic term¥; is then given by
H =Y e, e, (5.4)

with ¢,, the single-particle energy related to a stdte). For simplicity it is often assumed
thatt;; is equal to a constant valuéor sites: andy next to one another, and zero otherwise.
The term then expresses 'nearest neighbour hopping’. If one retaory for sites: and

J close to one another, and puts = 0 otherwise, one assumes a ’tight binding limit’.
This limit is justified by the fact that the orbitats and¢; will have an extremely small
overlap for sites andj that are not close to one another on the lattice [48]. For our
calculations, we limited the; to 'nearest neighbour hopping’ only. The single-particle
energies are then given by

€, = 2t [Cos (%nl) + cos (%ng)] ) (5.5)

The second term in the Hamiltonian 5.1 describes the Coulomb repulsion between two
electrons on the same lattice site. Note that the Pauli principle forces two electrons in
the same orbital to have opposite spins. Electrons in two different orbitals will interact
electromagnetically too, but these interactions are neglected. For some systems this
omission is justified by the screening of the interactions between electrons on different
sites and by the small overlap between the Wannier orbitals [48].
The restriction to a single conduction band, nearest-neighbour hopping and on-site re-
pulsion only, leads to the 'minimal Hubbard model’. The Hamiltonian is then given
by

Ho=1Y (alay +alay) + U dping, (5.6)

(ir3) i
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where the notatiofy, j) indicates that the summation for the one-body part runs over pairs
of neighbouring sites, and

o= alap (5.7)
o=l (5.8)

According to the dimensionalty of the underlying lattice, the model is called the one-,
two- ,three- or even infinite-dimensional Hubbard model. Though the Hamiltonian looks
very simple, it already leads to a complicated many-body problem. Because the one-
and two-body terms do not commute, the system will have a highly correlated ground
state. The many-body problem for the one-dimensional Hubbard model can be solved
exactly using the so called 'Bethe Ansatz’ [47]. While the one- and infinitely dimen-
sional models are more of theoretical interest, the two- and three-dimensional models are
related to interesting physical systems. Over recent years, the two-dimensional model
has drawn considerable attention in connection to high-temperature superconductivity.
The electronic properties of high-temperature superconductors are believed to originate
from electrons moving in planes of cupper and oxygen ions, isolated by layers of non-
conductingions. Itwas suggested by Anderson [49] that electron correlations described by
the Hubbard model might give a qualitative picture of high-temperature superconductivity.
Up to now, calculations have failed to give conclusive evidence for this conjecture.

So far, we assumed that the two-body interaction strefigiin5.1 was positive, i.e. that

the interaction was repulsive. This is obvious if the two-body term describes a Coulomb
repulsion. However, couplings to lattice deformations (phonons) or other collective
degrees of freedom, can lead to short-raagjeactive correlations between electrons.
This is realized in an effective way in the attractive Hubbard model. It has been studied
in connection to superconductivity, because, by design, it yields superconductivity in its
ground state [7].

An interesting symmetry exists between the repulsive and the attractive Hubbard model.
The asymmetric particle-hole transformation

CALTZ' — (—1)i1+i2&“, (59)
ay — (=1)teal, (5.10)

with ¢y and:, indicating the lattice 'position; = (¢4, ¢2), transforms the Hamiltonian 5.6
to
=13 (alay +alay) — U agng + UN, (5.11)
(4.5) g

whereNT = >_; ny; iIsthe number operator for the spin-up particles. The repulsive Hubbard
model forV; spin-up andV, spin-down particles is transformed into an attractive Hubabrd
model for N} spin-up andVs — V| spin-down particles, withiVs the number of lattice

sites (because of the symmetry between spin-up and spin-down states, we/define
here such that it equals half the number of single-particle states). Therefore, the energy
of a repulsive Hubbard model with intercation strengttand with Ny spin-up andV,
spin-down electrons is equal £6/V; plus the energy of an attractive Hubbard model with
intercation strength-U/ and with Ny spin-up andNs — | spin-down electrons. This
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property can be extended to any lattice that has two types of sitesl, aagt B, such that

the electrons hop from sites toB sites and fronB3 sites toA sites, but never fromt to

A sites nor fromB to B sites. Such lattices are called 'bipartite’ lattices.

Applying this relation twice, once with a transformation of the spin-up particles and once
with a transformation of the spin-down particles, leads to a relation between the energy
En, n, of a repulsive( Ny, N|) system and the energ¥ny,_n, ns—n, Of a repulsive

(NS — NT? Ng — Nl) system:

ENS—NTJVS—Nl = ENTle + U(NS — NT — Nl) . (512)

Because we used the Hubbard model mainly as a benchmark for testing SDQMC al-
gorithms and because of limitations in computer power, we restricted our calculations
to small lattices. Most calculations were done with a periodic, two-dimensional square
lattice of4 x 4 sites. This leads t82 single-particle states, and matrices of dimension
Ns = 16. To reduce the influence of finite-size effects, which is necessary to make
contact with real physical systems, larger lattice sizes are needed|0nith 0 sites or
more. Parametrizations used to describe real crystals, have valuesfftre order of

leV and values fof/ of the order ofl to 10eV [50]. In the rest of this chapter, we work

in appropriate energy units such that 1.

5.2 Decompositionsfor SDQMC

As discussed in chapter 2, several ways of decomposing the Boltzmann opefétor

for application in SDQMC calculations exist. For the Hubbard model, we tried several
expansions.

First of all, there is Hirsch’s discrete Hubbard-Stratonovich decomposition discussed in
section 2.2.2. The one- and two-body part of the Hamiltonian are separated using the
Suzuki-Trotter formula 2.12. The decomposition 2.72 for the two-body interaction leads
to diagonal matrices, that can be multiplied quickIyg flops per matrix multiplication).

The matrix representation of the operatacrlm1 leads to a dense matrix. The specific
eigenstructure 5.3 however, allows fast multiplications with this matrix using a fast Fourier
transform. This requires, log( Ns) N3 flops per matrix multiplication [12], which is fast
compared to theéVZ flops needed for a general matrix multiplication For small lattice
dimensions this number of flops can be optimized even further;fox & lattice to6 V2

flops, for a8 x 8 lattice to11NV2 flops. Another approach for the matex” is to use

the series expansion

2 3 4
e M =1 — BHy 4 T HE 4 M+ I (5.13)
Because of the sparse structure of the matttixthe matrix multiplications with/; can
be performed quickly. The expansion should at least be of fourth order, in order to make
the error small compared to the error originating from the Suzuki-Trotter breakup 2.12.
This approach requireX) N2 flops per matrix multiplication, so it is advantageous only
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for large lattices. It has the disadvantage that it is not a completely exact representation
of e=#,

To improve the speed of the matrix multiplications for the one-body part even more, a
somewhat different decomposition was used. It is based on the opéeigiatsfined by

= tZ (alsay + aliay) + Ungiys, (5.14)

where the summation overruns over neighbouringh sites of siteonly. Obviously,
H=y, H . The operatorﬂ have the particular property that

[y, | =0, (5.15)

if (i1 +14,) and(j; + j,) are both even or both odd. We spiitin two parts /1 = 7, + .,
with

0= Y i (5.16)
’i, (21 -|—220dd)

a = Y Iy (5.17)
7, (11+12even)

The Boltzman operatar?(#-+<) is splitinto factors " ande =% using the Suzuki-
Trotter formula 2.12. Because of the commutation relation 5.15, each of these factors
can be split into single factoes #*11 without approximations. The operatars’1 are
rank-two operators (see section 2.2.2). They can be approximated with errors oforder
using 2 terms of the form 2.53. An exact representation can be obtained using 3 terms,
but we used only the form with 2 terms. The error of the decomposition of the Boltzmann
operator is now related to the commutators betwiéeand/!., instead of the commutators
betweenH; andl,. The error is comparable in both cases. The big advantage of this
decomposition is that the matrix multiplications for one inverse-temperature slice now
require only6 /N2 flops in total, one-body and two-body interaction included, for any
lattice size. Furthermore, we found that tiis- /. decomposition needed considerably
less inverse temperature slices to converge than the first decomposition.

A third decomposition that we used, is based on a Suzuki-Trotter separation of the one- and
two-body parts of the Hamiltonian, just like the first method. The two-body partis handled
using a decomposition of the form 2.94. The second-order expansion 2.97 was used, but
it required too many inverse temperature slices to converge (of the order-efl 000 for

a4 x 4 system withU/ = 4, g = 8.) The fourth-order expansion 2.99 converged faster.
The use of these decompositions was motivated by the fact that the matrices involved
in the decomposition of the two-body interaction had very few non-zero elements, so
that matrix multiplications could be performed extremely fast. A second reason was that
these decompositions lead to configuration spaces of smaller dimensions than the first two
decompositions. Therefore, the MCMC sampling could be expected to converge faster and
to have shorter autocorrelations. However, because a large number of inverse temperature
slices were needed compared to the first two methods, the advantages were cancelled.
Furthermore, it was difficult to set up the Markov chain such that reasonable acceptance
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rates were obtained: the weight distribution of the configurations was not smooth enough
to allow an efficient generation of trial moves.

The results presented in the next section were all obtained using the first or the second
decomposition.

A way to improve the MCMC sampling is obtained using guided sampling (see section
3.4.5). By neglecting the one-body part of the Hamiltonian, the matrices representing the
termsl/, in the decomposition 4.1 for the Boltzmann operator all become diagonal. Their
N-body trace can be evaluated quickly,(f N Ns) operations. Therefore, their weight

is useful as a guiding weight for the sampling of the exact terms. Especially at low values
for 4 (< 2/|t|) and at strong interaction strengttis ¢ 8), the efficiency of the Markov
chain is considerably improved.

5.3 Thermodynamic properties of the 4 x 4 Hubbard
model

All results presented in this section pertain to a minimal, repulsive Hubbard model on a
periodic4 lattice, in the canonical ensemble. We did a few calculations for larger lattices
too, 6 x 6 and8 x 8). They required much more computation time and therefore we did
not perform systematic studies of the influence of the temperature, the number of particles
nor the interaction strength on the thermodynamic properties of such large systems.

All calculations were done for a fixed number of spin-up particl€s) @nd spin-down
particles (V|). This puts a further restriction on the canonical ensemble, which normally
contains all states withV; + N; = N. To obtain the full canonical ensemble, one should
add up the results for all particle numbe¥g and .V, that satisfyN; + N; = N. This can

easily be done by adding one line to the algorithm 4.97. Because our aim was not to obtain
a complete description of the Hubbard model, but to develop a SDQMC algorithm, we
did not make this summation. Calculations for a fixed set of particle nunibgrsyv),

have the advantage that the ground state is reached at lower temperatiireddé the
algorithm 4.97 still allows to take into account the full complexity of the ground state. To
indicate a system wittV; spin-up andV, spin-down particles we the notio(N;, NV,)

filling’ is used.

In order to avoid confusion, the symbélin this chapter is used for the internal energy

of the system, while the symléois reserved for the interaction strength parameter in the
Hamiltonian 5.6.All error limits indicate95%-confidence intervals. The error bars were
omitted if they were smaller than the markers of the data points. The lines in the plots are
ment to guide the eye, they are no fits nor theoretical predictions.

For a clear interpretation of the results, itis interesting to take a closer look at the spectrum
of the one-body part of the Hamiltonian, i.e. the Hubbard model/fes 0. The single-
particle energies are given by expression 5.5. A schematic picture of this spectrum for the
4 x 4 lattice is given in figure 5.1. Configurations wiitspin-up or5 spin-down electrons
correspond to closed shells. Ttiet 5 |) system has a ground state energy-aft.
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Figure5.1: Single-particle spectrum of thex 4 Hubbard model at/ = 0.

531 Resultsat (71 7)) filling.

Toillustrate how thermodynamical quantities can be calculated using SDQMC calculations
for the Hubbard model, we discuss the calculatiori§ dt7 | ) filling in some more detail.

A first issue, is to fix the number of inverse temperature intervals, A number of
SDQMC runs were done with different values f§y. Using Hirsch’s discrete Hubbard-
Stratonovich transform 2.72, a good convergence of the results was obtaiked at 3

for an interaction strength @f = 4, while at interaction strengthi = 8, we had to take

N, = 40/3. Thus we tookV, = 53U. We observed that less inverse temperature slices are
needed to obtain convergence with the fast decomposition discussed in 5.2. However, for
consistency, we took/, = 53U for these calculations too.

The sign problem (see section 4.5) spoiled the calculations above a certain vatue for
Figure 5.2 shows the evolution of the average sign as a functipn dhe average sign

s decreases faster fof = 8 than forl/ = 4. As discussed in section 4.5.4js related

to the non-Hermitian part of the operatad¥s that show up in the decomposition of the
Boltzmann operator 4.1. For the Hubbard model, these terms originate mainly from the
non-commutativity of the one-body Hamiltonid#, with the operatorsi,; used in the
discrete Hubbard-Stratonovich transform 2.72. Formally, the opetétor is equivalent

with the operator23) H, s, /2. A system with Hamiltoniar/, , ;- will lead to a larger
average sigrs at any value ofs than a system with Hamiltoniaﬁw. Therefore, for

t = 1, the average sign at an inverse temperatufer U = 8 will be smaller than the
average sign at inverse temperatdrior U = 4, but at least as large as the average sign
at inverse temperatupss for U = 4. This can be seen in figure 5.2.

As discussed in section 4.5.1, the errors on the Monte-Carlo results are inversely propor-
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Figure5.2: Average sigms as a function of the inverse temperaturéor the4 x 4 Hubbard model
at (71 7] filling, for U = 4 andU = 8. The dotted curve shows the average sign for the system
with U = 4 at inverse temperaturgs.

tional tos. Figure 5.3 illustrates this for the errors on the internal enéigynd onC'/ 32,

(The error onC'/ 3% is plotted instead of the error on the specific hiéabecause the latter

is calculated by multiplying/12). — (II)2 with 32, see expression 4.113). Though the
error depends on a number of factors (length of the Markov chain, autocorrelations), figure
5.3 clearly shows that for small the errors diverge liké/s (this is the dotted curve in
figure 5.3).

Results for the internal energy and the specific heat are shown in figure 5.4. At

high values of3, the internal energy could be calculated much more accurately than
the specific heat’. One reason for this is the factgt in expression 4.113. Fdr = 4

the results fory became inaccurate aroupid= 12, the results for.’ became inaccurate
arounds = 5. ForU = 8 the results fory became inaccurate arourid= 5, the results

for C' became inaccurate aroupd= 3. Peaks in the specific-heat curve generally are
related to changes in the internal structure of the system as the temperature increases or
decreases. A clear peak in the specific heat is a signature of a phase transitios. At

one peak in the specific heat, around= 1, can be observed, while at = 8, it looks

like there could be two peaks, one around- 0.5, and maybe one at values 6f> 2.

This indicates a qualitative difference between the systemi/fer 4 andUU = 8. Note

that these calculations were restricted to fixed value¥;aind N,. So phase transitions
related to a change in particle number or a change in the difference between the number
of spin-up and spin-down particles cannot be observed here. Theuglthe natural
variable for the computations, a presentation of the results as a function of temperature
is equivalent. Results for the internal energyand the specific hedt as a function of
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Figure5.3: Size of the errror limits on the internal energyand the quantity”'/3 2 for the4 x 4
Hubbard model at7 1 7 ) filling, for U = 8. The dotted curve i$/s

temperature are shown in figure 5.5.

By integrating/Z numerically fromg3 = 0 to 3 = 1/7, the logarithm of the canonical
partition functionZ was obtained as a function of temperature. From relation 4.12, the
entropyS was obtained. These results are shown in figure 5.6

5.3.2 Reaultsat variousfillings

We performed calculations for the minimal repulsive Hubbard model at various fillings.
Some results fol/ = 4 are shown in figures 5.7 t0 5.12. For the 4 model at/ = 4, we
observe three types of curves for the specific heat. (5He> |), (516 ) and(4 15 |)
systems have a strong peak in the specific heat curve arpunglto 2.5. They also have

a low ground state energy. Thi& 1 5 |) has no sign problems. Clearly, these properties
are related to the closed-shell structur&/at= 5 or NV, = 5 (see figure 5.1). Thes 1 8 |)

and(7 19 |) systems exhibit a nearly flat plateau in the specific heat curve fram to

f# ~ 5. This indicates that these systems have a lot of low-lying excited states. Because
of the half filling (V; + N, = 16), there are no sign problems for these systems. All the
other systems that we have studied show a maximufi e 6 arounds ~ 1 to 1.5.

They cool to their ground states faster than the half-filled or closed-shell systems. This
indicates that the non-half-filled open-shell systems have a larger gap between the ground
state and the first-excited state than the half-filled or closed-shell systems.

We also notice very little difference between the results for some systems that have the
same total number of particles but a different distribution over spin-up and spin-down
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Figure 5.4: internal energyF (figure a) and the specific heét (figure b) as a function of the
inverse temperaturg, for the4 x 4 Hubbard model a7 1 7 ) filling, for U = 4 andU = 8.
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Figure 5.5: internal energyF (figure a) and the specific heét (figure b) as a function of the
temperaturdl’, for the4 x 4 Hubbard model at7 1 7 ) filling, for U = 4 andU = 8.
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Figure5.6: Logarithm of of the canonical partition functionand entropyS as a function of the
temperaturdl’, for the4 x 4 Hubbard model at7 1 7 ) filling, for U = 4 andU = 8.
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states. This is the case f&# 1 8 |) filling and (7 1 9 |) filling, that have very similar
energies for all values of. The same holds for ther + 7 |) filling and (6 1 8 )

filling, and for the(6 1+ 6 |) filling and (5 1 7 |) filling. This means that for these
systems there is actually very little energy needed to flip one spin. It also means that in
a complete canonical or grand canonical ensemble, these states will separate only at very
low temperature.

The internal energies thus obtained for various fillings are listed in tables A.1 and A.2.
Ground state energies obtained by diagonalization methods and by SDQMC with ground-
state projection are listed for comparison (taken from the review [7] and references therein).
We also studied some systems at interaction strebigth 8. At this strength, also the

(51 5 |) system became sensitive to the sign problem. The results are presented in figures
5.13t05.16.

The specific heat of the two-dimensional Hubbard model has been studied by Duffy and
Moreo using a SDQMC method in the grand canonical ensemble [52]. They calculated
the internal energy at several temperatufeshile tuning the chemical potential at each
temperature such thatV) remained constant. The obtained energies were fitted by a
polynomial in7" of order 4 or 6. The specific heat was then obtained by deriving this
polynomial to7". Note that the specific heat curve is then given by a polynomial of order

3 or 5. Therefore, this procedure might lead to more pronounced or even artificial peaks
in the specific-heat curve than a procedure based on the evaluation of the specific heat
for each Monte-Carlo sample. Furthermore, it is hard to establish error limits with this
procedure (no error limits are given in reference [52]). Duffy and Moreo find two peaks

in the specific-heat curve for the half-fillédx 6 Hubbard model. These peaks are more
pronounced at stronger interaction strendgthsA low temperature peak arourd= 0.25

is ascribed to the spin degrees of freedom, while a high temperature peak @areundo

3 is ascribed to the charge degrees of freedom. The former degrees of freedom correspond
to fluctuations inV; and NV;, whith fixed N = N; + N|, while the latter correspond to
fluctuations inV. However, we observe similar features in the specific-heat curve for the

4 x 4 Hubabrd model a8 1,8 |) filling with U = 8 (see figure 5.16). Becausé and

N, are fixed for this system, this might suggest a different interpretation of the peaks.
Further research is needed to settle this question.

5.4 Some remarks concerning the canonical and grand
canonical ensemble

Using the results for thé x 4 Hubbard model at/ = 4, we can simulate a grand canonical
ensemble. We could calculate the values for the grand canonical ensemble directly using
the SDQMC method discussed in section 4.2. What we want to study here, however, is the
contribution of eachi N; N|) system to the grand canonical ensemble in order to compare
the merits of the grand canonical and the canonical SDQMC methods.

The canonical partition function is calculated for all fillings for which results are presented
in tables A.1 and A.2, and for the fillings whose energies can be obtained from these
results using relation 5.12. The values for the partition functions are multiplied with a
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Figure5.7: Internal energyF (figure a), the specific heat (figure b) and average sign(figure
¢) as a function of the inverse temperatgiefor the4 x 4 Hubbard model at5 1 5 |) filling, for
U=4.
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Figure5.8: Internal energyF (figure a), the specific hedt (figure b) and average sigh(figure
¢) as a function of the inverse temperatgiefor the4 x 4 Hubbard model at6 1 6 |) filling, for
U=4.
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Figure5.9: Internal energyF (figure a), the specific hedt (figure b) and average sigh(figure
¢) as a function of the inverse temperatgiefor the4 x 4 Hubbard model at8 1 8 |) filling, for
U=4.
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Figure5.10: Internal energyF (figure a), the specific heét (figure b) and average sigh(figure
¢) as a function of the inverse temperatgiefor the4 x 4 Hubbard model at5 1 7 |) filling, for
U=4.
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Figure5.11: Internal energyF (figure a), the specific heét (figure b) and average sigh(figure
¢) as a function of the inverse temperatgiefor the4 x 4 Hubbard model at6 1 8 |) filling, for
U=4.



5.4 Some remarks concerning the canonical and grand canonical ensemblel33

Figure5.12: Internal energyF (figure a), the specific heét (figure b) and average sigh(figure
¢) as a function of the inverse temperatgiefor the4 x 4 Hubbard model at7 1 9 |) filling, for
U=4.
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Figure5.13: Internal energyF (figure a), the specific heét (figure b) and average sigh(figure
¢) as a function of the inverse temperatgiefor the4 x 4 Hubbard model at4 1 4 |) filling, for
U=8.
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Figure5.14: Internal energyF (figure a), the specific heét (figure b) and average sigh(figure
¢) as a function of the inverse temperatgiefor the4 x 4 Hubbard model at5 1 5 |) filling, for
U=8.
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Figure5.15: Internal energyF (figure a), the specific heét (figure b) and average sigh(figure
¢) as a function of the inverse temperatgiefor the4 x 4 Hubbard model at6 1 6 |) filling, for
U=8.
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Figure5.16: Internal energyF (figure a), the specific heét (figure b) and average sigh(figure
¢) as a function of the inverse temperatiefor the4 x 4 Hubbard model at8 1 8 |) filling, for
U=8.
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Figure 5.17: The functionF (N, N|) as defined by 5.19 for several values of the chemical
potentialy: for states with particle numbey¥ = N + N|.

factore=2#(N1+N1) to obtain the weight of each system in the grand canonical ensemble.
Not all possible fillings are included, so we only have an approximation for the grand
canonical ensemble. But the included fillings are the ones with the lowest ground-state
energies. Therefore, we obtain a good approximation to the grand canonical ensemble at
lower temperatures. The grand canonical results presented hereafter are all based on this
'simulated’ grand canonical ensemble.

First of all, we consider very low temperatures, i.e. very high values @ontributions

of excited states to the canonical partition fuction can be neglected, so that it is given by

Znyw, = e PPN ) (5.18)

As an estimate for the ground state enefgy Ny, N|) we took the values for the internal
energy at = 5 as listed in tables A.1 and A.2. The weight of {¢, V| ) system in the

grand canonical ensemble is be proportional to the factdf (M), with F (N, N))
given by
F(Ny, Ny) = Eo (N, Ny) + (N + Ny). (5.19)

This functionF' (N, N)) is plotted for several values of the chemical potentiad figure

5.17 Aty = 2 the curve is symmetric around = 8 and the half filled systems dominate.
This is a consequence of relation 5.12. /At 0 the (5 T 5 |) system dominates. At

w« = 1 the curve is almost flat. At this chemical potential the systems With 5, 6, 7 and

8 have almost equal weights. This illustrates the point we want to make in this section:
it could happen that the grand canonical ensemble at low temperature is dominated by
systems withV = 5 + 5 or N = 8 + 8, for any value of the chemical potential between
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Figure 5.18: Contribution of systems with various fillings to the grand canonical ensemble as a
function of the chemical potentia| for the4 x 4 Hubbard model at/ = 4 andg = 5.

p = 0andyp = 2, and that systems with = 6 + 6 or N = 7 + 7 have only very small
contributions. This would happen if the points f&6r = 6 + 6 and N = 7 + 7 would

lie a little bit below the curve that connects the points for= 5 + 5 and N = 8 + 8.

Our results for the energies at low temperatures are not precise enough to settle this point.
But this raises the question: can information on(the 6 |) system or thé7 1 7 |) be
obtained from grand canonical results ?

Depending on the chemical potentialsystems with differentfillings dominate the grand
canonical ensemble. This is illustrated for= 5 in figure 5.18 The contribution of the

N =12 systems (thé6 1 6 |) and(5 1 7 |) systems), is maximal at ~ 0.8. But even

then they only contributé0%. Furthermore they are always dominated by (the 6 | )
system or thé6 1 7 | ) system. The same holds for ttiet 7 |) system and thé 1 8 |)
system, that are always dominated by th& 7 | ) system or thé7 1 8 |) system. To see

the evolution of this effect with varying values @f the average particle numb(afﬁf Yo

is calculated as a function of the chemical potentiall he result is shown in figure 5.19

for several values of. For a range of values of, the value of: is determined for which
(N)gc is equal tol2 or 14. At these chemical potentials, the contribution of the systems
with various fillings is calculated, so that a curve is obtained for these contributions as a
function of 3. These curves are plotted in figure 5.20 for= 12 and 5.21 forN = 14.

It seems like the canonical systems with= 12 (N = 14) will make up at mos50% of

the grand canonical system wWith' ) = 12 ((N)ge = 14).

At present, the question if the ground state of the repulsive Hubbard model can be
superconductive, is still unanswered and a subject of intensive research [51]. Monte-
Carlo calculations with ground-state projection (see section 4.4) have been performed
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Figure 5.19: Average particle numbefN') as a function of the chemical potentjalfor the
4 x 4 Hubbard model at/ = 4 and s = 5.

Figure 5.20: Contribution of systems with various fillings to the grand canonical ensemble as a
function of the inverse temperatuse for the4 x 4 Hubbard model at/ = 4 and({ N)gc=12
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Figure 5.21: Contribution of systems with various fillings to the grand canonical ensemble as a
function of the inverse temperatusefor the4 x 4 Hubbard model at/ = 4 and( N) =14

mainly for closed-shell or half-filled systems, because of the sign problem. However,
as mentioned in the previous section, the systems that are more difficult to study with
this algorithm seem to have qualitatively different properties. A larger gap between the
ground state and the first-excited state might be one of these properties. As indicated in
this section, also the grand canonical algorithm is limited for the study of these systems.
In order to make the repulsive Hubbard model superconductive, it has been suggested that
one might have to include next-to-nearest-neighbour hopping in the one-body part of the
Hamiltonian. Inclusion of such a term will leave the wavefunctions of the single-particle
eigenstates unchanged, but it will change their single-particle energies. This can lead to
a different shell structure for the one-body part of the Hamiltonian. At strong interaction
strengthd’/, the main effect of these shifts in single-particle energies will be to shift the
ground-state energies of systems with fixé¢dand V. The correlated structure of the
ground state might remain qualitatively unaltered. If(al;, V|) fillings are taken into
account (at a given value for the chemical potent)athere is only one state with definite
filling (N0, Nyo) that has the lowest energy, the absolute ground state. An absolute
ground state of a Hubbard model with next-to-nearest-neighbour hopping that exhibits
superconductivity, might not be the absolute ground state of the minimal Hubbard model,
but it might still be the ground state for a fixed filliidV;o, V|0). These arguments all
motivate a systematic study of the minimal Hubbard model using SDQMC in the canonical
ensemble, with fixedNVy, V) ).






The nuclear pairing Hamiltonian

6.1 Thenuclear pairing Hamiltonian and nuclear many-
body theory

The atomic nucleus is a complicated many-body system (with 20 to 200 particles).

The problem of describing a large number of protons and neutrons, all strongly interacting,
is a challenge for theoretical nuclear physics. In a way, nuclear theory is the art of sympli-
fying the many-body problem in such a way that accurate predicitions about the properties
of real nuclei can be made, using models that allow precise numerical calculations.

A first, crude approximation to the nuclear many-body problem, is the use of a mean-field
potential. Instead of describing the interactions between the nucleons in the system, one
introduces a potential that reflects the average interaction of a nucleon with all other
nucleons. This 'mean-field’ potential can then be treated as if it referred to an external
field. In this way, the many-body problem of nucleons interacting with one another

is reduced taV one-body problems of a nucleon moving in a mean field. A commonly
used parametrization for this mean field is the Woods-Saxon potential [54]. A mean-
field potential can be derived from effective nucleon-nucleon forces (e.g. forces of the
Skyrme-type [55]) in a self-consistent way using the Hartree-Fock method [53].

In order to improve on the mean field approximation, one has to take into account the
residual interactions’, i.e. the interactions that are not accounted for within the mean-
field potential. LetH denote the full Hamiltonian of the many-body system dhgt

the Hamiltonian of the mean-field potential, then the Hamiltoriian for the residual
interactions is trivially given by

Hyey = H — Hpg. (6.1)

In practice, one uses effective parametrizations for the residual HamiltélajarAmong
many others, the Landau-Migdal force is a commonly used parametrization [53]. In
order to obtain an accurate description of the atomic nucleus, one should diagonalize the
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Hamiltonian A,.; + H, in the space of all many-body states. However, this space is
extremely large. If we would allow each particle to be in any\gfsingle-particle states,

the many-body space fa¥ fermions would contalr( ) states. This space becomes

too large to allow an exact diagonalization of the Hamiltonian. Therefore the space has
to be truncated in some way. A truncation with a clear physical motivation, is given by
the nuclear shell model [56]. A core for the atomic nucleus is built by filling the lowest
shells of eigenstates of the mean-field potential. Configurations where the lowest shells
are completely filled constitute 'magic’ nuclei. In experiments it is found that nuclei
whose particle numbers correspond to these 'magic’ fillings, are strikingly stable and
more strongly bound than others. Non-magic nuclei can be considered to consist of a
'magic’ core plus a few 'valence’ nucleons in the lowest open shells of the mean-field
potential. Forthese valence nucleons, many-body states with definite symmetry properties
are considered. In such way a restricted many-body space is constructed, whose dimension
is small enough to allow diagonalization of the Hamiltonian. Note that the trunctation of
the many-body space has to be taken into account in the effective parametrization of the
residual interaction. For the shell model, this can be done using the Brueckner G-matrix
[53]. For medium heavy to heavy nuclet (> 50), except for configurations with only

a few valence nucleons, the valence shells become too large to allow diagonalization.
SDQMC is a promising method to study these systems [6]: it allows to study much larger
model spaces than diagonalization methods. Calculations where one considers multiple
shells for the valence nucleons or where one considers more nucleons as valence nucleons
('no-core’ calculations) could be possible. This requires the elimination of spurious states
related to center-of-mass motion, a problem that is not yet satisfactory solved for SDQMC.
Apart from a truncation of the model space, one also has to simplify the form of the
interaction in order to make calculations feasible. A simple form that accounts for
the short-range correlations induced by the residual interaction, is the nuclear pairing
Hamiltonian» [53], that takes the form

— N G YD alal agan, (6.2)

t=p,n k,k’>0

where the operator&s,tt create a particle in the corresponding single-particle eigenstates
of the mean-field Hamiltonian in the valence shell, and where the inshelcates proton

or neutron states. The notatiérindicates the time-reversed state of the statén the
so-called 'BCS’ phase convention [53], time reversal has a simple form:

[nlymt) = |nlj—mt), (6.3)
|nly—mt) = —|nljmt). (6.4)

Note that|kt) = —|kt). The notationt, & > 0 in 6.2 indicates that if state is included

in the summation, theh should not be included. A simple way to state this is that the
summation fort and4’ should run over states withh > 0 only. The interaction strength

(G, depends on the model space and the system under study. A parametrization suggested
by Bes and Sorensen for an atomic nuleus withucleons is [57]

20MeV

G = I

(6.5)
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A parametrization with different strengths for protons and neutrons is given in [58].

The combination of a mean-field potential and the pairing Hamiltonian leads to a Hamil-
tonian H = Hye + Hp. Though this Hamiltonian looks simple, it already leads to a
complicated many-body problem. An often used technique to tackle this problem, is the
Bardeen-Cooper-Shrieffer (BCS) theory [53]. It leads to equations that can be handled
easily in a numerical way and it has a clear interpretation in terms of quasiparticles. The
disadvantage is that it gives only an approximate solution, and that leads to many-body
states with changing numbers of particles. For some systems, exact solutions can be
found (see section 6.2.1 and the paper by Richardson and Sherman [61]). A general, ac-
curate solution for this many-body problem is even at present a topic of intensive research
[59, 60, 63]. We have found that SDQMC is a very useful method for the study of the
ground-state and finite-temperature properties of the nuclear pairing Hamiltonian.

6.2 Some propertiesof thenuclear pairing Hamiltonian

The Hamiltonian we study in this chapter has the form

0=3 Y ew(ahin+atag) — 3 G Y alal,apin.  (6.6)

t=p,n k>0 t=p,n k,k'>0

The e, are the single-particle energies of the mean-field potential. From the structure of
the Hamiltonian 6.6 we can make a few observations.

¢ Protons and neutrons decouple. The interactions between protons and neutrons are
only represented by the mean field, there is no proton-neutron term in the residual
interaction. This is of course a crude simplification of the real situation, but it allows
us to separate the many-body problem for this model in two smaller ones, one for
protons and one for neutrons. Therefore, in what follows, we will suppress the
indext.

e There is a symmetry between stafes- 0 and their time-reversed states The
number operatord/, and N_ for thek > 0 andk < 0 states respectively, both
commute with the Hamiltonian. Hence the number of partidfesn statest > 0
and the number of particle$_ in statest < (0 are both conserved quantities.

e If a statek is occupied and its time-reversed stais not, then the particle in state
only feels the mean field. It does not interact with the other particles and it remains
in its statek . It does have an effect on the other particles in the system because it
blocks both statek and for the other particles, due to the Pauli principle.

e If a pair of particles occupies a stateandk, it can be scattered to another pair
of statest’ and’, but the particles will allways remain ’accompagnied’. Burglin
and Rowley [60] define two particles to be 'accompagnied’ if they occupy a pair of
statesk andk. A particle in a staté: whose time-reversed states not occupied,
is called 'unaccompagnied’. This notion should not be confused with the notion of
'paired’ particles: two particles in a singfeshell can couple to a state with angular
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momentum/ = 0. In such a state, these particles are said to be 'paired’. In the two-
particle state",, &}m&%|> the particles are paired, while in the two-particle states

&}m&%l>, for anym, they are accompagnied. Burglin and Rowley also introduce
the operator [60]

V=3 (alan +alag) — 23 (alal,apae) . (6.7)

k>0 k>0
This operator gives the number of unaccompagnied particles. Though its physical
meaning is completely different, we note the formal analogy between the opérator
and the two-body term of the Hubbard Hamiltonian 5.1. The opef/atmmmutes
with the Hamiltonian. Therefore, the number of unaccompagnied particles is a
conserved quantity. Furthermore, the many-body space can be split up in subspaces,
each having a definite number of accompagnied and unaccompagnied particles.
Burglin and Rowley use this splitting in order to obtain many-body spaces with
small enough dimensions to allow diagonalization techniques such as the Lanczos
algorithm [11] for the study of the lowest eigenstates of the system. Note that the
subspace where all particles are accompagnied, contains/oaiy0 states. The
V-subspaces are not invariant under rotations.

e Because of the attractive nature of the pairing, the ground state of a system with
an even number of particles (even-even systems if both protons and neutrons are
considered) will belong to the subspace where all particles are accompagnied.

6.2.1 Pairingin a degenerateshell

If all single-particle levels of the many-body system are degenerate, i.e, &l equal,

then the many-body problem for the Hamiltonian 6.6 can be solved exactly. Without loss
of generality we can assume here that 0 for all #. Now we consider all possible Slater
determinants that can be obtained by placihglentical particles in thé/s single-particle
states. For every pair of statéls k) there are three possibilities: either none of the states

is occupied, both states are occupied or only one of the states is occupied. In the latter
case, the particle in the stakteor £ will not interact with the other particles and the Slater
determinant will not couple to Slater determinants for whicand & are both occupied

or both empty. A half-filled couple of staté, k) is sterile for the rest of the many-body
problem. Therefore, one can reduce the many-body problem pérticles in theVs
single-particle states, from which exactly one occupies a $tatek, to a many-body
problem of N — 1 particles inNs — 2 single-particle states (the stateandk are left out).

By repeated application of this reduction, one comes to a many-body problem of a system
where all particles are accompagnied.

We discuss this fol accompagnied particles iNs single-particle states. If all particles

are accompagnied, then one can assign to every/staté a quaspirs*):

o s(" = +1if both & andk are occupied,

o (" = —Lifboth £ andk are empty.
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One can define angular-momentum like operators for this quasispin in the following way
[53] (for k& > 0):

s = alal (6.8)
W= aag, (6.9)
(K Litn o ats

50) — 5( Lak—ka%a,;—l). (6.10)

This defines the quasispin vecéd These operators satisfy the well known commutation
relations for angular-momentum operators:

950 = 25, (6.11)
56780 = 8, (6.12)
30,89 = =5, (6.13)

A set of values for the quasispins’, s, ... 5%, whereQ = Ns/2 is the number of
pairs(k, k), specifies a fully paired Slater determinant. Just like angular momenta, the
guasispins can be added together to obtain a total quasispin 8ector

S =>"s". (6.14)

k>0
The componenﬁ’o is related to the number operator by

g6=X ; & (6.15)

The interesting point about quasispin is that the pairing Hamiltonian 6.2 can be rewritten
as

A

Hp = —GS,.5_ (6.16)
= —G(S-S-51+5). (6.17)

This structure shows that the eigenstates of the Hamiltonian are given by the eigenstates of
the total quasispiS. The eigenstates with definite quasispin quantum numbersd.S,

can be constructed from the states with defisite £ = 1,...,Q, using the well-known
techniques for angular-momentum coupling [56]. Note thgparticle states must have

So = (N — Q)/2. Therefore the total quasispin for tié-particle eigenstates must be at
least| N — ©|/2. The energy of arV-particle eigenstate with quasisphhnis given by

E(S) = —G|S(S+1)— S5+ S| (6.18)
= —G[sts+1)- LV 0P v -] (6.19)

The maximum value fof is /2. This value ofS gives the ground-state energy. The
vacuum|) corresponds to a state withh = Q/2, S = /2. The ground states for
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energy level (MeV)|| fully accompagnied subspa¢ceomplete space
-12 1 1
-6 5 65
-2 9 429
0 5 429

Table6.1: Comparision of degeneracies of energy levels for(fhﬁ/2)6 configurationin the fully
accompagnied subspace and the complete many-body gpaeel MeV).

particle-numbersV = 0,2, ..., 2Q form a multiplet for whichS = Q/2. Therefore, the
N-particle ground state can be constructed by applying the raising opstafof2 times

to the vacuum):

Gsa) = (). (6.20)

This shows that a system 6f particles in a singlg shell, with N even, has a ground state
where all particles are paired.
Instead of the quasispiti one often uses the 'seniority’ quantum numbeiefined by

s =0 —285. (6.21)
It can take on the values= 0,2,...,min (N, Ns — N). The energy as a function of
seniority is given by
G
E(N,s) :—Z(N—S)(QQ—S—N—I-Q). (6.22)
The degeneracy(s) of the states with energly( V, s) is given by [53]

d0) = 1 (6.23)
w0 = (5)- (0 ) oo 6.24)

Because it is sometimes overlooked [53, 62], we remark here that these degeneracies
only apply to the subspace in which all particles are accompagnied. They sum up to a
total of (N%Z states. The complete many-body space contains much more @&t)es

in total. Taking all these states into account, one finds the same energy levels because
the unaccompagnied particles do not interact and hence do not contribute to the energy.
But the degeneracies change dramatically for the excited levels. Table 6.1 compares the
degeneracies for a system ®particles in a shell with 2 single-particle states (e.g. a
(h11/2)° configuration) in the fully accompagnied and the complete space.

6.3 Decomposition schemefor SDQMC

In this section we present a decomposition scheme for the Boltzmann opmet%{afowith
H of the form 6.6. As mentioned before, this Hamiltonian does not couple protons with



6.3 Decomposition scheme for SDQMC 149

neutrons. Therefore, a first and important step for the application of SDQMC to this
system, is to split it in two systems, a proton and a neutron system, such that separate
SDQMC calculations can be performed for each of them. A next step is to split up the
inverse temperaturein N, inverse temperature intervals (see section 2.1). In each inverse

temperature interval, the operatorNt is split up further as follows:

B8 7 B8 _fr. BG pH BG LG B
e LS LI AU LN R, R
BG 5 BG B BG BG B
% 62thﬂe2NtPﬂ 1 ..62NtP 62NtP1€ 4NtH1 (625)
with
__ At a Ata
H, = Zek (akak—l—al—ﬂak , (6.26)

= 5.5W, (6.27)

where we used the notation of the quasispin operators introduced in the previous section.
The ascending-descending ordering of the factore * in expression 6.25 is necessary to

.. . .. 3
reduce the error originating from the non-commutativity of the exponents to @@er

The operators;, have the property thab? = P,. Therefore, their exponential can be
written as

56 p G

PP Z 4 <62Nt - 1) . (6.28)

This form allows an exact decomposition using rank-two operators of the type discussed
in section 2.2.2.

e _ %%0 (1 +7alas) (1+7alay)
+ (1= ryabar) (1—yakag)] . (6.29)
with ~ given by )
N (— - 1) . (6.30)

In the decomposition for the Boltzmann operator that is obtained in this way, the operators
{7, from expression 4.1 can be split up in two patts= U/, U,_, with a part’/, .. for the
states: > 0 and aformally equal paﬁ _ forthe time-reversed states. The corresponding
matrix U, has a structure

Uy 0
() 6o

where furthermore the submatrices are equal, = U, . As discussed in section 4.5.3,
such matrices lead to good sign characteristics for even-even systems. Note that for the
canonical trace df/, one has to sum over all fillingsV,, N_) forwhich Ny + N_ = N

-fI'N (Ug) = Z -fI'N_I_ (Ug+) -fI'N_ (Ug_) . (632)

Ny+N_=N
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Further advantages of this decomposition are that its error is only proportional to the
commutators of the operatofs, P, P, ..., Py, The Ieadlng error term is proportional
to ﬁ The matrices that represent the operaﬂoHsmk,ak are extremely simple (the

unlty matrix with the elemen(tt’, k) set toy). Therefore the matrix multiplications that

are needed to build up,, are simple and fast. Multiplying a matrix with the matrix
representation of one inverse-temperature slice requires 2 multiplications with a diagonal
matrix and2(? multiplications with matrices of the frorh+ yaz,ak (ax denotes the unit

row vector representing.). For one slice this requirés)? flops. The decomposition can
easily be extended for Hamiltonians of the form

0= - 3 Guealdaa. (6.33)
k,k!'>0

To give an idea of the computer time needed for these calculations, we calculated the
neutron internal energy for a system with 30 neutrons distributed over 70 single-particle
states (see section 6.4.2), at a temperafure 0.25M eV and an interaction strength
G = 16MeV/56. This is a very large system at a low temperature. Most calculations
were performed at higher temperatures and in much smaller model spaces, so they required
much less computer time. For the decomposition of the Boltzmann opehater, 160
inverse temperature slices were used. Qlestabilization technique discussed in section
4.6.1 was applied every 20 slices. The updating scheme of section 4.6.2 was used with
Ny = 195, N;y = 40, N. = 9. 20 independent Markov chains were run of 9000
thermalization and 45000 sampling steps each. Observables were evaluated every 45
Markov steps. For the internal energy a valig= —630.79M ¢V was obtained, with
a statistical error of.10MeV (at 95%-confidence level). On a PC with a 200-MHz
pentium-pro processor, running a Linux operating system, this calculation took 19 hours.

6.4 Thermodynamical properties of the nuclear pairing
model

6.4.1 Pairingin a degenerateshell

Because a system with pairing in a degenerate shell can be solved analytically, it was an
ideal test case for the SDQMC method. Furthermore, recently, N. J. Cerf [62] presented
a quantum Monte-Carlo method for the study of thermodynamic properties of nuclear
many-body systems using a monopole pairing interaction in the canonical ensemble. He
presented finite temperature results for a model with g-)°® configuration. This seemed

to us an ideal point of comparision for our finite temperature calculations in the canonical
ensemble. To our surprise, we found quite different results.

The space of configurations taken into account by Cerfis too limited to calculate properties
at finite temperature. The peak in the specific heat versus temperature curvelaktemd

that is mentioned in [62] is, in our opinion, an artefact of a too small many-body space.
With a Monte-Carlo calculation in the complete N-particle many-body space, we observe
a much sharper peak in the specific heat arauns MeV, originating from nucleon pair
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breakup.

The method of Cerfis based on a path-integral over chains of configurations C'(¢2),

..., C(tp) that are periodic in time. Thé'(¢;) are states in the Fock space of many-
body states. They are sampled with a Metropolis random walk. Though no details are
given on how the many-body states are sampled, it appears to us that Cerf only considers
states where all particles are accompagnied, i.e. if a §tate) is occupied, then the
state|j/ — m) is also occupied [60]. This set of configurations is sufficient for the study

of the ground state of the system [63], where all nucleons are accompagnied. At finite
temperature, however, the pairs of accompagnied particles can be broken up by thermal
fluctuations. Then also configurations with unaccompagnied nucleons have to be taken
into account.

In reference [62], Monte-Carlo results starting from a model with,a/,)® configuration

and with a constant pairing strength 6f = 1MeV, were compared to exact results
obtained in the quasispin formalism. The energy levels and degeneracies for this model
are listed in table 6.1. We calculated the thermodynamical properties of this system using
the SDQMC in the canonical ensemble (see section 4.3), based on the decomposition
presented in the previous section. Figure 6.1 shows the internal energy of the system as
a function of temperature. Our Monte-Carlo results are in excellent agreement with the
exact results that are based on the degeneracies given in the third column of table 6.1.
They differ clearly from the results for the fully accompagnied states only, with which the
Monte-Carlo results of Cerf coincide. Itis observed that the internal energy starts to rise
at temperatures near toMeV. This leads to a distinct peak in the specific heat around
1.25 MeV, as is shown in figure 6.2. The curve for the fully accompagnied states shows a
lower and broader peak at temperatures araultgV. This peak was associated by Cerf

with the vanishing of nucleon pair correlations. However, the breakup of the pairs starts
already at lower temperatures. This results in the stronger peak that we observe around
1.25 MeV.

Though the Monte-Carlo method presented in [62] offers an interesting way to study pair
correlations in nuclei, we emphasize that a full treatment of the complete many-body
space is required to study properties at finite temperature.

6.4.2 Thermodynamical properties of a model with pairing for Fe
nuclel.

Thermodynamical properties of nuclei in the Fe region were studied in a model with a
Hamiltonian of the form 6.6. For the mean-field potential, a Woods-Saxon potéfitial
is used, given by [64]

o\’ d
vtr) = Vc—Vf<w>+(m ) Volo )5 flen),  (6.39)
where
Vo = Zé'[r, r> R,
= [2¢*/(2R.)] (3 - r*/R), r<R., (6.35)

R. = r.AY?
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Figure 6.1: Internal energy U versus temperature T. Error bars on our Monte-Carlo data were
omitted because they are smaller than the symbols marking the data points. Cerf’'s Monte-Carlo
results are not shown. They coincide with the dashed curve.

Figure 6.2: Specific heat C versus temperature T. Error bars on the Monte-Carlo data represent
95%-confidence intervals. Cerf’'s Monte-Carlo results are not shown. They coincide with the
dashed curve.
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flz) = (14" withz = (r — roAl/?’) /a, (6.36)
(mh c) = 2.000 fm?. (6.37)

Here, A is the number of nucleong; the number of protons. The other parameters are
taken as in [64]

V o= 5334 21(A—22)JA—04Z/AY3 MeV,

ro = 1.25 fm,
a = 0.65 fm,

Vie = 7.5 MeV,

Tso = To,

as, = 0.47fm.

To calculate the mean field and its eigenfunctions, we use the parameters for the nucleus
5oFey. This mean field is used for all nuclei in this particular mass region. For every set
of angular momentum quantum numbéesd;, the Woods-Saxon potential is diagonal-

ized in a basis of the lowest 60 harmonic-oscillator eigenfunctions with the appropriate
symmetry. In this way, the single-particle eigenstates and their energies listed in table
6.2, are obtained. Also a number of unbound states (with energlyare obtained. In

fact, the Woods-Saxon potential exhibits a continuum of unbound eigenstates. Due to
the expansion in a finite number of basis functions, discrete unbound energy levels are
obtained. These can be seen as a discrete approximation to the continuum of unbound
states.

The 1s1, 1pz, 1p1,1ds, 1d: and2s. orbitals are considered to be compeletely filled.
They form an inert core for the ma2ny-body problem. Tlfe, 2p:,2p:. andl1fs orbitals
constitute the valence shell. . ’

For the strength of the pairing interaction we ta@k= 20M eV/56, in accordance with
expression 6.5. The same strength was used for protons and neutrons, and for all nuclei
in the Fe mass region.

The lines that connect the data points on the figures in this section are ment to guide the
eye. They do not correspond to analytical results or fitted curves. Error limits represent
95% confidence intervals. If no error limits are shown, this means that they are smaller
than the markers of the data points, unless it is stated that no error limits were determined.

Proton and neutron contributions

Some thermodynamical properties of the pairing model3fé®;, were studied using
SDQMC. Because the proton and neutron systems are not coupled to one another, separate
results for both particle types are obtained. The internal energy of the total system and the
contributions of the proton and neutron subsystems are shown as a function of temperature
in figure 6.3. The same is done for the specific heat in figure 6.4 The neutrons contribute
more to the internal energy than the protons, because there are more valence neutrons
than valence protons. This also leads to a slightly stronger peak in the specific-heat
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orbital single-particle energies (MeV)

protons neutrons
Tst 34.7106 ~42.0333
1ps -25.3351 -32.2120
1p: -24.0715 -31.1979
1d. -15.0034 -21.5607
1ds 112.7911 -19.6359
25, 1123511 -19.1840
1 ~4.1205 10.4576
2p: -2.0360 -8.4804
21 11.2334 7.6512
1 -1.2159 -7.7025
3s1 4.7316 20.3861
24 5.6562 0.2225
2, 6.1324 0.9907
1gs 6.6572 0.5631
3ps 6.6663 2.5931
3p1 6.7469 2.6915
4ot 8.9016 4.4706
lg: 9.1386 3.5488

Table 6.2: Single-particles eigenstates of the Woods-Saxon potential.
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Figure 6.3: Internal energy(/ as a function of temperatufg for a system with 6 protons and 10
neutronsin thef7 2p3 2p1 1f5 shell, with amean field and a pairing interacti@gr,= 20M eV /56.
The energy scale is adapted such that the total, proton and neutron internal energies all tend to O

at low temperature.

Figure 6.4: Specific heat as a function of temperaturg for a system with 6 protons and 10
neutronsinthe f; 2p:2p.1 1 fs shell, withamean field and a pairing interactiai,= 20M eV /56.
2 2 2 2
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curve for neutrons than for protons. Qualitatively, there is no big difference between the
thermodynamical properties of both subsystems. This is not the case at lower values of
the interaction strengtty.

Dependence on the pairing interaction strength G

We have studied the pairing model fijFe;, for several values of the pairing interaction
strength. SDQMC calculations were performedifoneutrons in a shell with0 valence

states af%, Qp%,Qp% andlf% orbitals) and fo6 protons in the same shell.

The neutron energy as a function of temperature is shown in figure 6.5. The energy scale
was chosen such that the inert core had zero energy. The fact that the energy does not
go to much higher values as the temperature increases, is due to the limited size of the
model space: not enough high-lying states are included. As we shall discuss later on, the
results forl” > 1.5M eV are not physical anymore. For larger values:otthe system is

more strongly bound. Furthermore, when raising the temperature, the system stays in its
ground state longer than for smaller values:0fThis indicates that there is an energy gap
between the ground state and the first excited state proportio6alds is expected from

BCS theory. The neutron specific heat as a function of temperature is shown in figure 6.6.
To give a clear picture for the values at low temperature (higlhe neutron specific heat

is also shown as a function of, in figure 6.7. The dotted line indicates the results for

(i = 0, thus for a pure mean field. With increasing strer@ththe peak in the specific heat
curve shifts to a slightly higher temperature and becomes more pronounced. In general,
peaks in the specific heat can be interpreted as signs of a phase transition. We see here
that the pairing correlations, fof > 20M ¢V/56, seem to induce a phase transition in the
system.

Analogous calculations were done for protons. The proton energy as a function of
temperature is shown in figure 6.8. The proton specific heat is shown as a function of
temperature in figure 6.9, and also as a functiod,oh figure 6.10. The same discussion

as for the neutron results, applies here. There is, however, a striking difference in the
specific-heat curve for low values 6f a second peak develops arouhe: 5M ¢V ! for

G = 10MeV/56. At this value of the pairing strength, the first peak in the specific-heat
curve, around? = 1.5MeV ™1, coincides with the peak in the the specific-heat curve

for a pure mean field. This means that this peak is related to the condensation of the
valence particles in the lowest energy levels of the valence shelﬂ@herbital). The
second peak is entirely due to pair correlations, that develop among the 6 particles in
thelf% orbital. In figure 6.11, the number of accompagnied pairs and the expectation

value of the pairing operatcfhé’_ are shown as a function of. While the system with

G = 20MeV/56 becomes completely accompagnied and reaches full pairing strength at
values of3 > 3MeV !, the system withly = 10MeV/56 comes to this regime only at
values of3 > 6 MeV 1. In figure 6.12, the number particles in thﬁ% orbital and the
number of particles in the other orbitals are shown. For the systenGinithl 0 M eV /56,

it is observed that approximately all 6 particles occupy states i ﬂ;ﬂerbital for values

of 3 > 3MeV 1. The fact that the pairing correlations reach their maximum for this
system only at values ¢f > 6 M ¢V !, means that the system passes through two phases
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Figure 6.5: Neutron energy/,, as a function of temperatufg for a system with 10 neutrons in

thelf:2p:22pa11fs shell, with a mean field and a pairing interaction, for various values of the
.02 2 2 2

pairing strength’s

Figure 6.6: Neutron specific hedt’, as a function of temperatufg for a system with 10 neutrons

inthelfz2p22p11fs shell, with a mean field and a pairing interaction, for various values of the
L. 2 2 2 2

pairing strength’s
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Figure 6.7: Neutron specific heat’, as a function of inverse temperature temperatgireor a

system with 10 neutrons in the¢: 2p22p1 1 fs shell, with a mean field and a pairing interaction,
. .. 2 2 2

for various values of the pairing strength

Figure 6.8: Proton energyl/, as a function of temperatutg for a system with 6 protons in the

1fz2p22p11fs shell, with a mean field and a pairing interaction, for various values of the pairing
2 2 2 2

strength?
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Figure 6.9: Proton specific heat’, as a function of temperaturg for a system with 6 protons

inthelfz2p22p11fs shell, with a mean field and a pairing interaction, for various values of the
2 2 2 2

pairing strength’s

Figure 6.10: Proton specific heat’, as a function of inverse temperature temperatérior a
system with 6 protonsin tﬁg% 2p3 2p1 1f5 shell, with a mean field and a pairing interaction, for
various values of the pairing Stren
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Figure6.11: The expectation value of the pairing operator.S_ (dotted lines) and the number of
accompagnied pairs (full lines) as a function of the inverse temperattoesystems with pairing
strengthG = 10MeV /56 andG = 20M eV /56 and 6 protons in thef%2p%2p%1f% shell, with

a mean field and a pairing interaction. No error limits were determined.

asitis cooled: first, the 6 valence protons condense intofherbital. At3 ~ 3MeV 1,

this stage is completed. If the temperature is lowered further, pair correlations among
these particles can develop. At valuesiof 6McV~! the system is almost completely
cooled to its ground state. For the system with= 20M ¢V/56, the occupation of the

1f7 orbital reaches a maximum of about 5.3. The particles always remain spread over all
the valence shell orbitals, because the pairing interaction is now strong enough to scatter
them out of thelf% orbital, even in the ground state.

Dependence on the size of the model space

For the description of the high-temperature properties of the system, the model space
given by thefp shell is too small. At temperatures of a few MeV, valence particles can
be excited to higher-lying single-particle states, or core particles can be excited into the
valence orbitals or higher energy states. In order to know up to what temperatures the
results that we obtained in thf@ shell are valid, we performed a number of calculations

in larger model spaces. First, tBel 2d5 2d3 and1g9 orbitals are added to the single-
particle space. Thisleadstoa many body problem of6 and 10 particles in 42 single-particle
states. In a second extended model the core states are considered as valence states too.
Therefore thels; 1p3 Ipy, 1d5 1d3 and231 orbitals are added. Furthermore, also the
3p3 3p1 and431 orbitals are taken into account. This leads to a many-body problem of
26'and 30 partlcles in 70 single-particle states.
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Figure 6.12: The number particles in thef: orbital (full line) and the number of particles in the
other orbitals of the valence shell (dotted line) as a function of the inverse tempesdarsystems
with pairing strengthG = 10M eV /56 andG = 20M eV /56 and 6 protons in théf% Qp%Qp%If%
shell, with a mean field and a pairing interaction. No error limits were determined.

Because multiple shells are used, the model space of the extended systems contains
spurious excitations related to center-of-mass motion. Therefore, care has to be taken
when relating high temperature results to internal excitations of the system. For the second
extended model space (without core), these center-of-mass motions can be interpreted as
thermal excitations of the collective degrees of freedom. This picture would be physically
meaningful in the absence of a mean-field potential The fact that the mean-field potential
is localized in space, breaks the translational invariance of the model. Therefore, one
cannot separate the center-of-mass motion from the intrinsic excitations in a clean way
[65]. A consistent treatment of spurious states is a topic for further research.

The results for the internal energy and the specific heat obtained using these model spaces
are shown in figure 6.13 to 6.16. If the value for the pairing interaction strergsot
changed, then a system with a larger model space will have a lower ground-state energy
because the larger model space allows stronger pair correlations. In order to obtain a
comparable pairing energy, a reduced pairing interaction strength-ofl6 M ¢V//56 is

used for the extended shells. For the no-core system, the energy is shifted such that the
ground-state energy coincides with the ground-state energy gitbbell system.

In the second extended model space, at high temperattite2(M ¢V'), the specific-heat

curve coincides with the specific-heat curve for= 0. In this temperature region, the
proton and neutron internal energy are sdmécl” lower than in the = 0 case. Apart

from this shift, the internal-energy curves are similar to ¢he- 0 case. This indicates

that, at high temperatures, the pairing Hamiltonian enhances the binding energy but has
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Figure 6.13: Neutron energy/,, as a function of temperatufg for a system with 10 neutrons in
thelfz2p22p11fs shell (@), for a system with 10 neutrons in the first extended model space (b)
and for a §y5t2em2with 30 neutrons in the second extended model space (c). The dashed line gives
the result for the second extended model space without paiting ().

Figure6.14: Neutron specific hedt,, as a function of temperatui&for a system with 10 neutrons

in the1f7 2p3 2p1 1f5 shell (a), for a system with 10 neutrons in the first extended model space (b)
and for a system with 30 neutrons in the second extended model space (c). The dashed line gives
the result for the second extended model without pairing=0).
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Figure 6.15: Proton energyl/, as a function of temperatufg for a system with 6 protons in the
1f22p22p11fs shell (@), for a system with 6 protons in the first extended model space (b) and for

2 2 2 2
a system with 26 protons in the second extended model space (c). The dashed line gives the result

for the second extended model without pairi6g=€ 0).

Figure 6.16: Proton specific heat’, as a function of temperatutg for a system with 6 protons

in the 1f7 2p3 2p1 1f5 shell (a), for a system with 6 protons in the first extended model space (b)
and for a system with 26 protons in the second extended model space (c). The dashed line gives
the result for the second extended model without pairing=0).
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no effect on the internal structure.

Because the internal energy is related to the derivative of the logarithm of the partition
functionZ; (expression 4.10), and becausgis the Laplace transform of the level density
g(F) of excited states (expression 4.14), the constant shift in the internal energy at high
temperature can be related to a shif¢ii’). Let/; andg, (F) denote the internal energy

and the level density for the system with pairing, &acdndg,( £) the internal energy and

the level density for the system without pairing. At high temperature (}pywe have

Uy ~ Uy — 5MeV . By integratingl/; andl; form 3 = 0 to 5 = 1/7', the logarithms of

the partition functions are obtainekh (7Z;,) andIn (75, ) respectively).

In(Zsn) = In(Zgo) +5MeV 3 (6.38)
U
Zs = SMNVEZ
U
a(E) = go(E+5MeV) (6.39)

The main effect of the pairing Hamiltonian on the level density of the excited states is
a shift of the curvey,(E) to lower energies. At lower temperatures, the specific heat
curve deviates from the curve fé¥ = 0, because pairing correlations develop. This
will have an effect on the tail of the partition functidfy, for high 5 and on the level
density¢;(£) at low energies. By comparing the results for theshell and the first
extended model space, we see that fheshell is too small to describe the system at
temperature$’ > 1.3MeV . In order to compare with the results for the second extended
model space around temperatured dfcV/, the pairing interaction strength ought to

be reduced somewhat more for the latter model space. The vanishing of pair correlations
with increasing temperature, starting frdm~ 1M eV, was also observed in shell-model
quantum Monte-Carlo calculations fi}Fe;s based on more realistic interactions [66, 67].
The interesting topic of proton-neutron pairingih= 7 nuclei [68], could of course not

be adressed with the schematic mean-field plus pairing Hamiltonian 6.6.

Dependence on the number of particles

We studied systems with various numbers of neutrons infthshell: iFes, 52Fe,

55Fey and;iFe;; were modelled by considerirtg 9, 10 and11 neutrons in thg'p valence

shell, respectively. For the systems wittand 11 neutrons, the sign rule discussed in
section 4.5.3, that guaranteed good sign characteristics for even-even systems, does not
apply. The average sighfor the various systems is shown as a function of the inverse
temperature’ in figure 6.17. For the odd systems, accurate calculations are possible up
to values of3 ~ 4MeV ™', This corresponds to a temperaturelof- 0.25MeV. This
temperature is low enough to get a good approximation of the ground state. The neutron
internal energy/, for the various systems is shown as a function of temperature in figure
6.18. The proton internal energy is not shown because it is equal for all four systems and
it is already given in figure 6.8. While at high temperature the internal energy curves are
equidistantly spaced, with an interval of abéif ¢V, there is a shift to lower energies for

the systems withh and10 neutrons at low energy. This is because the pairing correlations
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Figure 6.17: Average sigrs as a function of inverse temperatugefor systems with 8,9,10
and 11 neutrons in theéfz 2p22p.11fs shell, with a mean field and a pairing interactiof¥ (=

2 2 2 2
20M eV /56).

Figure 6.18: Neutron internal energy/,, as a function of temperatufg for systems with 8,9,10
and 11 neutrons in theéfz 2p22p11fs shell, with a mean field and a pairing interactiof¥ (=

2 2 2 2
20M eV /56).
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Figure 6.19: Neutron internal-energy shifAlU 1, as a function of temperaturg for a systems
with 10 neutrons in thé fz 2p22p.1 1 fs shell, with a mean field and a pairing interactiof¥ (=
2 2 2 2
20M eV /56). The dashed line indicates the experimental value of the ground-state energy shift for
26Feso.
26 0

are stronger for the even systems than for the odd systems at temperatures/delow
The shift in the internal energy for the system with 10 neutrons can be quantified as

Allyy = % U, (6.40)
With U,q, U0, Us11 the neutron internal energies for the systems with 9, 10 and 11
valence neutrons respectively. The quantitl/,, is shown as a function of temperature
in figure 6.19. The ground-state energy shift was calculated analogously to expression
6.40, with the internal energies replaced by the mass excesses given in reference [69]. A
value of1.776 M eV was obtained. The SDQMC results approach this value remarkably
well at temperatures below5M V. The qualitative difference between the odd and the
even systems also shows up in the specific-heat curve presented in figure 6.20.
We conclude this chapter by stating that SDQMC offers a powerful tool for the study of
the nuclear pairing model. We have put emphasis on the thermodynamical properties.
Occupation numbers and the pairing gap can be calculated too using SDQMC. Main
advantages of SDQMC over other methods are that many-body correlations are taken
into account exactly, particle numbers are constant and finite temperature results can be
obtained. The major disadvantage of the method is that spectroscopic information can
only be obtained indirectly. Finally, we remark that our calculations indicate that pairing
correlations are important only at low temperature ( beld#el’) and at low excitation
energies.
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Figure 6.20: Neutron specific heat’,, as a function of temperaturg for systems with 8,9,10
and 11 neutrons in theéfz 2p22p11fs shell, with a mean field and a pairing interactiof¥ (=

2 2 2 2
20M eV /56).






Neutrino scattering

In this chapter arguments are given that the nuclear temperature might be an important
parameter for the calculation of neutrino-nucleus scattering cross sections relevant for
supernova processes. We describe how this influence can be studied using SDQMC.

7.1 Neutrino-nucleusscatteringcross-sectionsand thenu-
clear temperature

Of late years, neutrino-nucleus scattering has caught a lot of attention in connection
to astrophysical topics like the supernova explosion mechanism and supernova nucle-
osynthesis. Especially for the latter topic, neutrino-nucleus cross-sections are necessary
ingredients for understanding the mechanisms at work. Though most of the nuclei are
synthesised via the long known s- and r-processes (neutron capture and beta decay), the
origin of some nuclei cannot be explained in this way. Neutrino induced reactions might
play a central role in the synthesis mechanism of nuclei'fie:, 1 F, 137'¢ [71, 72].

Also in the supernova explosion mechanism neutrinos play an important role. The most
abundant elements in the outer shells of a supernovalare!*C, 0O, 2° Ne and?® 5.

Here it is important to know how much energy the neutrinos can transfer from the core to
the envelope of the supernova. A third way in which neutrino scattering on atomic nuclei
might play a role in supernovae, is in the r-process nucleosynthesis that might possibly
take place during supernova explosions. Here, charged-current electron-neutrino captures
can compete with the normgldecays during the r-proces [70]. This might shorten the
time scale for the r-proces.

Up till now, calculations of these cross-sections only considered excitations out of the
nuclear ground state. However, due to the high temperatures in supernova processes
(10°K or higher), part of the nuclei may be in an excited state before interacting with a
neutrino. Although even at such high temperatures only a small fraction of the nuclei will
be in the first excited state, this might have an importantinfluence on the total cross-section
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due to two effects that can enhance the cross-section for scattering out of excited states
compared to scattering out of the ground state.

First, there is arenergy effect supernova neutrinos have a thermal energy distribution,
which can be described by a Fermi-Dirac distribution with a temperature of 5 to 10 MeV
[73]. Neutrinos from the tail of this distribution will dominate the cross-section, which

is proportional toF?2. If the scattering takes place on a nucleus in the first excited state,
the neutrino does not need to have such a high energy in order to bring the nucleus into
the same resonant state and to keep the same final energy as it would need to have for
scattering the nucleus out of its ground state. Consequently, a larger part of the tail of the
neutrino spectrum can contribute, and since this tail falls of exponentially this can lead to
a considerable enhancement for the scattering out of the first excited state.

Secondly, there can beceoss-section effecif one decomposes the cross-section formula
into its various multipoles, one would expect the cross-section to be dominated by the
lowest multipoles. However, due to selection rules, shell effects and Pauli blocking the
monopole contribution can be strongly suppressed for excitation out of the ground state.
Continuum-RPA calculations show that this is actually the case for nuclel®ikeand

150 [74], for which thel ~ and2™~ transitions give the largest contributions. We performed

a self-consistent continuum-RPA calculation based an effective force of the Skyrme type
(Skell). A continuum-RPA code developed by Jan Ryckebusch [75] for the study of electon
scattering on atomic nuclei, was adapted for the study of neutrino scattering. The semi-
inclusive cross-section for the neutral-current scatteringxfidc}” neutrino on ai60

nucleus in the ground-state is shown in figure 7.1 as a function of the excitation energy
w. Also thel~- and2~-multipole contributions induced by the axial-vector current are
shown. Together, these two contributions account almost for the total cross-section. In
the above cases monopole transitions are probably not suppressed for excitations out of
the first excited state, so that again their contribution to the total cross-section is enhanced.
Note that theenergy effeds restricted to supernova neutrinos, due to their thermal energy
distribution, while thecross-section effecs more general. In order to know to what extent
these simple arguments are valid in a supernova-environment, a more realistic study of the
temperature dependence of neutrino-nucleus scattering cross-sections is necessary. This
can be done using the shell-model Monte-Carlo method.

7.2 Calculation of neutrino-nucleusscattering cr oss-sections
using SDQMC

The shell-model Monte-Carlo method (SMMC) [6] presents an interesting approach to
study the nuclear many-body problem. It allows the calculation of exact results, up to
controllable statistical and systematical errors, in much larger model spaces than the shell-
model methods based on diagonalisation. Therefore it can be applied to a wide range of
nuclei. It is based on a stochastic evalutation of the nuclear thermodynamical partition
function

7 =Tr (e‘ﬁﬁ) , (7.1)
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Figure7.1: Neutral-currentneutrino scattering cross-section'si®) as a function of the excitation
energyw for anincoming-neutrino energy 8 M eV, calculated using continuum RPA. Total cross-
section (thick fullline)] ~ axial-vector contribution (dashed line) ard axial-vector contribution
(thin full line).

where the inverse temperatufeis an input parameter. So it is a finite temperature
method. The response functidty s(7) for operatorsd and B can be calculated using
the expression

Tr (e_(ﬁ_T)HAe_TﬁB)

7)== )

(7.2)

Inserting complete sets of eigenstatediof {|:), | f)} with energiest; ;) shows that
Ras(r) = 2 30 e 0B BB LAl 1) 1Bl (73
if

The neutrino-nucleus scattering cross-section is then given by the expression

dol? G?

d0[ds] ~ (2n) s

1 [ e [ﬂ cos (6/2) J9 (7) —

2

V2 cos (0/2)
whered is the neutrino scattering angle; is the outgoing neutrino energy, is the

momentum transferg; and €; are the unit vectors along the incoming and outgoing
neutrino direction respectively antf () and./ (7) are the components of the hadronic

x T (F)] i)
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weak neutral current. Using equation 7.2, with

(é}—l—é}—zé}xé}) £

Teon 072) L J(7)| 47,  (7.5)

leads to wrong results becaugdepends on the energy transtee £y — F;, which also
shows up in the factar"(¥s=%i) in equation 7.3. In order to obtain an expression based
upon the response functions for operatérandB that are independent af, one can
perform a series expansion ofi¢” in orders ofv. This leads to the result

At =B = /e_i‘f'F [\/ﬁcos (0/2) Jo () —

- o Wl
eI _ o—iei2sin(0/2)z Z (cos(0/2)x — sin(0/2)z)’ (‘;_'7 (7.6)

J

whereg; is the ingoing neutrino energy and where we have choosen the axes such that

is oriented along the direction éf — ¢ ande, is along the direction of; x ;. Note

that the expansion parameter is small so that only a few terms in the expansion have to
be taken into account. This leads to an expression for the cross-section in a form that is
suitable for calculation using the SMMC:

(2] 2 2 1 d \'TF Tr (e~ (F—7H Afe—7H 4
do G (Ei—d)Z ( ) ( ! ) a7

dQ[dw] ~ (27)’ dr ) = k! \dr Tr (=) ’
with
Ay = V2 [ iR (cos(0)2)a — sin(0/2)2) (7.8)
(cos(0/2)J° (7) — J, (7) + i sin(0/2).J, (7)) 7" (7.9)

The derivatives have to be taken on each Monte-Carlo sample in order to obtain small
enough errors on the final result. After taking the limitrof» 0, the SMMC will yield

the cross-sectiofi?Z (6, ¢;)) for given scattering anglé and incoming neutrino energy

¢;, Integrated over the energy transfer variableBy taking additional derivatives towards

T andj3, also the average energy transfefZ (4, ¢;))s and the average excitation energy
(Es32(0,¢;))5 can be obtained. By performing an inverse Laplace transform aich

is numerically somewhat more tricky, even the strength distribution can be calculated.

7.3 Conclusions and outlook

The nuclear temperature might be an important parameter in carrying out calculations
of neutrino-nucleus scattering cross sections relevant for supernova processes. This
can be taken into account within SDQMC. Detailed formulas for the calculation of
neutrino-nucleus scattering cross-sections have been derived. Results for the reactions
2C(v,v")C", 1O (v, ") O, **Ne(v, ') Ne* and**Fe(r, v') Fe", will be studied.



Detailed SDQM C resultsfor the
Hubbard model

In this appendix detailed SDQMC results are listed for the internal energy af thé
repulsive Hubbard model. Ground-state energies obtained by diagonalization (DIAG)
and SDQMC with ground-state projection (PQMC), listed in table A.1, are taken from

reference [7].
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J¥ 414) |error|| b5t5] |error|| 616 |error|| 717] | error|| 818, | error
0.50 -8.87 | 0.04|| -896 | 0.02| -8.13 | 0.01| -6.18 | 0.03| -2.90 | 0.03
1.00 || -13.65| 0.02 || -14.18 | 0.01 || -13.57 | 0.01 || -11.86| 0.02 || -8.73 | 0.04
1.50 || -15.65| 0.01 || -16.45| 0.01 || -15.62 | 0.01 || -13.76 | 0.01 | -10.79 | 0.03
2.00 || -16.60| 0.01| -17.85| 0.01 || -16.61 | 0.01 || -14.58 | 0.01 || -11.69 | 0.04
250 || -17.04| 0.01| -18.74| 0.01 || -17.13 | 0.02 || -15.00 | 0.02 || -12.29 | 0.05
3.00 || -17.26 | 0.01 | -19.21| 0.01 || -17.40 | 0.01 || -15.23 | 0.02 || -12.74 | 0.06
3.50 || -17.35| 0.01| -19.43| 0.01 || -17.54 | 0.01 || -15.36 | 0.03 || -12.93 | 0.04
400 || -17.40| 0.01 || -19.53| 0.01 || -17.60 | 0.01 || -15.46 | 0.03 || -13.10 | 0.04
4.50 -19.57 | 0.01 || -17.64 | 0.02 || -15.53 | 0.03 || -13.20 | 0.04
5.00 || -17.44| 0.01 | -19.59| 0.01 || -17.67 | 0.01 || -15.55| 0.06 || -13.32 | 0.04

8.00 -19.60 | 0.01 || -17.73 | 0.26 || -15.49 | 0.86 || -13.55 | 0.05
10.00 -19.60 | 0.01 || -17.61 | 0.44

12.00 -19.60 | 0.01 -15.66 | 0.52

16.00 -13.56 | 0.03
DIAG 17.53 -19.58 -17.73 -15.74 -13.62
POMC | 17.3 -19.4 -15.7 -13.6

Table A.1: Internal energy E obtained using SDQMC with the canonical algorithm, at several
values of the inverse temperatusefor the 4 x 4 Hubbard model at/ = 4 at various fillings
(NyNy). Error limits indicate95%-confidence intervals (statistical errors only). Ground-state
energies obtained by diagonalization (DIAG) and SDQMC with ground-state projection (PQMC)
are given for comparison.



J¥ 415) |error||416) |error|| 516 |error| 51+7] |eror|| 617, | error]| 618} | error| 718, | error|| 719 | error
050 || -9.01 | 0.02| -8.86 | 0.02| -8.65 | 0.03|| -8.06 | 0.03| -7.27 | 0.03| -6.12 | 0.04| -4.72 | 0.03 | -2.83 | 0.04
1.00 || -14.02 | 0.05 || -13.98 | 0.05 || -14.03 | 0.06 || -13.47 | 0.08 || -12.80 | 0.09 || -11.70 | 0.09 || -10.38 | 0.11 || -8.50 | 0.11
1.50 || -16.16 | 0.02 || -16.04 | 0.02 || -16.15| 0.02 || -15.44 | 0.02 || -14.79 | 0.03 || -13.64 | 0.03 || -12.39 | 0.03 || -10.63 | 0.04
2.00 || -17.33| 0.03 || -17.06 | 0.03 || -17.30 | 0.04 || -16.40 | 0.04 || -15.62 | 0.05 || -14.53 | 0.06 || -13.24 | 0.06 || -11.58 | 0.07
250 || -17.96 | 0.02 || -17.54 | 0.02 || -17.92 | 0.03 || -16.96 | 0.03 || -16.10 | 0.04 || -14.90 | 0.04 || -13.72 | 0.05 || -12.25 | 0.06
3.00 || -18.28 | 0.02 || -17.80 | 0.02 || -18.30 | 0.02 || -17.27 | 0.02 || -16.34 | 0.03 || -15.19 | 0.03 || -14.02 | 0.04 || -12.54 | 0.05
3.50 || -18.42| 0.02 || -17.95| 0.02 || -18.48 | 0.02 || -17.41 | 0.03 || -16.49 | 0.03 || -15.30 | 0.03 || -14.21 | 0.04 || -12.82 | 0.04
4.00 || -18.50| 0.01 || -18.01| 0.02 || -18.56 | 0.02 || -17.53 | 0.02 || -16.59 | 0.03 || -15.39 | 0.04 || -14.29 | 0.04 || -13.00 | 0.04
450 || -18.51| 0.02 || -18.05| 0.02 || -18.61 | 0.02 || -17.59 | 0.03 || -16.58 | 0.03 || -15.50 | 0.04 || -14.39 | 0.04 || -13.06 | 0.04
5.00 || -18.53| 0.02 || -18.07 | 0.02 || -18.64 | 0.02 || -17.61 | 0.04 || -16.59 | 0.04 || -15.49 | 0.05 || -14.45 | 0.04 || -13.23 | 0.04
6.00 || -18.56 | 0.02 || -18.11 | 0.03 || -18.64 | 0.03 || -17.66 | 0.10 || -16.58 | 1.40 || -15.52 | 0.20 || -14.51 | 0.07 || -13.33 | 0.04
7.00 || -18.54| 0.02 || -18.12 | 0.03 || -18.68 | 0.04 || -17.64 | 0.21 || -16.77 | 0.49 || -15.52 | 0.87 || -14.52 | 0.51 || -13.36 | 0.03
8.00 || -18.54| 0.03 || -18.16 | 0.27 || -18.66 | 0.09 || -17.69 | 0.59 || -16.81 | 0.78 || -15.58 | 0.53 || -14.62 | 0.42 || -13.42 | 0.03
10.00| -18.53 | 0.30 || -18.12 | 0.25 || -18.68 | 0.47 || -17.69 | 0.71 || -17.05| 0.46 || -15.79 | 0.52 || -14.60 | 1.03 || -13.41 | 0.03

Table A.2: Internal energy E obtained using SDQMC with the canonical algorithm, at several values of the inverse tempefatutes 4 x 4

Hubbard model at/ = 4 at various fillings(N 1 V|). Error limits indicate95%-confidence intervals (statistical errors only).
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J¥ 414 ) |error|| b1t5] |error|| 616 |error| 717] | error| 818, | error
0.50 -8.38 | 0.02|| -7.30 | 0.03 || -4.97 | 0.08| 0.19 | 0.11
1.00 || -12.71| 0.16 || -12.67| 0.04 || -11.31 | 0.06 || -8.83 | 0.04 || -4.92 | 0.05
1.50 -14.39 | 0.06 | -12.78 | 0.06 || -9.93 | 0.06 || -5.82 | 0.06
2.00 || -15.37| 0.02 || -15.51 | 0.04 || -13.62 | 0.04 || -10.48 | 0.04 || -6.42 | 0.09
250 || -15.86| 0.03 || -16.24 | 0.05 || -14.02 | 0.05 | -10.81 | 0.06 || -6.90 | 0.06
3.00 || -16.13| 0.06 || -16.85| 0.05 || -14.37 | 0.09 || -11.05| 0.09| -7.33 | 0.15
3.50 || -16.24| 0.05| -17.19| 0.07 || -14.46 | 0.14 || -11.25| 0.13| -7.65 | 0.14
400 || -16.32| 0.51 || -17.41| 0.07 || -14.71 | 0.26 || -11.24| 0.35| -8.01 | 0.15
450 || -16.36| 0.08 || -17.53 | 0.07 || -14.45| 0.70 || -11.81 | 0.55| -8.03 | 0.14
5.00 || -16.39| 1.19| -17.48 | 0.08 || -13.77 | 1.57 || -11.93| 1.39| -8.12 | 0.08
5.50 -8.44 | 0.13
6.00 || -16.67 | 0.61 || -17.61 | 0.12 -8.36 | 0.14
7.00 || -16.46 | 1.25 || -17.51 | 0.22 -8.45 | 0.11
8.00 || -16.75| 0.79 | -17.55| 0.68 -8.36 | 0.13
10.00 -8.50 | 0.10
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Table A.3: Internal energy E obtained using SDQMC with the canonical algorithm, at several values of the inverse tempefatures 4 x 4
Hubbard model at/ = 8 at various fillings(V 1V |). Error limits indicate95%-confidence intervals (statistical errors only).



Samenvatting

In dit proefschrift wordt een methode voorgesteld voor de studie van fermionische veel-
deeltjessystemen. Het gaat om een statistische methode (een zogeheten 'Monte-Carlo’
methode) die een exacte beschrijving geeft van het quantummechanische veeldeeltjes-
systeem, op een controleerbare statistische en systematische fout na. In een eerste deel
worden de bouwstenen van de methode aangebracht en in detail uitgewerkt. Een tweede
deel geeft een aantal toepassingen van de methode, in de eerste plaats ter illustratie van de
mogelijkheden van de methode.

In hoofdstuk 1 wordt een matrixrepresentatie voor Slater-determinanten aangebracht. Een
Slater-determinant-golffunctie voor een systeem matlentieke deeltjes verdeeld over

Ns één-deeltjes-toestanden kan voorgesteld worden doofVgen N matrix. Gebruik
makend van deze matrix-voorstelling, kan de expoedmtian eender wellkah-deeltjes-
operator voorgesteld worden door ed@ x Ns matrix. De overlap van twee Slater-
determinanten, het inwerken van de exporedatvan eereén-deeltjes-operator op een
Slater-determinant en het canonisch en groot-canonisch spoor van zo een operator kunnen
dan berekend worden met behulp van eenvoudige matrixbewerkingen.

Om deze technieken te kunnen toepassen op de Boltzmann-opeﬁﬂoldie over het
algemeen de exponeekt' van een twee-deeltjes-operator is, wordt in hoofdstuk 2 uitgelegd
hoe de Boltzmann-operator ontwikkeld kan worden in een som van expeleentéreén-
deeltjes-operatoren. Met behulp van de Suzuki-Trotter-formule wordesgheen twee-
deeltjes-stuk in de exponent gescheiden. Dan wordt de expeleevdri het twee-deeltjes

stuk geschreven als een som van expoedatiivareén-deeltjes-operatoren. Hiervoor kan
men gebruik maken van de 'Hubbard-Stratonovich-transformatie’, die de twee-deeltjes-
interactie vervangt door eedn-deeltjes-interactie met een aantal willekeurig fluctuerende
‘auxiliaire velden’. Een alternatief voor de Hubbard-Stratonovich-transformatie wordt
gegeven door decomposities gebaseerd op operatoren vaméaren twee. Gebruik
makend van de matrix-representatie uit hoofdstuk 1, kunnen operatoren vagéraeq

twee voorgesteld worden door matrices van reég én twee. Zulke operatoren kunnen
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op verschillende manieren aangewend worden om de Boltzmann-operator te ontwikkelen
in een som van hanteerbare termen.

Het aantal termen dat bekomen wordt in de decompositie van de Boltzmann operator is veel
te groot om ze allemaal uit te rekenen en op te tellen. Om dit probleem te omzeilen wordt
een steekproef genomen uit deze termen, aan de hand waarvan dan een statistiche schatting
gemaakt wordtvoor het gezochte resultaat. De statistiek leert ons dat het steekproefgemid-
delde het exacte resultaat zal benaderen, als de steekproef maar groot genoeg is. Om op
een efficénte manier een representatieve steekproef te bekomen, wordt gebruik gemaakt
van 'Markov-keten-Monte-Carlo-methodes’. In hoofdstuk 3 worden deze methodes voor-
gesteld, in een op zichzelf staande bespreking. De convergentie van deze methodes wordt
aangetoond. Omdat vastgesteld werd dat in de praktijk vaak te lange sampling-intervallen
en niet helemaal correcte foutenmarges gehanteerd worden, wordt in het bijzonder aan-
dacht besteed aan het bepalen van het optimale sampling-interval en de foutenmarges voor
de Monte-Carloresultaten. Veelgebruikte Markov-keten-Monte-Carlo-methodes zoals het
Metropolis algoritme, de Gibbs-sampler en de warmtebad-methode worden voorgesteld.
Twee mogelijkheden om de effemtie van Markov-keten-Monte-Carlo-methodes te ver-
hogen, namelijk variantie-reductie en 'geleide Markov-ketens’, worden aangebracht.

De bouwstenen aangebracht in hoofdstukken 1 tot 3, worden samengebracht in hoofdstuk
4 tot de 'Slater-determinant-quantum-Monte-Carlo methode’. Met deze methode kunnen
grondtoestandseigenschappen en thermodynamische eigenschappen van discrete, fermi-
onische veeldeeltjessystemen bestudeerd worden in het canonisch en groot-canonisch
ensemble. Bij de berekeningen voor het canonisch ensemble, moet de karakteristieke
veelterm van een groot aantal matrices bepaald worden. Daarom werd e@ameéiti”
nauwkeurig algoritme ontwikkeld voor het berekenen van deffimiénten van de ka-
rakteristieke veelterm van een algemene vierkante matrix. Een algemeen probleem van
guantum Monte-Carlo methodes voor fermionen vormt het zogenaamde ‘tekenprobleem’.
De oorzaak van dit probleem en mogelijke remedies worden besproken. Tenslotte wordt
er in hoofdstuk 4 aandacht geschonken aan enkele praktische punten, zoals de stabilizatie
van de methode bij lage temperaturen en de optimalizatie van de Markov-keten-Monte-
Carlo-sampling met behulp van 'hybride’ samplers.

Ter illustratie van de Slater-determinant-quantum-Monte-Carlo methode worden in een
tweede deel een aantal toepassingen uitgewerkt.

Omdat het uitvoerig bestudeerd is met behulp van quantum-Monte-Carlo methodes, vormt
het 'Hubbard-model' een ideale test-case voor de methode. In hoofdstuk 5 wordt een spe-
cifieke, efficénte decompositie van de Boltzmann-operator voor dit model voorgesteld.
Thermodynamische eigenschappen van het repul$ieveHubbard-model werden bere-

kend met de Slater-determinant-quantum-Monte-Carlo methode in het canonisch ensem-
ble. Tot hier toe werden quantum-Monte-Carlo berekeningen voor het Hubbard-model
steeds uitgevoerd in het groot-canonisch ensemble of met grondtoestandsprojectie. We-
gens de beperkingen van deze methodes (0.a. hettekenprobleem), hebben de resultaten van
deze berekeningen voornamelijk betrekking op geloten-schil-configuraties of half-gevulde
modelruimtes. Onze berekeningen in het canonisch ensemble tonen aan dat open-schil-
configuraties kwalitatief verschillende eigenschappen hebben. De gedetailleerde cijfers
zijn weergegeven in appendix A.
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In hoofdstuk 6 wordt de Slater-determinant-quantum-Monte-Carlo methode toegepast
op een atoomkernmodel met een gemiddeld-veld potentiaal en een paarvormingskracht.
Ook voor dit model wordt een specifieke, effinié decompositie van de Boltzmann-
operator gegeven. Resultaten voor een model @dptenkele, ontaarde schil worden
vergeleken met de exacte resultaten bekomen in het quasispin-formalisme. Toepassing
van het model op kernen in hétle-massagebied levert waarden op voor een aantal
thermodynamische grootheden. Paarvormingscorrelaties spelen een belangrijke rol in de
structuur van atoomkernen bij lage temperatuur. Bij hoge temperatuur (MeV),
beperkt hun effect zich tot een extra bijdrage aan de bindingsenergie.

In hoofdstuk 7 tenslotte, wordt geargumenteerd dat een formalisme bij eindige tempera-
tuur wenselijk is voor een accurate beschrijving van neutrino-interacties met atoomkernen
in supernova’s. Er wordt geschetst hoe de Slater-determinant-quantum-Monte-Carlo me-
thode hierop toegepast kan worden.
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