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1. Introduction

Usually Clifford analysis is understood to be the study of the solutions of the Dirac
equation for functions defined on Euclidean vector space R

m and taking values in
the corresponding Clifford algebra R0,m. In this way it offers a proper analogue to
the Cauchy-Riemann equations for holomorphic functions in the complex plane.
For a thorough study of the so-called monogenic functions of Clifford analysis we
refer to the standard textbooks [5, 16, 17, 18].

The symmetry group of the Dirac equation is either SO(m) or Spin(m), ac-
cording to the definition of the group action on the values taken by the functions
under consideration. If these values are in the Clifford algebra with left multi-
plication, the symmetry group is Spin(m), which then usually is realized inside
the Clifford algebra. In the case of functions with values in the Clifford algebra
with both side action, it is more natural to identify the Dirac equation with the
equation (d + d∗)f = 0, and to identify the space of values, in casu the Clifford
algebra, as a vector space, with the Grassmann algebra of R

m. This Grassmann
algebra may then be decomposed into the direct sum of its homogeneous parts,
which is a decomposition into irreducible parts under the action of SO(m). In this
framework it was shown (see [14, 19, 20]) that, on the polynomial level, the space
of monogenic functions can be split into a direct sum of solutions of the Hodge-de
Rham equations for homogeneous differential forms. This entails a finer structure
of the space of monogenic functions, which manifests itself explicitly in a finer form
of the corresponding Fischer decomposition (see [15]).
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When the dimension is taken to be even (m = 2n), one can make the frame-
work of Clifford analysis closer to complex analysis by introducing on R

2n a com-
plex structure J . The symmetry group then reduces to the subgroup U(n) ⊂
SO(2n) preserving the chosen complex structure J . This is the basic setting for
so-called Hermitean Clifford analysis, which recently has emerged as a new branch
of Clifford analysis, offering yet a refinement of the Euclidean case. The functions
studied are defined in open regions of C

n and take their values in the complex
Clifford algebra C2n. More particularly Hermitean Clifford Analysis focusses on
the simultaneous null solutions, called Hermitean (or h–) monogenic functions, of
two Hermitean Dirac operators ∂z and ∂z† . A systematic development of this func-
tion theory, including the invariance properties with respect to the underlying Lie
groups and Lie algebras, is still in full progress, see e.g. [10, 1, 2, 7, 9, 3, 4, 24, 13].

Part of this program is also the study of the finer structure of the space
of monogenic functions induced by the choice of the complex structure J . As a
first step towards that goal in [11], a scheme for the translation of spaces and
operators between the language of complex Clifford algebra and the language of
complex differential forms was established. In fact this is the complex analogue
of the translation in the Euclidean situation (see [6]). In the underlying paper we
focus on the structure of the complex Clifford algebra in which the monogenic
functions take their values. Let us explain this in some more detail.

When studying the Dirac equation for functions with values in a Clifford
algebra, it is well-known that the Clifford algebra splits into the direct sum of
isomorphic copies of the basic spinor representation. Accordingly, the system of
equations will split into a number of independent, however mutually equivalent,
subsystems of equations, whence, without loss of generality, the study may be re-
stricted to functions with values in the space of spinors (or half-spinors in even
dimension). In the standard situation, this space of values cannot be split further
since they are already irreducible under the (left) action of the Spin(m) group.
However, by the introduction of the complex structure J , the symmetry group
is reduced, as explained above, and spinor space decomposes further into smaller
pieces. If spinor space is realized in a standard way as the Grassmann algebra over
the maximal isotropic subspace in C

2n, then this splitting is just the splitting into
homogeneous components (for details see, e.g., [2]).

The reduction of the symmetry group to U(n) gives to the (complex) Clifford
algebra in even dimension m = 2n a quite fine and complicated structure. A nice
description of a ’coarser’ structure of the complex Clifford algebra induced by the
choice of J , can be found in the seminal paper [21] by Michelsohn. This basic in-
formation is reviewed here and complemented by a discussion of a finer structure
based on a full study of the decomposition of the Clifford algebra into a sum of
spinor spaces induced by the left, respectively the right action, and a description
of the relation of this finer decomposition to the coarser one used by Michelsohn.



On the Structure of Complex Clifford Algebra 3

The paper is structured as follows. After some preliminaries concerning the
complex Clifford algebra (Section 1), the left and right decomposition into isomor-
phic copies of spinor space is discussed in Section 2; finer blocks U

(s,v) are also
introduced here. Two operators J and K, introduced by Michelsohn are recalled,
in our notation, in Sections 3 and 4 and the relation between both is discussed
in Section 5. In particular, we are describing carefully the left, respectively right
action on the Clifford algebra by elements in the maximal isotropic subspaces of
C

2n. This is the key information for a definition for certain elliptic complexes in
the Michelsohn paper and it will be the key information as well for the study of a
finer structure on the space of monogenic functions, i.e. the next step in the study
of solutions in the Hermitean Clifford context in the forthcoming paper [8].

2. Complex Clifford algebra

A Clifford algebra is a normed associative algebra, but not a division algebra;
special cases are e.g. the complex numbers and the quaternions. Clifford numbers
may be split into Grassmann blades, the ones of homogeneity degree 1 being iden-
tified with the usual vectors. The geometric product of vectors is a combination
of the commutative scalar or inner product and the anti-commutative wedge or
outer product. The scalars may be real or complex, and in this paper we consider
a complex Clifford algebra constructed over a quadratic space of even dimension.
Our aim is to obtain decompositions of the complex Clifford algebra into subspaces
allowing for exact sequences under the multiplicative action of the so-called Witt
basis vectors. In an afterword we briefly sketch the analysis background and mo-
tivation for this research.

The construction of the universal real Clifford algebra is well-known; for an
in-depth study we refer the reader to e.g. [23]. Here we restrict ourselves to a
schematic approach. Let R

0,m be the real vector space R
m (m ≥ 1) endowed with

a non-degenerate symmetric bilinear form B of signature (0,m), and let (e1, ..., em)
be an associated orthonormal basis, i.e.

B(ei, ej) =

{

−1 if i = j
0 if i 6= j

(1 ≤ i, j ≤ m)

then the anti-Euclidean metric on R
0,m is induced by the scalar product

〈ei, ej〉 = −B(ei, ej) = δij , 1 ≤ i, j ≤ m

We first introduce the anti-symmetric outer product by the rules

ei ∧ ei = 0, 1 ≤ i ≤ m
ei ∧ ej + ej ∧ ei = 0, 1 ≤ i 6= j ≤ m

and for each A = {i1, i2, ..., ir} ⊂M = {1, ...,m}, with 1 ≤ i1 < i2 < ... < ir ≤ m,
i.e. ordered in the natural way, we put eA = ei1 ∧ ei2 ∧ ... ∧ eir

, while e∅ = 1.
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Then for r = 0, 1, ...,m, the set {eA : A ⊂M and |A| = r} is a basis for the space
R

r
0,m of so-called r-vectors. Next, we introduce the inner product

ei • ej = −〈ei, ej〉 = B(ei, ej) = −δij , 1 ≤ i, j ≤ m

leading to the so-called geometric product in the Clifford algebra:

eiej = ei
• ej + ei ∧ ej , 1 ≤ i, j ≤ m

The respective definitions of the inner, the outer and the geometric product are
then extended to r-vectors as follows: for the inner product, we have

ej • eA = ej • (ei1 ∧ ... ∧ eir
) =

r
∑

k=1

(−1)kδjik
eA\{ik}

with

eA\{ik} = ei1 ∧ ... ∧ eik−1
∧ [eik

∧] eik+1
∧ ... ∧ eir

while for the outer product
{

ej ∧ eA = ej ∧ (ei1 ∧ ... ∧ eir
) = ej ∧ ei1 ∧ ... ∧ eir

, if j /∈ A

ej ∧ eA = 0, if j ∈ A

and finally, for the geometric product (or product for short)

ejeA = ej • eA + ej ∧ eA

Finally, these definitions are linearly extended to the whole of the Clifford algebra
R0,m, which is the associative algebra R0,m =

⊕m
r=0 R

r
0,m. If [ · ]r : R0,m → R

r
0,m

denotes the projection operator from R0,m onto R
r
0,m, then each Clifford number

a ∈ R0,m may be written as a =
∑m

r=0 [a]r. Note that in particular for a 1-vector
u and an r-vector vr, one has

u vr = u • vr + u ∧ vr

with

u • vr = [u vr]r−1 =
1

2

(

u vr − (−1)rvr u

)

u ∧ vr = [u vr]r+1 =
1

2

(

u vr + (−1)rvr u

)

Usually R and R
m are identified with R

0
0,m and R

1
0,m respectively.

When allowing for complex coefficients the same generators (e1, . . . , em) pro-
duce the complex Clifford algebra Cm, which is the complexification of the real
Clifford algebra R0,m, i.e. Cm = R0,m ⊕ i R0,m. Clearly, in a complex Clifford al-
gebra no signature is involved, since each basis vector ej may be multiplied by the
imaginary unit i in this way changing the sign of its square. Any complex Clifford
number λ ∈ Cm may be written as λ = a + ib, a, b ∈ R0,m, an observation leading

to the definition of the Hermitean conjugation λ† = (a + ib)† = a − ib, where
the bar notation stands for the usual Clifford conjugation in R0,m, i.e. the main
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anti-involution for which ej = −ej , j = 1, . . . ,m. This Hermitean conjugation also
leads to a Hermitean inner product and its associated norm on Cm given by

(λ, µ) = [λ†µ]0, λ, µ ∈ Cm

|λ| =
√

[λ†λ]0 = (
∑

A

|λA|
2)1/2, λ ∈ Cm

An elegant way of introducing the complex Clifford algebra consists in consid-
ering a so–called complex structure, i.e. a specific SO(m; R)–element J for which
J2 = −1 (see e.g. [1, 2]). As the introduction of such a complex structure forces the
dimension to be even, we put m = 2n. More particularly we choose J to act upon
the generators (e1, . . . , en, en+1, . . . , e2n) of the Clifford algebra as J [ej ] = −en+j

and J [en+j ] = ej , j = 1, . . . , n. With J one may associate two projection operators
1
2 (1± iJ) which produce the main objects of the Hermitean setting by acting upon
the corresponding ones in the Euclidean framework. First of all, the so–called Witt

basis elements (fj , f
†
j)

n
j=1 are obtained through the action of ± 1

2 (1 ± iJ) on the
Euclidean basis:

fj =
1

2
(1 + iJ)[ej ] =

1

2
(ej − i en+j), j = 1, . . . , n

f
†
j = −

1

2
(1− iJ)[ej ] = −

1

2
(ej + i en+j), j = 1, . . . , n

The Witt basis elements satisfy the Grassmann identities

fjfk + fkfj = f
†
jf

†
k + f

†
kf

†
j = 0 , j, k = 1, . . . , n

including their isotropy: f2j = f
†
j

2
= 0, j = 1, . . . , n, as well as the duality identities

fjf
†
k + f

†
kfj = δjk , j, k = 1, . . . , n

The Witt basis of the complex Clifford algebra C2n is then obtained, similarly
to the basis of the real Clifford algebra, by taking the 22n possible products of

Witt basis vectors: (1, f†1, f1, . . . , f
†
1f

†
2, . . . , f

†
1 · · · f

†
nf1 · · · fn). More in detail we have,

see also [10]:

fj • fk = f
†
j • f

†
k = 0, j, k = 1, . . . , n

fj • f
†
k = f

†
j • fk =

1

2
δjk, j, k = 1, . . . , n

fj ∧ fk = −fk ∧ fj , j, k = 1, . . . , n

f
†
j ∧ f

†
k = −f

†
k ∧ f

†
j , j, k = 1, . . . , n

fj ∧ f
†
k = −f

†
k ∧ fj , j, k = 1, . . . , n

eventually yielding

fjfk = fj • fk + fj ∧ fk = fj ∧ fk, j, k = 1, . . . , n

f
†
jf

†
k = f

†
j • f

†
k + f

†
j ∧ f

†
k = f

†
j ∧ f

†
k, j, k = 1, . . . , n

fjf
†
k = fj • f

†
k + fj ∧ f

†
k =

1

2
δjk + fj ∧ f

†
k, j, k = 1, . . . , n
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This leads to the Grassmann structure of the complex Clifford algebra

C2n
∼=

n
⊕

p=0

n
⊕

q=0

∧p,q

2n

where
∧p,q

2n
= spanC

{

f
†
j1
∧ . . . ∧ f

†
jp
∧ fk1

∧ . . . ∧ fkq

∣

∣

∣
j1 < j2 < . . . < jp,

k1 < k2 < . . . < kq

}

In this way the complex Clifford algebra C2n is partitioned into a ”square” of
(n + 1)2 subspaces

∧p,q
2n , see Figure 1 for the case n = 2.

∧0,0
4

∧1,0
4

∧2,0
4

∧0,1
4

∧1,1
4

∧2,1
4

∧0,2
4

∧1,2
4

∧2,2
4

p = 0

p = 1

p = 2

q = 0 q = 1 q = 2

j = 0

j = −1

j = −2

j = 1

j = 0

j = −1

j = 2

j = 1

j = 0

1

f
†
1

f
†
2

f
†
1 ∧ f

†
2

f1
f2

f
†
1 ∧ f1, f

†
1 ∧ f2

f
†
2 ∧ f1, f

†
2 ∧ f2

f
†
1 ∧ f

†
2 ∧ f1

f
†
1 ∧ f

†
2 ∧ f2

f1 ∧ f2

f
†
1 ∧ f1 ∧ f2

f
†
2 ∧ f1 ∧ f2

f
†
1 ∧ f

†
2 ∧ f1 ∧ f2

@
@R

@
@R

@
@R

@
@R

@
@R

@
@R

@
@R

@
@R

@
@R

@
@R

@
@

@@

@
@

@@

@
@

@@

@
@

@@

@
@

@@

@
@

@@

@
@

@@

@
@

@@

C
(−2)
4 C

(−1)
4 C

(0)
4

C
(1)
4

C
(2)
4

Figure 1. Grassmann splitting of the complex Clifford algebra C4
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This ”square” is particularly suited for illustrating the action of the isotropic

multiplication operators fj∧, fj•, f
†
j∧ and f

†
j•, (j = 1, . . . , n). The operators fj• and

f
†
j∧ act vertically (upwards and downwards respectively), while the operators fj∧

and f†• act horizontally (to the right and to the left respectively), leading to the
exact sequences

0 ←−
f
†
j
•

∧p,0

2n

fj∧
−→
←−
f
†
j
•

∧p,1

2n

fj∧
−→
←−
f
†
j
•

· · ·
fj∧
−→
←−
f
†
j
•

∧p,n

2n

fj∧
−→ 0

0 ←−
fj•

∧0,q

2n

f
†
j
∧
−→
←−
fj•

∧1,q

2n

f
†
j
∧
−→
←−
fj•

· · ·
f
†
j
∧
−→
←−
fj•

∧n,q

2n

f
†
j
∧
−→ 0

Also note the mirror symmetry with respect to the main diagonal under Hermitean

conjugation: (
∧p,q

2n )
†

=
∧q,p

2n .

3. Spinor spaces

Spinor space is defined as a minimal left ideal of the complex Clifford algebra, and
realized explicitly by means of a self-adjoint idempotent. A direct construction of
the respective realizations of spinor space within the Clifford algebra is obtained
by means of the Witt basis. To this end, we start from the duality relation of

the Witt basis vectors fjf
†
j + f

†
jfj = 1, j = 1, . . . , n, where we put Ij = fjf

†
j and

Kj = f
†
jfj , j = 1, . . . , n, so that it takes the form 1 = Ij +Kj , j = 1, . . . , n, whence

also 1 =
∏n

j=1 (Ij + Kj). Direct computations then yield the following results.

Lemma 3.1. One has, for all j, k = 1, . . . , n, that

(i) Ij is a self-adjoint idempotent: I†j = Ij, I2
j = Ij;

(ii) Kj is a self-adjoint idempotent: K†
j = Kj, K2

j = Kj;

(iii) Ij and Ik are commuting: IjIk = IkIj;

(iv) Kj and Kk are commuting: KjKk = KkKj;

(v) Ij and Kk are commuting: IjKk = KkIj, whenever j 6= k;

(vi) IjKj = KjIj = 0.

Now we have

C2n =

n
∏

j=1

C2n (Ij + Kj)

= C2n I1I2 · · · In ⊕ C2n I1I2 · · · In−1K1 ⊕ . . .⊕ C2n K1K2 · · ·Kn

obtaining in this way a direct sum decomposition of the complex Clifford algebra
C2n into 2n isomorphic copies of spinor space.
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We will supply all of them with a different notation, according to the specific
idempotent involved:

S{j1,...,jt}{k1,...,ks} = C2n Ij1Ij2 · · · Ijt
Kk1

Kk2
· · ·Kks

where s + t = n, {j1, . . . , jt} ∩ {k1, . . . , ks} = ∅ and {j1, . . . , jt} ∪ {k1, . . . , ks} =
{1, . . . , n}. In what follows, we will refer to these spaces as ”spinor spaces”, well
knowing that this is, in fact, a slight abuse of language, since there is only one
spinor space, with different realizations. Each space S{j1,...,jt}{k1,...,ks} has dimen-
sion 2n, its basis being obtained by right multiplation of the basis of C2n by the
corresponding idempotent Ij1 · · · Ijt

Kk1
· · ·Kks

. In this way an alternative basis
for the complex Clifford algebra C2n is obtained, see Figure 2 for the case n = 2.
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Figure 2. Spinor splitting of the complex Clifford algebra C4
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An important operator is the so-called spin-Euler multiplication operator β
given by

β =

n
∑

j=1

Kj =

n
∑

j=1

f
†
jfj =

n
∑

j=1

f
†
j • fj + f

†
j ∧ fj =

n

2
+

n
∑

j=1

f
†
j ∧ fj =

n

2
+

i

2

n
∑

j=1

ej en+j

with complex conjugate

βc =

n
∑

j=1

Ij =

n
∑

j=1

fjf
†
j =

n
∑

j=1

fj • f
†
j + fj ∧ f

†
j =

n

2
+

n
∑

j=1

fj ∧ f
†
j =

n

2
−

i

2

n
∑

j=1

ej en+j

Traditionally one also introduces the operator ω by putting

ω =
1

2i

n
∑

j=1

ej en+j

so that

β =
n

2
− ω, βc =

n

2
+ ω = n− β

This operator ω is the so-called fundamental form of the Kählerian metric, derived
from the Kählerian potential; for more details we refer the reader to e.g. [22], [11].

Lemma 3.2. The spinor space S{j1,...,jt}{k1,...,ks} consists of eigenvectors with eigen-

value s for the multiplication operator β acting from the right.

Proof
Take σ ∈ S{j1,...,jt}{k1,...,ks}, then σ takes the form

σ = λIj1 · · · Ijt
Kk1
· · ·Kks

, λ ∈ C2n

Multiplication on the right with β =
∑n

i=1 f
†
i fi =

∑n
i=1 Ki yields

σ β =
n

∑

i=1

σ Ki =
n

∑

i=1

λIj1 · · · Ijt
Kk1
· · ·Kks

Ki

where σ Ki = 0 when i ∈ {j1, . . . , jt}, while σ Ki = σ when i ∈ {k1, . . . , ks}, from
which it follows that σ β = s σ. �

Corollary 3.3. For each s ∈ {0, 1, . . . , n} fixed, there are
(

n
s

)

spinor spaces with

eigenvalue s for the right multiplication with β, and so their direct sum

S
(s) =

⊕

S{j1,...,jt}{k1,...,ks}

is the corresponding eigenspace for the right action of β, the sum being taken over

all possible subsets {k1, . . . , ks} of {1, . . . , n}.

In a similar way multiplication of the duality relations with C2n from the right
yields an alternative direct sum decomposition of the complex Clifford algebra, viz

C2n = I1I2 · · · In C2n ⊕ I1I2 · · · In−1K1 C2n ⊕ . . .⊕ K1K2 · · ·Kn C2n
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into the following 2n isomorphic spaces of dimension 2n:

T{j1,...,jv}{k1,...,ku} = Ij1Ij2 · · · Ijv
Kk1

Kk2
· · ·Kku

C2n

where u + v = n, {j1, . . . , jv} ∩ {k1, . . . , ku} = ∅ and {j1, . . . , jv} ∪ {k1, . . . , ku} =
{1, . . . , n}. We will call these spaces dual spinor spaces. Quite naturally we have
the following results similar to the above.

Lemma 3.4. The dual spinor space T{j1,...,jv}{k1,...,ku} consists of eigenvectors with

eigenvalue v for the multiplication operator βc acting from the left.

Corollary 3.5. For each v ∈ {0, 1, . . . , n} fixed, there are
(

n
v

)

dual spinor spaces

with eigenvalue v for the left multiplication with βc, and so their direct sum

T
(v) =

⊕

T{j1,...,jv}{k1,...,ku}

is the corresponding eigenspace for the left action of βc, the sum being taken over

all possible subsets {j1, . . . , jv} of {1, . . . , n}.

So it becomes clear that each spinor space may be decomposed into subspaces
each of which has a specific v-eigenvalue, v running from 0 to n; we call these
subspaces the homogeneous parts of the considered spinor space and we put

S
(v)
{j1,...,jt}{k1,...,ks}

= S{j1,...,jt}{k1,...,ks} ∩ T
(v), v = 0, 1, . . . , n

In a similar way the homogeneous parts of a dual spinor space are the subspaces
with a particular value of the s-eigenvalue, s running from 0 to n, and we put

T
(s)
{j1,...,jv}{k1,...,ku}

= T{j1,...,jv}{k1,...,ku} ∩ S
(s), s = 0, 1, . . . , n

The decomposition of the complex Clifford algebra C2n into a square of (dual)
spinor spaces and their homogeneous parts is particularly suited for illustrat-
ing the action of the isotropic (left and right) multiplication operators fj and

f
†
j , (j = 1, . . . , n). Under left multiplication they act vertically, upwards for fj and

downwards for f
†
j . Under right multiplication they act horizontally, to the right

for fj and to the left for f
†
j . This means that left multipication with the Witt ba-

sis vectors leaves the spinor spaces invariant, while multiplication from the right
leaves the dual spinor spaces invariant, which is, of course, also clear from the
corresponding definitions. For each spinor and each dual spinor space this leads to
the exact sequences

0 ←−
f
†
j

S
(0)
{j1,...,jt}{k1,...,ks}

fj

−→
←−
f
†
j

S
(1)
{j1,...,jt}{k1,...,ks}

···
−→
←−
···

S
(n)
{j1,...,jt}{k1,...,ks}

fj

−→ 0

0 ←−
f
†
j

T
(0)
{j1,...,jv}{k1,...,ku}

fj

−→
←−
f
†
j

T
(1)
{j1,...,jv}{k1,...,ku}

···
−→
←−
···

T
(n)
{j1,...,jv}{k1,...,ku}

fj

−→ 0

for left and right multiplication, respectively. It is important to remark here that
both complexes preserve the (dual) spinor spaces as well.
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A coarser decomposition of C2n is obtained by considering the (n + 1)2 sub-
spaces

U
(s,v) = S

(s) ∩ T
(v)

each of which is characterized by the pair of eigenvalues (s, v), leading to

C2n =

n
⊕

s=0

n
⊕

v=0

U
(s,v)

(see Figure 2 for the case n = 2). Note that the column corresponding to the eigen-
value s for right multiplication with β contains

(

n
s

)

spinor spaces S{j1,...,jt}{k1,...,ks}

as subcolumns, while the row corresponding to the eigenvalue v for left multipli-
cation with βc contains

(

n
v

)

dual spinor spaces T{j1,...,jv}{k1,...,ku} as subrows.

4. The J -spaces

Following [21] we introduce the J -operator as follows.

Definition 4.1. For an arbitrary complex Clifford number λ ∈ C2n one puts

J [λ] = [ω , λ] = ω λ− λω

Note that alternative expressions for the action of J are given by

J [λ] = [βc , λ] = [λ , β] = βcλ + λβ − nλ

Lemma 4.2. The J -operator acts as a derivative.

Proof
For arbitrary complex Clifford numbers λ, µ ∈ C2n one has

J [λµ] = ω λµ− λµω = ω λµ− λω µ + λω µ− λµω = J [λ]µ + λJ [µ]

�

In the following lemma and proposition we investigate the action of J on the basis
vectors of the Grassmann subspace

∧p,q
2n .

Lemma 4.3. For all j = 1, . . . , n one has J [fj ] = fj and J [f†j ] = −f
†
j.

Proposition 4.4. For any basis vector in
∧p,q

2n one has

J [f†j1 ∧ · · · ∧ f
†
jp
∧ fk1

∧ · · · ∧ fkq
] = (q − p) f

†
j1
∧ · · · ∧ f

†
jp
∧ fk1

∧ · · · ∧ fkq

Proof
First we express the wedge products in terms of the Clifford product:

J [f†j1 ∧ · · · ∧ f
†
jp
∧ fk1

∧ · · · ∧ fkq
]

= J [f†j1 · · · f
†
jp
∧ fk1

· · · fkq
]

= J

[

1

2

(

f
†
j1
· · · f†jp

fk1
· · · fkq

+ (−1)p+q−1fk1
· · · fkq

f
†
j1
· · · f†jp

)

]



12 Brackx, De Schepper and Souček

Now using Lemmata 4.2–4.3 we obtain for the first term

J
[

f
†
j1
· · · f†jp

fk1
· · · fkq

]

= J [f†j1 ] f
†
j2
· · · f†jp

fk1
· · · fkq

+ f
†
j1
J [f†j2 · · · f

†
jp

fk1
· · · fkq

]

= −f
†
j1

f
†
j2
· · · f†jp

fk1
· · · fkq

+ f
†
j1
J [f†j2 ]f

†
j3
· · · f†jp

fk1
· · · fkq

+f
†
j1

f
†
j2
J [f†j3 · · · f

†
jp

fk1
· · · fkq

]

Continuing in the same way we are lead to

J
[

f
†
j1
· · · f†jp

fk1
· · · fkq

]

= (q − p) f
†
j1
· · · f†jp

fk1
· · · fkq

Also for the second term we obtain, in a similar way

J
[

fk1
· · · fkq

f
†
j1
· · · f†jp

]

= (q − p) fk1
· · · fkq

f
†
j1
· · · f†jp

Adding both terms the desired result folows. �

Hence
∧p,q

2n consists of eigenvectors of the operator J with eigenvalue j = q − p
and so the direct sum

C
(j)
2n =

⊕

q−p=j

∧p,q

2n

is the corresponding eigenspace. The eigenspaces C
(j)
2n are found on the (2n + 1)

diagonals q− p = j, j = −n, . . . , n in the square Grassmann decomposition of C2n

(see Figure 1 for the case n = 2).

We may also investigate the action of the operator J on the U
(s,v)-cells of

the (dual) spinor decomposition of C2n. Take a Clifford number µ in such a cell
U

(s,v) = S
(v) ∩ T

(s), then

J [µ] = βcµ + µβ − nµ = vµ + sµ− nµ = (v + s− n)µ

This means that the U
(s,v)-cells consist of eigenvectors of the operator J with

eigenvalue j = v + s− n (j running from −n to n), and so the direct sums

A
(j)
2n =

⊕

v+s=j+n

U
(s,v) , j = −n, . . . , n

are the corresponding eigenspaces. These J -eigenspaces A
(j)
2n are to be found on

the (2n + 1) anti-diagonals v + s = j + n, (j = −n, . . . , n) in the square decompo-
sition of C2n into (dual) spinor spaces (see Figure 2 for the case n = 2).

So we have found that C
(j)
2n and A

(j)
2n both are eigenspaces of the operator J

with the same eigenvalue, whence they coincide: for each j = −n, . . . , n one has

C
(j)
2n =

⊕

q−p=j

∧p,q

2n
=

⊕

v+s=j+n

U
(s,v) = A

(j)
2n
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The basis vectors of A
(j)
2n may thus be reshuffled to obtain those of C

(j)
2n ; let us

illustrate this in the case where n = 2 for the eigenvalue j = 0:

A
(0)
4 = spanC

(

f1f
†
1f2f

†
2, f1f

†
1f

†
2f2, f

†
1f1f2f

†
2, f

†
1f1f

†
2f2, f1f

†
2, f2f

†
1

)

= spanC

(

1

4
+

1

2
f2 ∧ f

†
2 +

1

2
f1 ∧ f

†
1 + f1 ∧ f

†
1 ∧ f2 ∧ f

†
2,

1

4
+

1

2
f
†
2 ∧ f2 +

1

2
f1 ∧ f

†
1 + f1 ∧ f

†
1 ∧ f

†
2 ∧ f2,

1

4
+

1

2
f2 ∧ f

†
2 +

1

2
f
†
1 ∧ f1 + f

†
1 ∧ f1 ∧ f2 ∧ f

†
2,

1

4
+

1

2
f
†
2 ∧ f2 +

1

2
f
†
1 ∧ f1 + f

†
1 ∧ f1 ∧ f

†
2 ∧ f2, f1 ∧ f

†
2, f2 ∧ f

†
1

)

= spanC

(

1, f†1 ∧ f1, f
†
2 ∧ f2, f

†
1 ∧ f2, f1 ∧ f

†
2, f

†
1 ∧ f

†
2 ∧ f1 ∧ f2

)

= C
(0)
4

5. The K-spaces

Again following [21] we now introduce the K-operator.

Definition 5.1. For an arbitrary complex Clifford number λ ∈ C2n one puts

K[λ] = {ω , λ} = ω λ + λω

Note that alternative expressions for the action of K are given by

K[λ] = βcλ− λβ = nλ− {β , λ} = {βc , λ} − nλ

Proposition 5.2. For arbitrary complex Clifford numbers λ, µ ∈ C2n one has

K[λµ] = K[λ]µ− λJ [µ] = J [λ]µ + λK[µ]

Proof
We consecutively have

K[λµ] = ω λµ + λµω = ω λµ + λω µ− λω µ + λµω = K[λ]µ− λJ [µ]

= ω λµ− λω µ + λω µ + λµω = J [λ]µ + λKµ

�

In order to identify the eigenspaces of the operator K we again consider a
complex Clifford number µ in the cell U

(s,v). We obtain

K[µ] = βcµ− µβ = vµ− sµ = (v − s)µ

meaning that the U
(s,v)-cells consist of eigenvectors of the operator K with eigen-

value k = v − s (k running from −n to n), and so the direct sums

B
(k)
2n =

⊕

v−s=k

U
(s,v) , k = −n, . . . , n
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are the corresponding eigenspaces. These K-eigenspaces B
(k)
2n are to be found on

the (2n + 1) diagonals v − s = k in the square decomposition of C2n into (dual)
spinor spaces (see Figure 2 for the case n = 2). Now it also follows that

Proposition 5.3. The operators J and K commute.

Proof

It suffices to decompose any complex Clifford number into its U
(s,v)-components,

and to observe that the operators J and K commute on these U
(s,v)-cells. �

6. Merging the S-, T-, J - and K-spaces

In Section 4 we have seen that starting with the Grassmann subspaces
∧p,q

2n ,
(0 ≤ p, q ≤ n), we can collect them according to constant (q − p)-value to form

eigenspaces C
(j)
2n with eigenvalue j = q − p for the operator J . Each eigenspace

C
(j)
2n coincides with a specific direct sum of homogeneous parts of different spinor

and dual spinor spaces:

C
(j)
2n = A

(j)
2n =

⊕

v+s=j+n

U
(s,v)

each of these U
(s,v)-cells consisting of eigenvectors of the operator K with eigen-

value k = v − s. Hence each C
(j)
2n may still be split up further into eigenspaces of

the K operator, whence we put for j = −n, . . . , n:

C
(j,k)
2n = A

(j)
2n ∩ B

(k)
2n = {µ ∈ C

(j)
2n : K[µ] = kµ}

or

C
(j,k)
2n = {µ ∈ C2n : J [µ] = jµ and K[µ] = kµ}

= {µ ∈ C2n : ωµ =
j + k

2
µ and µω =

j − k

2
µ}

Note that these C
(j,k)
2n -cells are precisely Michelsohn’s Cℓp,q subspaces (see [21])

after the identification j = p and k = q. Note also that in each C
(j)
2n with j

fixed, the K-eigenvalues are running from |j| − n to −|j| + n with step 2 since
k = v − s = j + n− 2s, s = 0, 1, . . . , n and so

C
(j)
2n =

−|j|+n
⊕

k=|j|−n

step2

C
(j,k)
2n

Similarly in each C
(j)
2n with k fixed, the J -eigenvalues are running from |k| − n to

−|k|+ n with step 2 since j = v + s− n = k − n + 2s, s = 0, 1, . . . , n. In this way
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another square decomposition of the complex Clifford algebra C2n is obtained, into
simultaneous eigenspaces of the operators J and K:

C2n =

n
⊕

j=−n

−|j|+n
⊕

k=|j|−n

step2

C
(j,k)
2n =

n
⊕

k=−n

−|k|+n
⊕

j=|k|−n

step2

C
(j,k)
2n

However take µ ∈ U
(s,v), then J [µ] = (v + s − n)µ and K[µ] = (v − s)µ, which

means j = v + s − n and k = v − s, from which it follows that s = 1
2 (n + j − k)

and v = 1
2 (n + j + k), and vice versa. We thus have shown that in terms of the

eigenvalues of the J and K operators:

A
(j)
2n ∩ B

(k)
2n = C

(j,k)
2n = U

( n+j−k

2
, n+j+k

2
) = S

( n+j−k

2
) ∩ T

( n+j+k

2
)

or, equivalently, in terms of the eigenvalues of the β operator:

S
(s) ∩ T

(v) = U
(s,v) = C

(v+s−n,v−s)
2n = A

(v+s−n)
2n ∩ B

(v−s)
2n

This means that both patchworks of the complex Clifford algebra C2n con-
sisting either of (dual) spinor spaces and their homogeneous parts or of J - and
K-eigenspaces, coincide, but the former are running horizontally and vertically
while the latter are running (anti-)diagonally.
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[16] R. Delanghe, F. Sommen and V. Souček, Clifford Algebra and Spinor-Valued Func-

tions, Kluwer Academic Publishers, Dordrecht - Boston - London, 1992

[17] J. Gilbert and M. Murray, Clifford Algebras and Dirac Operators in Harmonic Anal-

ysis, Cambridge University Press, Cambridge, 1991.
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