
J Netw Syst Manage manuscript No.
(will be inserted by the editor)

End-to-End Resource Management for Federated Delivery of
Multimedia Services

Jeroen Famaey · Steven Latré · Tim Wauters ·
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Abstract Recently, the Internet has become a popular platform for the delivery of multi-
media content. Currently, multimedia services are either offered by Over-the-top (OTT) pro-
viders or by access ISPs over a managed IP network. As OTT providers offer their content
across the best-effort Internet, they cannot offer any Quality of Service (QoS) guarantees
to their users. On the other hand, users of managed multimedia services are limited to the
relatively small selection of content offered by their own ISP. This article presents a frame-
work that combines the advantages of both existing approaches, by dynamically setting up
federations between the stakeholders involved in the content delivery process. Specifically,
the framework provides an automated mechanism to set up end-to-end federations for QoS-
aware delivery of multimedia content across the Internet. QoS contracts are automatically
negotiated between the content provider, its customers, and the intermediary network do-
mains. Additionally, a federated resource reservation algorithm is presented, which allows
the framework to identify the optimal set of stakeholders and resources to include within a
federation. Its goal is to minimize delivery costs for the content provider, while satisfying
customer QoS requirements. Moreover, the presented framework allows intermediary stor-
age sites to be included in these federations, supporting on-the-fly deployment of content
caches along the delivery paths. The algorithm was thoroughly evaluated in order to vali-
date our approach and assess the merits of including intermediary storage sites. The results
clearly show the benefits of our method, with delivery cost reductions of up to 80% in the
evaluated scenario.
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1 Introduction

The increasing availability of bandwidth have converted modern communication networks
into popular platforms for the delivery of multimedia services, such as Time-Shifted Tele-
Vision (TSTV) and Video on Demand (VoD). Many Internet Service Providers (ISPs) have
started offering these IPTV-based services (e.g., Verizon, Comcast). Additionally, so called
Over-The-Top (OTT) content providers have started offering VoD and live television ser-
vices to users across the Internet (e.g., Hulu, Netflix). Both approaches have their advan-
tages and disadvantages. As ISPs offer their multimedia services to users within their own
managed IP network, they are able to give guarantees concerning the delivered Quality of
Service (QoS). However, the operator needs to compose its own content catalogue, acquiring
licenses from copyright owners. Moreover, it can serve this content only to a limited number
of potential customers. Therefore, the operator will have to choose between limiting costs
by offering only recent and popular content, or satisfying all its customers by providing an
extensive catalogue that caters all tastes. On the other hand, OTT content providers can offer
their services to a potentially huge number of users across the Internet. However, as the cur-
rent Internet is a best-effort network, they cannot offer any QoS guarantees. Additionally,
the content is delivered over the ISP’s infrastructure, without it being involved in the control
or distribution of the content. This causes the ISP network to become more heavily loaded,
while it does not share in the revenue [1].

In this article, we propose an approach to overcome the shortcomings of the two de-
scribed multimedia content delivery methods. It allows users to consume the wide selection
of content offered by the plethora of content providers on the Internet, while additionally
supporting end-to-end QoS guarantees. More specifically, a framework is proposed for set-
ting up end-to-end network federations. A federation is defined as a collaboration between
network domains, in order to deliver a combined service, or set of services [2]. In the pro-
posed approach, federations are set up between a content provider, a set of intermediary
core Internet transit ISPs and an access ISP. This allows the content provider to offer its
multimedia content across the Internet to the end-users of the access ISP with guaranteed
end-to-end QoS. The intermediary core Internet domains share in the revenues in return
for offering bandwidth- and QoS-guaranteed paths through their networks. This article thus
considers a Future Internet scenario that supports the provisioning of QoS in the Internet
core, which is not possible in the current best-effort Internet. The necessity of providing
such guarantees in the Future Internet, has been argued by many Future Internet research
efforts [3–6]. The content provider does not directly deal with end-users. For scalability
reasons, it instead deals with access ISPs, which act on behalf of a set of end-users. The
access ISPs specify their QoS requirements in a Service Level Agreement (SLA), on the
terms of which it negotiates with the content provider. The advent of cloud computing has
given rise to the possibility of dynamic on-demand reservation of computational and storage
resources. This allows content caches to be deployed on-the-fly across the Internet. Addi-
tionally, the caching capabilities of Content Delivery Networks (CDNs), which are widely
used in the current Internet for the delivery of OTT content, can be leveraged to achieve this.
Throughout this article we call such cloud- or CDN-based domains, where content can be
dynamically cached by the content provider, storage sites. These storage sites can thus coop-
erate in the content delivery federations, trading storage resources for part of the revenues.
Additionally, in-network deployed content caches can be shared among several access ISPs.
This significantly increases their efficiency, as it allows more content to be served without
increasing the amount of reserved storage resources. The use of storage sites and cache
sharing is a novel aspect of our approach compared to existing end-to-end QoS reserva-
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tion mechanisms, which consider only direct QoS-constrained paths between the content
provider and consumer.

The process of setting up content delivery federations is facilitated through a mathemat-
ical model of the problem. The model defines the stakeholders that can take part in these
federations, the end-to-end QoS constraints that need to be satisfied and the cost functions
associated with delivering the requested multimedia content. The presented model supports
the specification of constraints for multiple QoS parameters simultaneously, as it has been
shown that a wide range of different parameters (e.g., bandwidth, delay, jitter, packet loss)
affect Quality of Experience [7]. Additionally, this article presents an algorithm for calcu-
lating the optimal content delivery paths based on this model. The algorithm minimizes the
total delivery cost for the content provider by identifying a set of suitable stakeholders (i.e.,
transit ISPs and storage sites) that should be included in the delivery federation. Addition-
ally, it calculates the amount of QoS and storage resources that need to be reserved within
each of the identified stakeholder domains. Finally, it guarantees the QoS requirements spec-
ified in the access ISP SLAs.

A quantitative evaluation, based on a VoD scenario, is performed to validate the pre-
sented algorithm and proposed novel content delivery approach. This evaluation has several
goals. First, performance and scalability of the algorithm are characterized. Second, the use
of intermediary storage sites is compared to an approach that only employs direct end-to-
end delivery paths between the content provider and its customers. Third, the merits of cache
sharing are evaluated under a variety of conditions. Finally, we explore the potential benefits
of deploying caches in the access network in addition to in-network caches.

The remainder of this article is structured as follows. Section 2 describes related work
in the context of end-to-end QoS and SLA negotiation. A detailed description of the frame-
work is provided in Section 3. It defines the stakeholders involved in the content delivery
federations, as well as the interactions that take place between them. Subsequently, Section 4
goes into more detail about setting up the end-to-end delivery paths and formally models the
end-to-end content delivery federation problem solved in this article. Section 5 presents an
algorithm to solve the presented problem. Subsequently, its merits are thoroughly validated
based on evaluation results of a VoD scenario in Section 6. Section 7 describes how the
presented algorithms can be extended to overcome some of the assumptions concerning the
content encoding process made in previous sections. Finally, Section 8 concludes the article.

2 Related work

The end-to-end QoS reservation problem can be divided into several sub-problems; finding
QoS-constrained shortest paths, negotiating SLAs and managing them. All of these aspects
have been actively researched within the network management community. The remainder
of this section gives an overview of the most important research efforts on each of these
related problems and explains the differences with the work presented in this article. More-
over, an overview of research on the federation of CDNs is provided, as they also employ
caching to optimize the delivery of content. However, first the novelty compared to our own
previous work is discussed.

The work presented in this article is based on our earlier work [8,9]. The first pa-
per [8] focused on solving a static version of the problem presented here. It assumed the
path through the Internet core is fixed and considered only a single content cache shared
among all customers. Instead, this article presents an algorithm capable of finding the opti-
mal path through the Internet core. Additionally, it is capable of constructing more complex
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delivery trees that consist of multiple content caches, possibly shared among only a subset
of all customers. The second paper focused on the SLA management side, and explains how
to incorporate the solution of the algorithm into the SLA negotiation process [9].

2.1 Multi-constrained optimal path problem

Finding QoS-constrained cheapest paths through a network is equivalent to the multi-constrained
optimal path (MCOP) graph problem [10]. This problem has long been known to be NP-
complete [11]. Its goal is to find the shortest (i.e., optimal) path in a graph, subject to multiple
edge constraints. Throughout the years, many algorithms and heuristics have been proposed
to solve this problem [12,13,11,14–16]. Chen and Nahrstedt proposed an approximation
heuristic that attempts to find a feasible solution [12]. However, it cannot guarantee to find
a path, even if one exists. The TAMCRA algorithm also finds feasible paths without opti-
mization [13]. If its K parameter is chosen high enough, it has a higher chance of finding the
actual optimal path. However, this significantly increases its execution time. The H MCOP
heuristic proposed by Korkmaz and Krunz is a fast approximating heuristic that easily finds
feasible solutions if the constraint bounds are loose [11]. However, it often does not yield
near-optimal solutions. Several algorithms have also been proposed that do find the optimal,
or near-optimal solution. The limited path heuristic is based on an extended version of the
Bellman-Ford algorithm [15]. Instead of keeping track of all possible paths from source to
destination, it stores only a subset. This reduces its execution time, at the cost of optimal-
ity. Liu and Ramakrishnan proposed the optimal A*Prune algorithm [14]. It is an adapta-
tion of the A* searching strategy, combined with a pruning strategy that discards candidate
paths that cannot satisfy the constraints. Its runtime is exponential, but a polynomial-time
heuristic called BA*Prune is also presented. Finally, Xiao and Boutaba identified several
shortcomings with existing MCOP algorithms, making them unsuitable for use in their pro-
posed dynamic service provisioning framework [16]. To alleviate this, they propose a novel
fast running heuristic that utilizes a two-step Dijkstra process. First, Dijkstra’s shortest path
algorithm is employed in reverse in order to determine whether or not there is a feasible
path from every node within the network. Second, a normal Dijkstra is used to find the cost-
minimizing path that satisfies the constraints. The algorithm has, in the worst case, five times
the runtime of Dijkstra’s shortest path algorithm. However, it successfully finds the optimal
solution in some specific cases where H MCOP and TAMCRA fail.

2.2 End-to-end Quality of Service

The theoretical work on solving the end-to-end QoS-constrained cheapest path problem is
complemented by more practical frameworks for setting up end-to-end QoS-constrained
federations. Yan et al. presented a multi-agent approach to negotiate QoS for the provision-
ing of service compositions [17]. Every agent is responsible for provisioning a single service
component within the composition. A coordinating agent makes sure the total offered QoS
satisfies the requested amount. Pouyllau et al. proposed a novel algorithm for setting up end-
to-end network federations for the delivery of QoS-constrained services [10]. They assume
the set of candidate paths has already been found, using an existing MCOP algorithm. They
then formulate the problem of selecting the optimal QoS-constrained path as a game theo-
retic problem. More recently, they have proposed a reinforcement learning algorithm, based
on Q-learning and Markov Decision Processes, to solve the previously formulated game [6].
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Their goal is to maximize long-term revenues, while performing real-time treatment of cus-
tomers’ requests. Amigo et al. focus on the economics of end-to-end QoS-aware federa-
tions [1]. They argue that the current service business model of the Internet is unbalanced,
where not all intermediary network domains receive their fair share of revenues. To alleviate
these economic concerns, they propose an end-to-end bandwidth allocation framework. It
allows transit network domains to collaborate in order to offer bandwidth guaranteed end-
to-end pipes through the Internet.

In addition to algorithms that find QoS-constrained optimal paths, there is also a need
for QoS-aware routing protocols in order to support end-to-end QoS on the Internet. Several
evolutionary approaches have been proposed to support end-to-end QoS on top of the cur-
rent best-effort Internet. Kumar et al. presented the Alliance network model [3]. It allows
interconnected Autonomous Systems (AS) to form an alliance or federation, which enables
optimal inter-domain path selection and QoS guarantees. Additionally, it is compatible with
the Border Gateway Protocol (BGP) and can thus co-exist with the current best-effort Inter-
net. Xiangjiang et al. presented a similar approach, also based on BGP [4].

Our work differs from existing work on end-to-end QoS provisioning, in the sense that
we aim to solve an extension of the MCOP problem. In addition to finding QoS-constrained
shortest paths, our goal is to set up end-to-end delivery federations that additionally include
intermediary content caches. As such, existing MCOP algorithms cannot be directly applied
to this extended problem. Nevertheless, they are incorporated into our novel algorithm to
solve a subset of the extended problem.

Recently, Balasubramaniam et al. proposed an integrated architecture combining ser-
vice lifecycle management and dynamic end-to-end routing [18]. The proposed management
framework is inspired by biological systems, and aims to autonomously configure services
and the underlying routing system in order to guarantee the ever-changing end-to-end QoS
requirements of a large number of heterogeneous services. Although their research has sim-
ilar goals to ours, they focus on service lifecycle management and dynamic distributed rout-
ing. In contrast, our work centers around long-term cost minimization through intelligent
federation composition and resource management.

2.3 SLA negotiation and management

In order to successfully set up a federation, an agreement should be negotiated between the
participants. To achieve this, SLA negotiation protocols can be employed. Several frame-
works and architectures have been proposed to support SLA negotiation between federation
partners. Yuanming et al. developed a framework for the negotiation of SLAs between ser-
vice providers, network operators and content providers [19]. More recently, the SLA-based
SERViceable Metacomputing Environment (SERVME) was proposed [20]. It consists of
a framework and accompanying SLA model, which guide the SLA negotiation process,
match providers based on QoS requirements and perform on-demand resource provisioning.
In addition to frameworks that support the negotiation and management of SLAs, several
protocols that allow the actual SLA terms to be negotiated have been proposed. The Web
Services Agreement Specification (WS-Agreement) is a Web Services protocol for estab-
lishing agreement between two parties, such as a service provider and consumer [21]. It
consists of an XML-based language for specifying SLAs, as well as a protocol for negoti-
ating its terms [22]. Hudert et al. extended these ideas with a framework built around WS-
Agreement that supports multilateral in addition to bilateral negotiations [23]. Hasselmeyer
et al. proposed a Discrete-Offer-Protocol that allows the service provider to make a single
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offer, which the consumer can accept or reject [24]. More recently they proposed a more
elaborate protocol [25]. It supports multi-round negotiations, as well as re-negotiating the
terms of an SLA already in place as the requirements of participants change. The actual SLA
negotiation protocol is outside the scope of our work. Instead we focus on determining the
costs associated with complying to the terms of an SLA. This calculated cost can then be
taken into account during the subsequent negotiation process.

2.4 Content Delivery Networks

CDNs are a popular method for delivering content in today’s Internet [26]. They are large-
scale distributed systems that augment the Internet’s best effort delivery mechanism through
caching, as well as intelligent content replication and server selection. Specifically, CDNs
aim to improve QoS by delivering content from the optimal location, in terms of for exam-
ple geographical distance, end-to-end delay or available bandwidth. This is accomplished
through a wide range of techniques, such as caching (passive or proactive), active end-to-
end measurements and/or estimation of the user’s geographical location.

Traditionally, CDNs operate solely on self-obtained information and metrics, which is
often inaccurate and gives only an estimate of end-to-end performance rather than specifics
of the traversed networks and links [27,28]. In line with the vision presented in this arti-
cle, there has been a recent push towards collaborative techniques between CDNs and ISPs,
giving the latter the opportunity to steer the CDN server selection process based on more
accurate information from its own network. Frank et al. proposed Content-aware Traffic
Engineering (CaTE) [28]. The framework leverages the location diversity offered by dis-
tributed CDNs, influencing the delivery path of content by selecting an appropriate server.
Results showed a significant reduction in network-wide traffic as well as end-to-end delay.
Liu et al. propose the deployment of a global video control plane to coordinate the CDN and
server selection process [29]. Such a plane copes with the temporal and spatial variability
in CDN performance by dynamically changing the selected CDN and/or server from which
to stream video content. This has both a direct performance benefit, as well as increased
flexibility in instrumenting fine-grained policies by the content provider.

Moreover, several standardization efforts have been launched to facilitate the cooper-
ation among CDNs [30,31]. CDN-interconnection (CDNi) allows CDNs to collaborate in
delivering content; increasing geographic range, facilitating capability sharing, and support-
ing inter-CDN load balancing. The goal of these efforts is to standardize control, routing,
and logging interfaces.

In many ways, CDNs are similar to the vision proposed in this article. They also aim to
improve delivery quality and reduce costs through the deployment of distributed caches. Ad-
ditionally, there has been much recent effort to facilitate the collaboration between CDNs
and ISPs and among CDNs. Nevertheless, traditional CDNs focus on improving perfor-
mance on top of the current best effort Internet. As such, providing strong QoS guarantees
is outside the scope of such solutions. In contrast, the Future Internet content delivery frame-
work proposed in this article aims to provide such delivery guarantees through the reserva-
tion of capabilities in ISP networks. Although such systems are not deployed in the Internet
today, several research efforts exist that can be leveraged to facilitate this. They include Soft-
ware Defined Networking (SDN) [32], network virtualization [33], and inter-domain traffic
engineering [34]. We view the increased popularity of such paradigms, both in academia and
industry, as an indication of an evolution towards the future deployment of QoS reservation
mechanisms.
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Fig. 1: An overview of the stakeholders involved in the end-to-end content delivery process:
content providers, storage sites, access ISPs and transit ISPs

However, we believe that our approach is, to some extent, complementary to CDN-
based content delivery. The proposed ecosystem includes a storage site stakeholder, which
takes part in content delivery federations to provide storage resources for deploying dynamic
caches. Such a role can be easily adopted by current CDN providers, either leasing out
storage resources directly to content providers or through the use of their self-managed
caching infrastructure.

3 Federated content delivery framework

The goal of the envisioned framework is to facilitate the end-to-end delivery of multimedia
content across the Internet. To achieve this, it allows content providers and access ISPs to
set up federations with transit ISPs and storage sites along the end-to-end path connecting
them. Cooperating in a federation holds advantages for all involved stakeholders. On one
hand, it allows the content provider to guarantee QoS across the Internet. On the other, it
entitles the intermediary network domains to a share of the content provider’s revenue. The
remainder of this section identifies the different stakeholders involved in these federations,
describes how they interact to set them up, and briefly discusses the potential revenue gain
for each stakeholder by adopting the presented approach. Sections 4 and 5 further elaborate
on the algorithmic details of the federation set-up process.

3.1 Stakeholders

Figure 1 positions the different stakeholders throughout the network. There are four types
of stakeholders involved in the content delivery federations: content providers, access ISPs,
transit ISPs, and storage sites. The content providers and storage sites are positioned at the
edge of the Internet, connected to the remainder of the network through a single transit ISP.
The content provider locally hosts a set of multimedia content items. It aims to sell these
to interested access ISPs. Traditionally, the access ISP provided Internet access to a set of
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end-users. Nowadays they often offer novel multimedia services, including TSTV and VoD.
Our framework builds on this and considers the access ISPs the direct customers of the con-
tent provider. In line with current advances, the access ISP is assumed to offer multimedia
services to the end-users. However, in contrast to current approaches, it does not manage its
own content catalogue, but rather obtains content via one or more content providers, over
the Internet. The Internet core consists of many transit ISPs, together forming a network
of networks. They connect the different edge domains to the Internet, and are responsible
for routing network traffic from source to destination. In the current Internet, end-to-end
routing is static and best-effort. However, future Internet research has advanced the idea of
on-demand end-to-end QoS provisioning within the Internet core [3,4,6]. As such, transit
ISPs can be included in the end-to-end federations, providing QoS guarantees in return for
a share of the content provider’s revenue. A set of storage sites is spread across the Internet.
They enable on-the-fly provisioning of storage resources. This allows content providers to
dynamically deploy content caches across the Internet. Possible storage site providers in-
clude cloud storage providers as well as CDNs. The former give full control to the content
provider, which leases low-level storage resources on which it deploys, configures, and man-
ages its own caching components. In the latter case, the content provider outsources cache
control to the CDN, which usually manages its own caching infrastructure. The interactions
described below assume full control lies with the content provider. Nevertheless, control
could alternatively be distributed among different stakeholders, supporting the incorpora-
tion of CDNs within the proposed content delivery ecosystem.

In summary, the presented framework thus combines characteristics and advantages of
the two described existing multimedia content delivery approaches. First, it allows content
providers to offer their content to end-users across the Internet, as is the case in the OTT
scenario. However, in contrast to OTT content delivery, access ISPs are still involved in
the delivery process and can share in the revenue. Thus allowing access ISPs to offer a
plethora of multimedia services, as they currently do, without needing to maintain their own
content catalogue. Additionally, by including transit ISPs and storage sites in the delivery
federations, QoS guarantees can be offered and transmission costs can be decreased, further
reducing disadvantages of OTT content delivery.

3.2 Interactions

The stakeholders involved in the content delivery process interact in several ways to set up
QoS-guaranteed end-to-end paths across the Internet. The federation set-up process is ini-
tiated by the access ISP when it decides it wants to offer the content of a specific content
provider to the end-users connected to its network. Figure 2 depicts the negotiation process
from the content provider to an access ISP in detail. First, the ISP requests the list of quality
levels offered by the content provider. The content provider replies with information about
each quality level. Depending on the type of multimedia content the offered information
may differ. It could include for example spatial resolution, temporal resolution, and bit-rate.
The access ISP can use this plethora of information to determine which quality levels its
end-users will be interested in (based on their device capabilities and expectations). From
the content provider’s perspective the bit-rate is the important attribute, as it determines the
amount of bandwidth resources that need to be reserved and consequently the cost associ-
ated with delivering the content. Subsequently, the access ISP requests an initial price offer
for delivering content with a specific quality and specific QoS requirements (e.g., delay,
jitter, packet loss, availability). The content provider uses its price models and associated
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Fig. 2: A sequence diagram detailing the negotiation process between the content provider
and an access ISP customer

algorithms to determine the costs associated with delivering its content to the access ISP.
To calculate this cost, it additionally needs to find a cost-minimizing end-to-end path and
identify the network domains along this path. This is a complex problem in itself for which
we offer a solution in Sections 4 and 5. The content provider can then formulate an initial
price offer to the ISP, based on its calculated delivery costs and the expected profit. This
negotiation can end in either agreement or disagreement. If an agreement is reached, the
SLA negotiation process is finalized and the ISP can start offering the content provider’s
multimedia content to its end-users. This finalized SLA contains the negotiated price, con-
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Fig. 3: A sequence diagram detailing the interactions involved in finding an end-to-end
delivery path from the content provider to an access ISP

tent quality, QoS requirements and the time-frame over which it is valid. The negotiated
SLA is only valid for a certain period of time to take into account changes in delivery costs.
After the time-frame has expired, a new SLA should be negotiated taking into account cur-
rent parameters and costs. If no agreement is reached during the negotiation procedure, the
federation is not finalized. It is then up to the access ISP to start again, either by contacting
another content provider or requesting less stringent QoS.

As previously stated, the content provider needs to determine the costs associated with
delivering its content across the Internet towards its federated access ISPs. Additionally,
it needs to reserve the necessary resources in order to satisfy its obligations captured in
the negotiated SLA. This introduces a set of additional interactions between the content
provider on one hand and the transit ISPs and storage sites along the end-to-end path on the
other hand. Figure 3 depicts the interactions involved in finding an end-to-end delivery path
between the content provider and an access ISP. In order to calculate the costs involved in
delivering its content to a specific access ISP, the content provider first needs to identify the
network domains the content will pass through. These domains can either be transit ISPs
or storage sites. In case of the former, the content provider requests the cost per bandwidth
unit for reserving a path through the domain with the requested QoS. In case of the latter,
it asks the cost for reserving storage resources. This cost information is then employed
by the content provider to calculate the cost-minimizing end-to-end path to the access ISP
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that satisfies the requested QoS. Finally, it performs a preliminary lock on the necessary
resources within the domains along this path, to make sure it can satisfy the offer that will
be made to the access ISP. These preliminary reservations are finalized as soon as the content
provider and access ISP come to an agreement. If they do not, the locks are released.

3.3 Revenue model

The envisioned federated content delivery approach has several economic benefits for the
identified stakeholders, compared to the currently popular OTT and ISP-based delivery
methods. In current OTT scenarios, only the service and content providers actually bene-
fit economically. The customer pays fees (e.g., subscription fee or per-item rental fee) di-
rectly to the service provider, which in turn licenses the content from the content provider.
Although such services consume considerable bandwidth from ISP networks, they do not
receive a share of the revenues [1]. In contrast, access ISPs do receive revenues in the ISP-
based delivery approach. However, this comes at the cost of considerable infrastructure in-
vestment and maintenance costs, as well as content licensing fees. The revenue distribution
in these traditional delivery methods is thus unbalanced, favouring those that offer the con-
tent and services, rather than those that transport them.

The envisioned federated delivery approach would result in a more balanced revenue
model, where all involved stakeholders benefit financially or otherwise. Specifically, the
ISPs, responsible for transporting content, will receive part of the revenue and will thus be
able to recuperate their bandwidth costs, in return for providing delivery guarantees. Content
providers will be able to offer more diverse delivery classes to their customers, increasing
user satisfaction and justifying more costly subscription models. Today’s OTT service pro-
viders (e.g., Netflix, Hulu), which often act as content brokers by licensing content from a
wide range of content providers, will still be able to fill that role in the proposed approach,
receiving the same advantages as the content provider stakeholder. Moreover, end-users will
be able to enjoy a wider range of quality guarantees. Finally, storage providers (e.g., cloud
storage providers or CDNs) will fill a similar business role as transit ISPs, offering added-
value delivery functionality in return for a share of the revenues.

4 End-to-end content delivery federations

The set of stakeholders involved in the end-to-end delivery of multimedia content from the
content provider to one of its access ISP customers takes the form of an end-to-end path
through the Internet, consisting of transit ISPs and storage sites. This section elaborates on
the problem of finding such an end-to-end path between a content provider and its access ISP
customers. Every path should satisfy the QoS constraints requested by the associated access
ISP. Additionally, of all possible combinations of paths, the cost minimizing set should be
selected. First, the problem domain is mathematically modelled. Second, a formal problem
formulation is presented. Section 5 presents a heuristic to solve this mathematical problem.

4.1 Notations & assumptions

Let us consider an Internet topology, consisting of an interconnected set of ISPs I. Every ISP
i ∈ I is connected to a set of neighbours Ii. There are two types of ISPs: transit ISPs T and
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access ISPs A. Additionally, there are several types of edge network domains involved in
the content delivery process: a set of content providers P and a set of storage sites S. Every
content provider and storage site e ∈ P∪S is connected to the Internet through its gateway
te ∈ T.

In the considered scenario, it is possible to reserve QoS-guaranteed paths through the
Internet core. To this end, every transit ISP t ∈ T offers a set of QoS classes Ct ⊆ C. A
QoS class c ∈ C offers a QoS guarantee γc,q for every QoS parameter q ∈ Q (e.g., delay,
packet loss, jitter, availability), and has an associated transmission cost θc per unit of con-
tent. Concretely, a QoS guarantee specifies a constraint on the associated QoS parameter
(e.g., delay≤ 100ms, availability≥ 99.999%). Different QoS parameters are aggregated in
different ways. For example, the total end-to-end delay is the sum of the individual link de-
lays, while the total availability is the product of all link availabilities. As such, we define
the end-to-end QoS aggregation operator of a QoS parameter q ∈ Q as ⊕q. It calculates the
aggregated value of the QoS parameter based on the individual link values. Similarly, the
satisfaction operator to determine if a QoS value satisfies a requirement depends on the QoS
parameter. For example, delay is satisfied if the guaranteed value is below the constraint,
while availability is satisfied if it is above. As such, we define the satisfaction operator of a
QoS parameter q as≺q. Specifically, QoS value a satisfies constraint b if a≺q b equals true.

Every content provider p∈ P offers a content catalogue, available in a set of bit rates Bp.
The content catalogue is additionally characterised by some statistical information, which is
necessary to calculate the total delivery cost. This information consists of the weighted aver-
age content duration δp (with the weight proportional to the item’s popularity), the number
of items in the catalogue χp and for every bit rate b∈Bp a cumulative popularity distribution
function Φp,b (·). This function takes as input an integer x, and returns as output the prob-
ability that an end-user requests one of the x most popular items in the content catalogue.
For example, Φp,b (100) = 0.9, means that 90% of all requests for content with bit rate b
received by content provider p are for its 100 most popular items.

The negotiation of SLAs is governed by a set of delivery requests R. These requests
stipulate the demands of access ISPs pertaining to the content they want to receive from a
specific content provider. Note that these requests are not requests for a single content item,
but rather requests for an end-to-end delivery path, over which multiple content items can be
sent with specific QoS guarantees. The requests associated with a content provider p∈ P are
defined as Rp ⊆ R, while the set of requests originating from an access ISP a ∈ A is defined
as Ra ⊆ R. A request r ∈ R originates from an access ISP ar ∈ A, which sends it to a content
provider pr ∈ P. Furthermore, it contains a requested bit rate br ∈ Bpr , an expected number
of simultaneous delivered content items ρr and an end-to-end QoS constraint γr,q for every
QoS parameter q ∈ Q.

Storage sites support the on-demand reservation of storage resources. This allows the
content providers to deploy dynamic caches throughout the Internet. Several caches, associ-
ated with different requests, may be deployed within a single storage site. In order to support
cache sharing, a single cache may also be associated with multiple requests. Note that caches
can also be deployed within access ISP domains. However, their available resources are ex-
pected to be limited compared to those of dedicated storage sites, and a small, static cache
is thus associated with them. For genericity, we also assume every content provider hosts a
content cache that stores its entire content catalogue. A set of content caches O is deployed
within domains across the Internet. A content cache o ∈ O is characterised by the domain
do ∈ S∪A∪P in which it is deployed, its cache size σo and the set of requests Ro ⊆ R for
which it is used. It is assumed that all requests r ∈ Ro request the same bit-rate bo ∈ B and
target the same content provider po ∈ P. A storage cost λs and processing cost ϕs are asso-
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ciated with every storage site s ∈ S per unit of content. The storage cost is paid for cached
content only, while the processing cost is paid for every content request that it serves. It is
assumed there are no costs associated with the caches deployed in the access ISP and content
provider domains. As such, the incentive for the access ISP to host a cache is a reduction in
the price it pays to the content provider rather than an actual share of the revenues.

For every request r ∈ R, an associated end-to-end delivery path Πr = 〈o1, ...,on〉 is set
up, with oi ∈O for i∈ [1,n], do1 = pr, don = ar and if n > 2, doi ∈ S for i∈ [2,n−1]. In other
words, the path consists of a set of content caches, with the source cache deployed within the
content provider domain, the target cache within the access ISP domain and any remaining
intermediary caches within storage sites. The successor and predecessor of o ∈ Πr along a
path Πr are respectively defined as o+r and o−r . When an end-users requests a content item,
the associated content request is sent to the content caches along this path in reverse order
(i.e., first to on, then to on−1, ...). The request is forwarded until a cache is encountered that
locally stores the requested content item. As the cache associated with the content provider
stores all content, every request is eventually answered. The content itself is not sent via
the end-to-end delivery path, but via a direct path through the Internet core. As such, a core
Internet path πo,r = 〈g1, ...,gm〉 is associated with every cache o ∈Πr \{on}, with g1 = tdo ,
gn ∈ Iar and gi ∈ T for i ∈ [1,m]. A core Internet path thus consists of only transit ISPs. Its
first transit ISP is the gateway of do, while its last is a neighbour of ar. For every transit ISP
t ∈ π along the core Internet path πo,r, a QoS class ct,r ∈ Ct is reserved.

In summary, Table 1 lists the symbols introduced throughout this section.

4.2 Problem formulation

As stated, the problem consists of finding the cost minimizing end-to-end delivery path Πr
for every request r ∈R. Additionally, for every o∈Πr \{on} a path πo,r through the Internet
core from do ∈ S∪{pr} to ar ∈ A that satisfies the request’s QoS constraints needs to be
found. Formally, πo,r should therefore satisfy the following constraints:

∀r ∈ R,∀q ∈ Q,∀o ∈Πr \{on} :
⊕

t∈πo,r

γct,r ,q ≺ γr,q (1)

The total cost of Πr consists of three components: transmission cost, storage cost and
processing cost. The storage and processing cost are related to the storage sites, while the
transmission cost is related to the reservation of QoS in the transit ISP domains. The total
storage cost of all content caches is calculated as follows:

∆ = ∑
o∈O

σo×λso ×bo×δpo (2)

The processing and transmission costs both depend on the number of content items that
are served from a specific cache. Additionally, these costs are influenced by other content
caches on the path towards the access ISPs. More specifically, the cache deployed nearest
the access ISP will serve the most popular content, the second nearest then serves the most
popular content not served by the first, and so on. However, as content caches can be shared,
they may belong to multiple end-to-end delivery paths and thus have multiple child caches.
This makes it difficult to determine the exact number of popular items that are served down-
stream. As such, we use the minimum of all direct child caches as a lower bound. First, we
calculate the aggregated cache size of a content cache o ∈ O, which is defined as the lower
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Table 1: The list of symbols used throughout this article

Symbol Explanation
⊕q aggregation operator of QoS parameter q ∈ Q
≺q satisfaction operator of q ∈ Q
A access ISPs
ar ∈ A source ISP of request r ∈ Ra
Bp bit rates offered by p ∈ P
bo ∈ Bpo bit rate of content stored in content cache o ∈ O
br ∈ Bpr bit rate associated with request r ∈ R
C QoS classes
Ct ⊆ C QoS classes offered by t ∈ T
ct,r ∈ Ct QoS class reserved in t ∈ T for request r ∈ R
χp number of items in the content catalogue of p ∈ P
do ∈ S∪A∪P domain where content cache o ∈ O is deployed
δp average duration of content offered by p ∈ P
γc,q QoS guarantee of QoS parameter q ∈ Q for QoS class c ∈ C
γr,q QoS constraint of QoS parameter q ∈ Q for request r ∈ R
I transit and access ISPs
Ii ⊆ I the neighbours of i ∈ I
λs storage cost associated with domain s ∈ S
O content caches
o+r ∈Πr successor of o ∈ O along the end-to-end path Πr of r ∈ R
o−r ∈Πr predecessor of o ∈ O along the end-to-end path Πr of r ∈ R
P content providers
po ∈ P content provider associated with content cache o ∈ O
pr ∈ P target content provider of request r ∈ Rp
Φp,b (·) cumulative popularity distribution of p ∈ P for b ∈ Bp
ϕs processing cost on s ∈ S
Πr ⊆ O end-to-end path associated with r ∈ R
πo,r core Internet path from do ∈ P∪S to ar ∈ A
Q QoS parameters
R delivery requests
Ra ⊆ R requests for a ∈ A
Ro ⊆ R delivery requests for which content will be served from content cache o ∈ O
Rp ⊆ R requests for p ∈ P
ρr expected number of simultaneous delivered content items for r ∈ R
S storage sites
σo cache size of content cache o ∈ O
T transit ISPs
te ⊆ T gateway of e ∈ P∪S
θc reservation cost associated with QoS class c ∈ C

bound on the number of content items that are served by o or any of the caches on the de-
livery paths from o towards the access ISPs it serves. The aggregated cache size of o is then
defined as follows:

σ
aggr
o = σo +min

r∈Ro
σ

aggr
o+r

(3)

If do ∈ A, this equation is trivially reduced to σ
aggr
o = σo, as in such a case o has no succes-

sors. For any request r ∈R, the cumulative popularity distribution function Φpr ,br (·) and the
aggregated cache size can then be used to calculate the percentage of requests answered by
every o ∈Πr:

Φpr ,br (σ
aggr
o )−Φpr ,br

(
σ

aggr
o+r

)
(4)
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This allows us to calculate the total processing cost as follows:

Ψ = ∑
o∈O

∑
r∈Ro

(
Φpr ,br (σ

aggr
o )−Φpr ,br

(
σ

aggr
o+r

))
×br×ϕdo ×ρr (5)

And finally the transmission cost:

Θ = ∑
o∈O

∑
r∈Ro

∑
t∈πo,r

(
Φpr ,br (σ

aggr
o )−Φpr ,br

(
σ

aggr
o+r

))
×br×θct,r ×ρr (6)

In summary, the goal of the content delivery federation problem is to minimize ∆ +Ψ +
Θ , while satisfying the constraints specified in Eq. 1.

5 End-to-end resource reservation algorithm

This section presents a heuristic to solve the problem described in Section 4.2. The sub-
problem of finding QoS constrained paths through the Internet core is equivalent to the
MCOP problem [10]. This has been shown to be NP-complete [11]. Therefore, the feder-
ated content delivery problem presented in this article is also NP-complete. We propose a
heuristic that starts from a sub-optimal feasible solution and iteratively improves it. The ini-
tial solution consists of the minimum cost QoS-constrained Internet core paths directly from
the content provider to the access ISP. Subsequently, storage sites are iteratively included in
the end-to-end paths and cache sharing opportunities are identified in order to further reduce
the total delivery cost. Figure 4 depicts the steps of the devised algorithm in more detail.
The sections in which the steps are described are denoted in parentheses. The remainder of
this section formally describes the different steps of the heuristic, and how the input param-
eters required by the algorithm can be statistically estimated. The section is concluded with
a discussion of the worst-case time complexity of the heuristic’s steps.

5.1 Finding QoS-constrained core paths

Both the initial set-up step and the subsequent iterative improvement steps of the presented
heuristic rely on finding QoS-constrained minimum cost paths through the Internet core. As
such, we consider this sub-problem first before focusing on the actual steps of the heuristic.
As stated, this problem is equivalent to the MCOP problem, which finds the shortest path
in a graph subject to one or more constraints. Several optimal algorithms and sub-optimal
heuristics have been proposed in literature to solve this problem [35,36]. In our implemen-
tation we chose the A*Dijkstra variant of the A*Prune algorithm [14]. It is capable of both
finding the optimal solution (in exponential time) or an approximation (in polynomial time).
Nevertheless, any other algorithm that solves the MCOP problem could be used instead.

To find the minimum cost core Internet path πo,r for a content cache o ∈O and a request
r ∈ R, the MCOP algorithm takes as input a source domain tdo ∈ T (i.e., the gateway of the
domain in which o is deployed), a target domain ar ∈ A, a QoS constraints γr,q for every
q ∈ Q and a graph G representing the network topology. The set of vertices of G equals the
set of ISPs I. Every t ∈ T has one outgoing edge for every QoS class c ∈ Ct to all of its
neighbours n ∈ It . Every a ∈ A thus only has incoming edges. The cost of an edge equals
the cost θc of the associated QoS class c, while the weights equal the QoS values γc,q of
c for all QoS parameters q ∈ Q. As a solution, the MCOP algorithm returns a path πo,r of
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Fig. 4: Flowchart depicting the steps and flow of the resource reservation algorithm; The
sections in which the steps are described are denoted in parentheses

vertices and edges. This path is guaranteed to satisfy the constraints specified in Eq. 1 for r.
If the algorithm is optimal, the path is also guaranteed to have the minimum aggregated cost
of all feasible paths. As every edge in G is associated with exactly one QoS class c ∈ C, the
reserved QoS classes ct,r for every t ∈ πo,r can be unambiguously derived from the edges
selected by the algorithm.

5.2 Setting up the initial delivery paths

As the federated content delivery problem is NP-complete, it is impractical to expect to find
the optimal solution within a feasible time-frame. Therefore, we propose a heuristic that iter-
atively improves its solution. This section describes the first iteration, while the subsequent
iterative improvement process is discussed in the next section. To be able to quickly set-up
content delivery federations, this initial step has a considerably lower computational com-
plexity than the improvement steps. As a trade-off, the initial solution is less cost-efficient.
However, the initial federation can be set-up using the algorithm’s initial solution and re-
finements can be done over time as better solutions are discovered.

For every r∈R, the initial iteration creates a trivial end-to-end path Πr =
〈
opr ,oar

〉
, con-

sisting of the content caches deployed in the content provider pr and access ISP ar domains
associated with r. Using the method described above, the minimum-cost QoS constrained
core Internet path πopr ,r from pr to ar is then calculated. In this initial solution, all content
is thus requested directly from the content provider.

5.3 Iteratively improving the delivery paths

The initial solution calculated above does not include any storage sites. Including storage
sites, and deploying dynamic content caches within them, can nevertheless significantly
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reduce transmission costs. The improvement process expands existing end-to-end paths by
adding intermediary content caches. As previously stated, cache sharing allows multiple
access ISPs to benefit from a single cache, while sharing the storage cost among them. This
allows the total delivery cost of the solution to be further reduced. As such, the improvement
process additionally identifies cache sharing opportunities and deploys shared caches when
appropriate. Note that cache sharing can only be done among requests that share the same
content provider p ∈ P and bit-rate b ∈ Bp. As such, the remainder of this section assumes
all requests are directed at the same content provider p and request the same bit-rate b. The
steps can then be repeated in the same fashion for other content providers and bit-rates to
solve the entire problem.

Iteration (i) takes as input an end-to-end path Π
(i−1)
r for every r ∈ R calculated during

iteration (i−1). The goal is to find an end-to-end path Π
(i)
r for every r ∈ R, while satisfying

the following inequality:

∆
(i)+Ψ

(i)+Θ
(i) ≤ ∆

(i−1)+Ψ
(i−1)+Θ

(i−1) (7)

In other words, the total cost of the solution found in iteration (i) should be less than or
equal to the total cost of the solution found in iteration (i− 1). The improvement process
consists of several steps. First, for every path, the set of storage sites that could potentially
reduce its total cost, is identified. Second, cache sharing opportunities are identified. Third,
from all the candidates, the optimal set of delivery paths is selected. In order to calculate the
optimal cost of an end-to-end path, we need to be able to determine the optimal cache size
of all caches along the path. As such, the remainder of this section first presents a method
for determining the optimal cache size. Subsequently, the three sub-steps are discussed in
more detail.

5.3.1 Determining optimal cache sizes

In this section we present a method for calculating the optimal size of the content caches in
an end-to-end path Πr. As caches can be shared, the optimal cache sizes should be calculated
simultaneously for all paths that share at least one cache. The presented method thus cal-
culates the optimal cache sizes, given a set of overlapping end-to-end paths {Πr}r∈R. The
problem can be formulated as a Linear Programming (LP) problem, which can be solved
with standard LP solving algorithms such as the simplex method [37]. An LP formulation
consists of decision variables, constraints and an objective function. The decision variables
represent the unknowns, which in this case are the cache sizes. As such, a decision variable
σo ∈ [0,χp] is associated with every content cache o ∈ {Πr}r∈R. As the cache sizes of con-
tent providers and access ISPs are assumed to be static, those decision variables are set to a
predefined constant value. The objective function minimizes the total cost (i.e., ∆ +Ψ +Θ ).
As cache size is an integer variable, the problem becomes an Integer Linear Program (ILP).
However, this makes solving it NP-complete. We therefore allow the cache size decision
variables to take on any floating point value within the specified range. This relaxed LP
problem can be solved in polynomial time. Subsequently, the calculated floating point cache
sizes are rounded to the nearest integer value.

5.3.2 Identifying expanded path candidates

As a first step in the improvement process, the paths of the previous iteration are expanded
with new storage sites. An end-to-end path Πr of a request r ∈ R takes the form 〈o1, ...,on〉,
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Fig. 5: A graphical example of how expanded path set candidates are created; The path set
Π̂o is transformed into a new path set Π̂o′ ; The dotted lines represent paths containing zero
or more content caches

with o1 the cache deployed in p ∈ P and on the cache deployed in ar. At the start of the
expansion process, all paths that share the same o2 (i.e., the cache deployed in the successor
domain of p) are grouped together. This means that all paths that were expanded with a
shared cache in the previous iteration, will also be expanded with a shared cache in this
iteration. We denote such a group of paths, with the top shared cache o = o2, as Π̂o and call
it a sharing path set. During iteration (i), the set of shared path sets {Π̂o}(i−1) constructed
during iteration (i−1) is expanded with every s ∈ S. An expanded shared path set is created
by inserting a new shared cache o′, deployed in s (i.e., do′ = s), right after the root cache into
all paths of the existing shared path set. The set {Π̂}cnd contains all the candidate shared path
sets that are created during iteration (i). It is initialized to contain all path sets in {Π̂o}(i−1).
As described below, new candidate path sets are then iteratively added to it.

From here on, let us consider a single shared path set Π̂o ∈ {Π̂o}(i−1) and explain the
expansion process for it. The process can subsequently be repeated for all other shared path
sets. Concretely, the set is expanded with all s∈ S, that are not yet part of any path in the set.
This means that an end-to-end path can never contain two different content caches deployed
within the same storage site. The expansion of a path Π = 〈o1,o, ...,on〉 ∈ Π̂o with a content
cache o′, results in a path Π ′ = 〈o1,o′,o, ...,on〉. Performing this expansion for all paths in
the set results in the new path set Π̂o′ . Subsequently, the cost-minimizing core Internet paths
(cf., Section 5.1) and cache sizes (cf. Section 5.3.1) can be calculated for this new set. This,
in turn, allows the total delivery cost of the set to be calculated (cf. Section 4.2). If the total
delivery cost of Π̂o′ is lower than that of Π̂o, then this set becomes the optimal candidate
set to replace Π̂o. If the total delivery cost of Π̂o′ , minus the storage cost of o′ is lower than
that of Π̂o, then the new set could potentially improve delivery costs if o′ is shared across
multiple shared path sets. If neither of these conditions is met, the new set cannot lower
costs compared to iteration (i−1) and it is discarded. In the former two cases, Π̂o′ is added
to the set {Π̂}cnd of candidate path sets for iteration (i).
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Fig. 6: A graphical example of how a group of path sets can be combined into a single
path set with a shared cache; The original set of path sets {Π̂}s is transformed into a new
combined path set Π̂o′ ; The dotted lines represent paths containing zero or more content
caches

Figure 5 further clarifies the creation of expanded path set candidates, using a graph-
ical example. On the left is a shared path set Π̂o, which contains a path for the requests
{r1, ...,rn} ∈ R and is represented as by tree. On the right is the same shared path set, after
it has been extended with a new cache o′.

5.3.3 Identifying cache sharing opportunities

The end of the previous step results in a set of candidate expanded shared path sets {Π̂}cnd.
However, some of the candidate shared path sets could be combined into a single set, as
their paths have the same storage site s ∈ S as a successor of p ∈ P. The goal of this step is
to identify all such compatible path sets, and create new path sets that combine them. Let us
consider {Π̂}s ⊆ {Π̂}cnd that contains all Π̂o ∈ {Π̂}cnd for which do = s, with s∈ S and o∈
O. As every path Π ∈ {Π̂}s shares s as the successor of p, they can be combined into a single
shared path set. To achieve this, a new content cache o′ ∈ O, with do′ = s, is constructed.
Subsequently, every path Π = 〈o1,o,o2, ...,on〉 ∈ {Π̂}s, with do = s, is transformed into
Π ′ = 〈o1,o′,o2, ...,on〉 and added to the new shared path set Π̂o′ . Subsequently, Π̂o′ is added
to the set {Π̂}cnd of candidate path sets. This process can then be repeated for all s ∈ S in
order to identify all combined shared path sets.

Figure 6 further clarifies the process of combining multiple shared path sets into a new
combined path set with a shared cache. It shows a group of m shared path sets {Π̂}s =

{Π̂o1 , ...,Π̂om}, with do1 = ...= dom = s. They are combined into a new shared path set Π̂o′ ,
where also do′ = s.

The set {Π̂}cnd now contains all fully combined shared path sets, that combine all path
sets with the same s as direct successor of p. However, the partially combined shared path
sets that only contain a subset of the shared path sets with the same s can also be added
to {Π̂}cnd. This is done as follows. Consider the set {Π̂}cnd

r ⊆ {Π̂}cnd that contains all
the shared path sets Π̂ that contain an end-to-end path Πr for request r ∈ R. Such a set
is either a direct expansion of a shared path set of iteration (i− 1) (cf. Section 5.3.2) or a
combination of several such expanded sets (cf. Section 5.3.3). In the former case, no new
paths are derived from it. In the latter case, the shared path set Π̂ consists of the union of
several other, non-combined, shared path sets {Π̂1, ...,Π̂n}. A new set Π̂ ′, which combines
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the same non-combined paths sets {Π̂1, ...,Π̂n} except for the one containing Πr, is then
constructed. Subsequently, Π̂ ′ is also added to {Π̂}cnd.

The total number of candidate path sets in {Π̂}cnd can grow exponentially with the
number of requests and storage sites. In order to reduce complexity of the problem, a subset
of candidate paths can be filtered out. The algorithm uses a method that retains K path
sets for every r ∈ R. As the same path set can be retained for multiple requests, the total
remaining number of path sets is therefore less than or equal to |R|×K. The K parameter
thus allows the computational complexity of this step to be polynomially bound, offering a
trade-off between execution time and optimality. For every request r, the K path sets that
contain a path Πr with the lowest delivery cost for r are retained.

5.3.4 Selecting optimal paths

The first two steps of the iterative improvement process generate a set of shared path sets
{Π̂}cnd. It potentially contains many path sets Π̂ that contains a path Πr for request r ∈ R.
However, the final solution returned by iteration (i) should contain exactly one end-to-end
path Πr for every request r. The final step of the improvement process thus selects the opti-
mal combination of path sets, such that exactly one path is selected for every request. This
is an optimization problem, that can be formulated as an ILP formulation. The formulation
consists of a boolean decision variable p

Π̂
∈ {0,1} for every Π̂ ∈ {Π̂}cnd. This variable

denotes whether or not the associated path set will be selected for the final solution. There is
a single additional constraint, stipulating that for every request r ∈ R only one path set can
be selected that contains a path Πr for r:

∀r ∈ R : ∑
Π̂∈{Π̂}cnd

r

p
Π̂
= 1 (8)

The objective function is once again to minimize the total delivery cost of the solution. Let
us define ∆(Π̂), Ψ(Π̂) and Θ(Π̂) as the total storage, processing and transmission costs of
shared path set Π̂ . The objective can then be formulated as follows:

min ∑
Π̂∈{Π̂}cnd

p
Π̂
×
(

∆

(
Π̂

)
+Ψ

(
Π̂

)
+Θ

(
Π̂

))
(9)

To calculate the value of the above objective function, the delivery cost of every Π̂ ∈
{Π̂}cnd needs to be known. This is a costly operation, as for every Π̂ the LP formulation
described in Section 5.3.1 needs to be solved. However, the cost of the non-combined ex-
panded path sets (as calculated in Section 5.3.2) is known, as it needs to be calculated to
determine whether or not the path set is a valid candidate. The number of paths in this set is
much smaller and limited by |S|× |R|. To avoid having to calculate the cost of all candidate
shared path sets, we propose a method to estimate the total delivery cost of Π̂ , based on the
cost of the non-combined path sets of which it is composed. Every combined shared path
set Π̂o equals the union of multiple non-combined shared path sets {Π̂o1 , ...,Π̂on}. The total
delivery cost of Π̂o can then be estimated as follows:

∑
Π̂oi∈{Π̂o1 ,...,Π̂on}

∆

(
Π̂oi

)
+Ψ

(
Π̂oi

)
+Θ

(
Π̂oi

)
− (n−1)

n
×∆ (oi) (10)

With ∆ (oi) the storage cost associated with content cache oi ∈ O.
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5.4 Input parameter estimation

In order to calculate the delivery costs, the presented algorithm expects several statistical
input parameters, both related to the content provider and the customers. More specifically,
the algorithm requires information about: average content duration, average simultaneously
delivered content items and the cumulative popularity distribution. The average content du-
ration can easily be derived from the content catalogue. On the other hand, the other two
parameters are dynamic over time. The algorithm needs accurate dynamic predictions for
these parameter, in order to be applicable in actual deployments. Note that the first step of
the algorithm (cf. Section 5.2), which sets up direct core Internet paths between the content
provider and access ISP, does not require this information to calculate the cheapest solution.
Therefore, the content provider can first set up direct delivery paths. As time passes, it will
be able to more accurately estimate values for these parameters, allowing it to iteratively
improve the solution using the subsequent steps of the algorithm.

The modelling and prediction of popularity distribution curves of multimedia services
has been an active research topic for several years [38,39]. Existing methods can thus be
applied to estimate the cumulative popularity distribution. More recently, some methods
have been proposed to predict the popularity of individual content items [40,41]. This can
be applied to predict the number of simultaneous requests originating from an access ISP.
Alternatively, information from the recent past can be used as a fast estimation of these
parameters in the near future.

5.5 Computational complexity

In this section, the worst-case time complexity of the different steps of the algorithm is
presented. As they are performed in sequence, the worst case complexity equals that of the
most expensive step. Finding QoS-constrained paths is part of several of the algorithm’s
steps. Therefore, we first analyse the time complexity of solving the MCOP problem. A
wide range of optimal, as well as heuristic algorithms have been presented to solve this
problem. As recently surveyed by Garroppo et al. [42], modern near-optimal approximation
heuristics can achieve polynomial worst-case time complexity in terms of number of nodes
and links, and exponentially in terms of the number of constraints. The aim of the algorithm
is to find a path of transit ISPs between the content provider pr and access ISP ar associated
with request r. As such, the number of nodes equals the total number of transit ISPs |T|. If
we assume the set of links between transit ISPs is defined as L, then the number of links is
defined as |L|. Finally, the number of constraints equals the number of QoS parameters |Q|.
Consequently, based on the reported time complexities [42], the worst-case time complexity
of executing the MCOP algorithm becomes:

O
(
|T|× |L|× (|T|× log |T|)|Q|−1

)
(11)

The first step of the algorithm, that sets up delivery paths without intermediary caches,
simply executes the MCOP heuristic for each request r ∈ R. In combination with Eq. 11,
this gives a worst-case time complexity defined as follows:

O
(
|R|× |T|× |L|× (|T|× log |T|)|Q|−1

)
(12)

The subsequent iterative improvement process consists of another three steps. During
several of these steps, the optimal cache sizes of the storage sites along the delivery paths
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need to be calculated. This is done by solving a relaxed LP, which can be solved in poly-
nomial time using Karmarkar’s algorithm [43], as a function of the number of decision
variables. The cache size problem has one decision variable for each of the caches (i.e., stor-
age sites and access ISPs) along the end-to-end delivery path. If we assume that setting up
the initial delivery paths is iteration 0, then the maximum number of caches on any single
path during iteration i of the algorithm equals i+1. As such, the worst-case time complexity
of calculating the optimal cache sizes can be defined a function of the current iteration i as
follows:

O
(
(i+1)3.5

)
(13)

In the first step of the iterative improvement process, the delivery paths calculated during
the previous iteration are extended with all feasible storage sites. There is one path for each
request in R, which is extended for at most every storage site in S. For each of these extended
path candidates, the core Internet path is calculated for each link in the end-to-end path. As
the number of storage sites along this path is directly proportional to the current iteration i, so
are the number of links in the end-to-end path. For each end-to-end path, the maximum core
Internet paths that need to be calculated using the MCOP algorithm equals i+1. Moreover,
for each of these end-to-end paths, the optimal cache sizes need to be calculated. Taking this
into account, in combination with Eq. 11 and Eq. 13, this step’s worst-case time complexity
equals:

O
(

R×S×
(
(i+1)×|T|× |L|× (|T|× log |T|)|Q|−1 +(i+1)3.5

))
(14)

Second, cache sharing opportunities are identified. In this step, the extended paths from
the first iterative step are combined when they share a common storage site. The highest
number of combinations occurs if they can be combined in pairs. As the maximum number
of combinable paths equals |R|× |S|, this results in a number of combinations equal to:

|R|× |S|
2

(15)

Additionally, for each of these combinations several sub-combinations can be created, by
removing one of the request paths, which results in a number of additional combinations:

|R|2×|S|
2

Note that this is a broad upper bound, as the above procedure results in invalid combinations
as well as duplicates, which are both filtered out. The calculations performed for all end-
to-end paths in the first iterative improvement step (i.e., calculating core paths and optimal
cache sizes) do not need to be repeated here, due to the cost estimation method introduced
in Section 5.3.4. This results in the following worst-case time complexity:

O
(
(|R|+1)×|R|× |S|

2

)
(16)

Third, the optimal path for each request is selected. As the total number of path candi-
dates resulting from the previous steps can become very high, only the K most promising
paths for each request in R are selected. This results in a total of K×R remaining paths. The
algorithm solves this problem by formulating it as an ILP, which has a worst-case exponen-
tial time complexity, as a function of the number of decision variables [44]. As there is one
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decision variable for each candidate path set, this results in the following worst-case time
complexity:

O
(
2K×R) (17)

In summary, we have shown that setting up the initial delivery paths scales polynomially
in terms of the size of the network as well as the number of requests (cf. Eq. 12), while it
scales exponentially in terms of the number of QoS parameters. However, as the number of
QoS parameters is usually bound by a relatively low value, this is expected to be of limited
influence. The first iterative improvement step has a higher computational complexity, but
also scales polynomially in terms of the network size and request count, and exponentially in
terms of number of QoS parameters (cf. Eq. 14). Additionally, its theoretical worst-case time
complexity increases with the number of performed iterations. The second improvement step
has a lower computational complexity, depending polynomially only on the request count
and number of storage sites (cf. Eq. 16). Finally, the third improvement step requires an ILP
formulation to be solved. Solving it optimally scales exponentially in terms of the number
of requests (cf. Eq. 17). However, several heuristics exist for finding feasible sub-optimal
solutions for ILP models [45,46], which could be employed to reduce the algorithm’s worst-
case time complexity to polynomial in terms of the request count at the cost of optimality.

6 Results & Discussion

This section evaluates the heuristic presented in Section 5. First, the scalability is evalu-
ated. Second, the merits of our approach are validated under a variety of conditions. More
specifically, the usefulness of dynamically deployed intermediary caches and cache sharing
is evaluated, as these are the novel aspects of our approach compared to existing end-to-end
content delivery mechanisms. Additionally, we determine the impact on caching efficiency
of several parameters, such as the location of access ISPs and storage sites and the storage
cost. The presented results were obtained from a Java-based implementation of the algo-
rithm. The LP optimization problems were solved using the Java version of CPLEX 12.31.
All tests were performed on a computer with one Dual-Core AMD Opteron 2212 proces-
sor and 4 GiB RAM memory, running the GNU/Linux Debian 6.0 operating system. All
depicted results are averaged over 100 iterations, with the error bars showing the standard
error of the mean. The algorithm was run for two rounds. First, the initial delivery paths
were calculated. Second, a single iterative improvement step was performed. This means
that the final end-to-end delivery paths consist of at most one intermediary storage site. The
parameter K (cf. Section 5.3.3) is set to 100 throughout the evaluation.

6.1 Evaluation scenario

The core Internet topology used throughout the evaluations, was generated using the ReaSE
topology generator [47]. It consists of 250 ASes, including 45 transit domains and 205 stub
domains. The ReaSE parameters P and ∆ were left at the default values 0.4 and 0.04. The
total diameter of the generated core network is 4 hops. Every generated AS corresponds to a
single transit ISP t ∈ T. As the algorithm calculates delivery paths for every content provider
separately, we consider only a single content provider p ∈ P without loss of generality. The
transit ISP gateway tp of p is randomly selected from the 205 stub transit ISPs. Subsequently,

1 http://www.ibm.com/software/integration/optimization/cplex-optimizer/
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the set of access ISPs A is created. The number of access ISPs is set to 10, unless stated
otherwise. One of the goals of this evaluation is to assess the effect of the position of access
ISPs within the network on the merits of cache sharing. As such, we define an access ISP
vicinity parameter av ∈ [0,1]. This parameter defines the probability that access ISPs are
positioned near each other in the network. Concretely, the gateway of every access ISP is
determined as follows. First, a random gateway ta is selected for the first access ISP a ∈ A
from the set of stub transit ISPs. The gateway for all other access ISPs ai ∈ A is selected as
follows. With a probability av1 = av, a random stub transit ISP that is exactly one hop away
from ta is selected as the gateway of ai. The probability that a stub transit ISP n hops away
is selected, is calculated as follows:

avn =

(
1−

n−1

∑
i=1

avi

)
×av (18)

If the maximum hop distance from ta equals m, then avm = (1−∑
m−1
i=1 avi) to make sure a

gateway is definitely selected. As an example, if av = 0.7 and m = 4, then the access ISP
vicinity probabilities become 0.7, 0.21, 0.063 and 0.027. Throughout the rest of this section
av= 0.7 unless otherwise stated. Finally, the storage sites S are added to the network. Unless
stated differently, 10 storage sites are used. We now define the parameter sv ∈ [0,1] as the
storage site vicinity. The gateway ts for every storage site s ∈ S is selected as follows. First,
an access ISP a ∈ A is selected in round robin fashion. With a probability of sv0 = sv the
gateway ta of a is selected as the gateway ts of s. The probability that a gateway n hops away
from ta is selected is then calculated as follows:

svn =

(
1−

n−1

∑
i=0

svi

)
× sv (19)

Again, if the maximum hop distance from ta equals m, then svm = (1−∑
m−1
i=0 svi). If the

value of sv is chosen close to 1, then most access ISPs will have a storage site nearby in the
network. When the value of sv is close to 0, storage sites will be further away. Unless stated
differently, sv = 0.7 throughout the rest of the evaluation.

The evaluation scenario considers a VoD service, with the content provider’s catalogue
consisting of 5000 unique movies. The average movie duration is 5400 seconds, or 90 min-
utes. As the algorithm calculates a separate solution for every bit-rate, we can consider a
single bit-rate without loss of generality. The movie bit-rate is set to 5 Mbps. In litera-
ture, several models have been presented for representing the cumulative popularity distri-
bution of multimedia services. We use the Zipf-mandelbrot distribution, with α = 0.8 and
q = 1 [48].

Every transit ISP is characterised by a set of QoS classes C. As stated, the presented
model supports an arbitrary number of QoS parameters. However, as a TCP-based progres-
sive download scenario is assumed, we do not need to consider packet loss and focus the
delay and availability QoS parameters in this evaluation. The transit ISPs support three delay
values: 0.001, 0.005 and 0.01 seconds. Additionally, two availability values are supported:
0.999 and 0.9999. They respectively result in an average yearly downtime of 8.76 hours and
52.56 minutes. The reservation cost of a QoS class c ∈ C is calculated as follows:

θc =
0.00001

delayc× (1− availabilityc)
(20)

This reservation cost is paid for every MBps (megabyte per second) that is transferred
through the associated ISP domain. In total, every transit ISP offers all 6 combinations of
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Table 2: The QoS classes used in the evaluation scenario

delay availability θ

0.01 0.999 1
0.005 0.999 2
0.01 0.9999 10
0.001 0.999 10
0.005 0.9999 20
0.001 0.9999 100

these QoS parameter values, as depicted in Table 2. The cheapest and most expensive QoS
classes thus result in a cost of 0.625 and 62.5 per ISP domain per content stream per second.
The storage cost λs is the same for all storage sites s ∈ S. As the effect of this cost is studied
in this section, it is a variable parameter sc. Its default value is 0.0001, which gives a stor-
age cost per movie of 0.3375 per second. To be able to more accurately study the synergy
between the storage and transmission costs, the processing cost is assumed to be negligible
throughout this evaluation (i.e., ϕs = 0 for all s ∈ S). Caches can also be deployed within
the access ISP domain, without an additional storage cost. Such caches are only considered
when specifically stated. Otherwise, it is assumed σa = 0 for all a ∈ A.

Finally, the scenario contains a set of requests R for setting up QoS-constrained end-to-
end delivery paths. A single request r ∈R is generated for every access ISP a ∈A. For every
request, the average number of simultaneous content streams is determined uniformly at ran-
dom from the range [50,250]. The requested end-to-end delay is chosen uniformly at random
from the range [0.005,0.05] seconds, while the availability is selected from [0.995,0.9995].
The least stringent constrains, with delay 0.05 seconds and availability 0.995, can be satis-
fied on a path of up to 5 transit ISPs long with the cheapest QoS class. On the other hand,
on a path of up to 5 transit ISPs, the most stringent constraints (i.e., delay = 0.005 and
availability = 0.9995) can only be achieved when using the most expensive QoS class in all
domains along the path.

6.2 Scalability

In this section, the algorithm’s computational performance and scalability are evaluated, in
terms of execution time. Its computational complexity is influenced by the number of access
ISPs and storage sites within the network. Figure 7 depicts the execution time as a function
of the number of access ISPs and storage sites. The depicted execution time is for the first
iterative improvement round of the algorithm. The execution time of the initial set up process
was always less than 1 second and is therefore not depicted. This allows the algorithm to be
applied to highly dynamic situations, as the initial solution can be swiftly calculated to set
up the initial direct core Internet paths between the content provider and access ISPs. Over
time the slower improvement steps of the algorithm can then be employed to iteratively add
storage sites.

Increasing the number of access ISPs complicates the end-to-end content delivery prob-
lem in several ways. First, the number of decision variables in the LP problem to determine
the optimal cache sizes increases linearly. Additionally, the number of such problems that
need to be solved increases linearly as well. As pure LP formulations can be solved in poly-
nomial time [43], this results in a (non-linear) polynomial increase in execution time. The
number of core Internet paths that need to be calculated also increases linearly. The com-
plexity increase of this step depends on the complexity of the MCOP algorithm. However,
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Fig. 7: Execution time of the algorithm

as many polynomial time heuristics exist to solve the MCOP problem, this also results in
a polynomial increase in execution time. On the other hand, the number of expanded path
candidates that exist increases exponentially. Additionally, as the LP problem to determine
the set of cost minimizing expanded paths contains integer variables, solving it takes expo-
nential time in the worst case. The exponential increase in the amount of candidate paths
can be countered by using the parameter K to limit the subset of considered candidate ex-
panded paths (cf. Section 5.3.3). This reduces the increase to a linear one, and in turn limits
the complexity of the ILP problem to select the optimal candidates. Nevertheless, the worst
case time complexity of the ILP formulation remains exponential. Figure 7a depicts the ex-
ecution time (in seconds) as a function of the number of access ISPs. As expected from the
analysis above, the scaling behaviour is worse than linear. At 20 access ISPs the execution
time explodes. However, the standard deviation also grows significantly, suggesting a high
variability in the results. Closer inspection shows that this is indeed the case. The execution
time of 65 of the 100 runs was below 50 seconds, while only 16 runs showed an execution
time above 100 seconds of which 4 were above 300 seconds. The two slowest runs took
1583 and 1845 seconds respectively. To further illustrate this, the graph also shows the P90
and P75 curves, which are averages over the 90 and 75% best values respectively. These two
curves depict a much lower standard error and significantly reduced average execution time
for 20 access ISPs (i.e., 36 and 24 seconds respectively). This high variability shows that the
ILP formulation can often be solved within a feasible time frame. However, on some rare
occasions it takes exponential time to find the optimal solution. This can be prevented by
configuring the ILP solver with a maximum calculation time. This will solve the execution
time variability, but will in rare cases cause the solver to only find a suboptimal solution.

The number of storage sites also affects the problem complexity. It also causes the num-
ber of candidate expanded trees to grow exponentially. However, by selecting the subset of
K most promising candidates, the number of candidates considered in the ILP formulation
remains constant. Additionally, in contrast to the number of access ISPs, the complexity of
the LP formulation is not increased. Instead only the number of times it needs to be solved
grows. This is also reflected in the results in Figure 7b, which depicts the execution time (in
seconds) as a function of the number of storage sites. In line with the above analysis, the
algorithm scales linearly with the number of storage sites.
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Fig. 8: Influence of the storage cost sc on the merits of intermediary content caches; com-
paring end-to-end QoS-aware content delivery with and without intermediary storage sites

6.3 Storage site merits

An important novel aspect of the presented approach is the inclusion of cloud-based storage
sites within the end-to-end federations. We intuitively expect this to reduce the transmission
costs associated with the delivery of multimedia content. Nevertheless, the conditions under
which this is the case are unclear. This section assesses the effect of several input param-
eters on the merits of intermediary storage sites. More specifically, it is expected both the
storage cost sc and storage site vicinity sv will affect the usefulness of storage sites. Figure 8
compares the delivery cost of the solution with and without intermediary storage sites as a
function of the storage cost sc. Subsequently, Figure 9 shows how the vicinity of storage
sites to the access ISPs (i.e., sv) affects the total delivery cost and caching efficiency.

Intuitively, it is expected intermediary storage sites are only useful if the storage cost
is below a certain threshold relative to the transmission cost. In order to determine this
threshold, Figure 8 compares the total delivery cost to all access ISPs with and without in-
termediary content caches. As end-to-end QoS negotiation mechanisms traditionally reserve
a path through the Internet core directly from the content provider to its customers, the so-
lution without storage sites is comparable to those traditional methods. The delivery cost
of the solution without intermediary storage sites is independent of the storage cost. This
results in a constant total cost value of 33860 in the evaluated scenario. As our algorithm
starts from this solution as well and then iteratively improves it, it can never perform worse.
Additionally, the graph shows that it performs significantly better when the storage cost is
less than 0.03 per MB (megabyte), or on average 101.25 per movie. Additionally, it can be
calculated that the average transmission cost without an intermediary cache is on average
about 20 per movie, in the evaluated scenarios. These results therefore show that deploying
intermediary content caches can significantly reduce delivery costs, even when the average
cost for storing a content items is several times higher than the cost for transmitting one. If
the storage cost is 0.01 per MB, the total cost is about 10% better than that of the solution
without storage sites. When the storage cost becomes very small (i.e., 0.0001 per stored MB
or 0.3375 per movie), the total delivery cost can be reduced down to on average 6883 in the
evaluated scenarios. This is a reduction of 80% compared to the traditional QoS negotiation
approaches that only employ direct end-to-end paths.
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If storage sites are located closer to the access ISPs, content will on average need to tra-
verse a shorter path through the Internet core. This increases the effectiveness of intermedi-
ary content caches and is thus expected to reduce transmission costs. Figure 9 compares the
total delivery cost of the solution with and without including intermediary content caches.
As expected, positioning the storage sites closer to the access ISPs (i.e., increasing the value
of sv) significantly reduces the total delivery costs. If storage providers are positioned far
away from the access ISPs and the storage cost is not very low (i.e., sc = 0.01), then using
storage sites cannot reduce delivery costs as compared to using the direct path from content
provider to access ISP. However, if sv = 0.5, which gives an 87.5% chance that a storage
site is within three hops of every access ISP, our algorithm significantly outperforms the
traditional direct end-to-end path even if the storage cost is not very low. If the storage cost
is very low (i.e., sc = 0.0001), the traditional approach is outperformed independent of the
value of sv.

In summary, it can be concluded that the use of storage sites for deploying dynamic
caches inside the Internet core can indeed outperform the traditional QoS-aware end-to-end
delivery approach that directly sends content from the provider to its customers. Neverthe-
less, the significance of the achieved cost reduction depends on several factors. If the cost
for storing a content item becomes very high relative to the cost for transmitting it, caching
no longer reduces costs. Additionally, unless the storage cost is negligible compared to the
transmission cost, storage sites need to be positioned relatively close to the access ISPs. On
the other hand, if the storage cost is insignificant relative to the transmission cost, randomly
placed storage sites remain useful in reducing the total delivery cost.

6.4 Cache sharing merits

A major advantage of deploying content caches in intermediary domains across the Inter-
net, is the opportunity to share them among several access ISPs. This greatly improves the
cache’s efficiency, as more content can be served from it without increasing the total stor-
age cost. Nevertheless, the gain that can be achieved through cache sharing is influenced by
factors such as the access ISP vicinity av. This section evaluates the effect of av on cache
sharing in more detail. As metrics to evaluate cache sharing, the total delivery cost and cache
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Fig. 10: Influence of the access ISP vicinity av on the efficiency of cache sharing

sharing ratio are used. The cache sharing ratio is defined as the average number of access
ISPs that share a storage site content cache. It thus takes a value between 1 (i.e., no cache
sharing) and |A| (i.e., the cache is shared by all access ISPs). Figure 10 shows the total
delivery cost and cache sharing ratio as a function of access ISP vicinity av.

Figure 10a compares the total delivery cost, with and without cache sharing, as a func-
tion of the access ISP vicinity av. Previously, it was shown that content caches can be more
efficiently employed if they are positioned near the access ISPs (cf. Section 6.3). As a con-
sequence, we intuitively expect cache sharing to be more efficient if the access ISPs are
positioned close together. This is reflected in the results shown in the figure. If the access
ISPs are far away from one another (i.e., av = 0.1), the solution with cache sharing has
only a slightly better delivery cost than the solution without cache sharing (i.e., a 12.5%
reduction). However, as the access ISPs are positioned closer together, more cache sharing
opportunities become available. If av = 0.9, then the total delivery cost of the solution with
cache sharing is 46% reduced compared to the solution without cache sharing. This gain is
entirely caused by the reduction in storage costs cache sharing introduces. The cache shar-
ing ratio is depicted in Figure 10b. This figure confirms our previous findings, showing that
more cache sharing occurs as the access ISPs are positioned closer together.

In summary, the presented results prove that deploying content caches in intermediary
domains, as opposed to at the client side, does have its advantages. Specifically, it allows
those caches to be shared among different access ISPs, reducing the storage costs. Results
show that cache sharing is most effective when several access ISPs are positioned close
together in the network. For access ISPs further away from each other, cache sharing is not
useful, as the shared content cache will be too far away from at least part of the shared access
ISPs.

6.5 Caching in the access network

In addition to the dynamic content caches deployed across the Internet, the access ISP can
also deploy a local cache. This locally cached content does not need to traverse any in-
termediary transit ISP domains, further reducing the total transmission cost compared to
intermediary deployed caches. On the other hand, these locally deployed caches cannot be
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Fig. 11: Influence of caching in the access domain on caching efficiency of the storage sites

shared, potentially reducing their efficiency. Deploying caches within the access domain is
known to be expensive [49]. We thus expect the size of such a cache to be relatively small.
Figure 11b explores the effect of such a small access ISP cache on the total delivery cost
and the total size of the storage site caches.

Intuitively, we expect that caching in the access ISP network will reduce the total trans-
mission costs. Additionally, as the intermediary caches will become smaller, the storage
cost is also expected to drop. Figure 11a depicts the total delivery cost as a function of an in-
creasing access ISP cache size. Note that such a cache of the same size is deployed in every
access domain. As shown in the figure, deploying access caches significantly reduces the
total delivery cost. A cache of 500 items in every access domain results in a cost reduction
of 27%. However, this is only assuming that no cost is associated with the access caches. As
the scenario consists of 10 access ISPs, they have a combined cache size of 5000 items. In
this specific scenario, the storage cost is 0.0001. If these access caches had the same cost as
the intermediary storage site caches, this would result in a total storage cost of 1687.5. If this
is added to the total delivery cost, then the total achieved cost reduction is reduced to a mere
3%, as opposed to 27%. Figure 11b presents the total size of the content caches deployed in
the intermediary storage sites. Deploying access caches of 500 items each, reduces the total
in-network cache size from 10702 to 8183. The sum of the in-network and access cache
sizes is thus higher than the total cache size when only using in-network caches.

In summary, we can conclude that small static caches deployed in the access domain can
reduce the total delivery costs. However, this reduction is only significant if there is no cost
associated with the caches deployed in the access network.

7 Potential Extensions

The algorithms presented in Section 5 make some assumptions concerning the way content
is encoded and delivered. In this section, we show how these algorithms can be trivially
extended to support scalable, as well as segmented video, and thus be more generally appli-
cable.
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7.1 Scalable video coding

It was assumed that the different bit-rate versions of the same multimedia content item
are unrelated. As such, the calculation of end-to-end delivery paths can be done separately
for each bit-rate, without taking other bit-rates into account. This is a valid assumption
for traditionally encoded content. Recently, Scalable Video Coding (SVC) has garnered a
lot of attention [50]. It allows video content to be encoded as a set of layers, that can be
combined to increase quality. The base layer can thus be decoded separately, resulting in a
low quality video. If, however, it is decoded together with one or more enhancement layers,
video quality increases. Obviously, when content is encoded using SVC the assumption that
different bit-rate versions of the same content item are unrelated no longer holds.

Our presented model and algorithm can be easily adapted to support SVC encoded con-
tent as follows. When an access ISP requests a new QoS-aware end-to-end delivery path,
it no longer creates a single request r ∈ R. Instead, it creates a set of requests, one for
each layer of the SVC encoded content it wants to receive. For example, assume a content
provider offers its content catalogue encoded using SVC in three layers with bit-rates b1,
b2 and b3. If an access ISP wants to set up a delivery path for the lowest quality version, it
sends the content provider a request r with bit-rate br = b1. If however it wants to request
the highest quality, it sends three requests, r1, r2 and r3. Their bit-rates are respectively
br1 = b1, br2 = b2 and br2 = b2. The advantage of SVC-based content is that different qual-
ity requests now partially overlap, resulting in more cache sharing opportunities and thus
decreased delivery costs.

7.2 Segment-based content delivery

The presented model and algorithm assumes the delivered content items to be monolithic
units of data. However, it has been shown in practice that multimedia content often has a
high internal popularity skew [51]. For example, in many video-based multimedia services,
the beginning of videos is often much more popular than the end. As such, it has been shown
that splitting content into temporal segments can significantly increase delivery and caching
performance [52]. Although the presented model is based on content as the unit of data, it
can be adapted to support temporal content segments. The only required change is in the
statistical information provided by the content provider. Specifically, the weighted average
content duration should be calculated on a per-segment basis, instead of per-content item, the
number of items in the catalogue should be replaced with the total number of segments, and
the popularity distribution function should model the segment popularity instead of entire
content item popularity.

8 Conclusion

This article presents a novel framework for setting up end-to-end federations between the
stakeholders involved in the delivery of multimedia content. More specifically, it guides the
negotiation of SLAs between content providers, ISPs and cloud-based storage sites. This al-
lows them to overcome the disadvantages associated with current delivery approaches, such
as OTT content provisioning and content offered directly by access ISPs over a managed
IP network. In contrast to existing works, our framework includes storage sites in the end-
to-end delivery paths, allowing content caches to be dynamically deployed throughout the
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network. This introduces an additional complexity to the problem, but allows further op-
timization of the delivery process. This article proposes a detailed mathematical model to
optimize the content provider’s end-to-end delivery costs. An optimization algorithm is pre-
sented for solving the model. It satisfies the customer’s requested QoS, while minimizing the
total delivery cost. To achieve this, it determines optimal QoS-constrained routes through the
Internet core, and identifies well positioned intermediary storage sites for the deployment of
content caches. Additionally, the algorithm calculates the amount of resources that need to
be reserved along these routes and within the identified storage sites.

The presented framework was thoroughly validated based on evaluation results. The
algorithm’s scalability was characterized and the merits of our novel approach, that in-
cludes intermediary content caches, were quantified. Results show that including intermedi-
ary storage sites within the end-to-end delivery paths can significantly reduce delivery costs
compared to traditional end-to-end QoS reservation mechanisms that use only direct QoS-
constrained paths between the content provider and its customers. The significance of the
cost reduction does depend on some external factors, such as the cost for storing an item,
as compared to transmitting it and the vicinity in the network of storage sites to the access
ISPs. Even if the storage cost per content item is higher than the transmission cost per item,
a cost reduction of 10% can be easily achieved. If the storage cost becomes a fraction of the
transmission cost, this reduction reaches up to 80% in the evaluated scenario. Additionally,
as these content caches are deployed inside the network, they can be shared among different
access ISP customers. The results prove that cache sharing significantly decreases the deliv-
ery costs for access ISPs that are located near each other. In the evaluated scenario, cache
sharing resulted in an additional cost reduction of up to 46%.
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