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A Space-Time Mixed Galerkin
Marching-on-in-Time Scheme for the Time Domain

Combined Field Integral Equation
Yves Beghein, Kristof Cools, Hakan Bağcı, and Daniël De Zutter, Fellow, IEEE

Abstract—The time domain combined field integral equation
(TD-CFIE), which is constructed from a weighted sum of the
time domain electric and magnetic field integral equations (TD-
EFIE and TD-MFIE) for analyzing transient scattering from
closed perfect electrically conducting bodies, is free from spu-
rious resonances. The standard marching-on-in-time technique
for discretizing the TD-CFIE uses Galerkin and collocation
schemes in space and time, respectively. Unfortunately, the
standard scheme is theoretically not well understood: stability
and convergence have been proven for only one class of space-
time Galerkin discretizations. Moreover, existing discretization
schemes are non-conforming, i.e., the TD-MFIE contribution
is tested with divergence conforming functions instead of curl
conforming functions. We therefore introduce a novel space-
time mixed Galerkin discretization for the TD-CFIE. A family
of temporal basis and testing functions with arbitrary order is
introduced. It is explained how the corresponding interactions
can be computed efficiently by existing collocation-in-time codes.
The spatial mixed discretization is made fully conforming and
consistent by leveraging both Rao-Wilton-Glisson and Buffa-
Christiansen basis functions and by applying the appropriate
bi-orthogonalization procedures. The combination of both tech-
niques is essential when high accuracy over a broad frequency
band is required.

Index Terms—Marching-on-in-time, combined field integral
equation, space-time Galerkin method, mixed discretization,
Buffa-Christiansen functions.

I. INTRODUCTION

THE time domain electric and magnetic field integral
equations (TD-EFIE and TD-MFIE) belong to the family

of retarded potential boundary integral equations (RP-BIEs),
which are specifically constructed for analyzing transient
scattering from perfect electrically conducting (PEC) bodies.
Both the TD-EFIE and TD-MFIE, however, are susceptible
to resonant instabilities, originating in internal resonances that
are regime solutions to these equations. However, the time
domain combined field integral equation (TD-CFIE), which
is a weighted sum of the TD-EFIE and the TD-MFIE, does
not support regime solutions, and thus is not susceptible to
resonant instabilities [1].

The TD-CFIE usually is discretized using the standard
marching-on-in-time (MoT) technique, which makes use of
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H. Bağcı is with the King Abdullah University of Science and Technology

(KAUST), 4700 KAUST, Thuwal 23955-6900, Kingdom of Saudi Arabia
The work of Y. Beghein was supported by a doctoral grant from the Agency

for Innovation by Science and Technology in Flanders (IWT).

Galerkin and collocation schemes in space and time, re-
spectively. First, the current density is approximated by an
expansion in spatial and temporal basis functions (usually the
Rao-Wilton-Glisson (RWG) functions [2] and the Lagrange
interpolators [3], respectively), which is inserted in the TD-
CFIE. Next, the resulting equation is tested by a set of
spatial testing functions (Galerkin-in-space) and evaluated
at equidistant time steps (collocation-in-time). The temporal
basis functions fulfil the discrete causality constraint, i.e. upon
discretization, the TD-CFIE yields a system that can be solved
for the unknown current expansion coefficients at successive
time steps.

The solutions to this classically discretized TD-CFIE are
free from resonant instabilities, but are often found to be less
accurate compared to solutions to the frequency domain EFIE,
which is regarded to be the benchmark when it comes to
accuracy (away from resonant frequencies). The reasons for
this are:

1) Although the classical discretization of the TD-CFIE is
a spatial Galerkin scheme, it is a collocation-in-time scheme.
This implies that it cannot be expected to benefit from the
enhanced accuracy and convergence properties enjoyed by e.g.
finite element methods.

2) The classical discretization of the TD-CFIE is spatially
non-conforming in that the TD-MFIE contribution is tested by
divergence conforming functions instead of curl conforming
functions, and therefore yields inaccurate results. This has also
been observed for both the frequency domain MFIE and CFIE
[4], [5], [6].

In this contribution, a space-time mixed Galerkin scheme for
discretizing the TD-CFIE is introduced. The resulting MoT
scheme does not suffer from the problems listed above; it
improves on the accuracy of the classical MoT scheme for
the TD-CFIE by:

1) Introducing a higher order temporal mixed Galerkin
scheme. For any order p, families of basis and testing functions
for the temporal discretization of the TD-CFIE are presented.
These families fulfil the discrete causality constraint and thus
give rise to a discrete system amenable to marching-on-in-
time. Numerical results demonstrate that the accuracy of the
resulting scheme is superior to that of the classical collocation-
in-time schemes.

2) Applying a conforming spatial Galerkin scheme. A
conforming mixed discretization of the frequency domain
MFIE, leveraging RWG and Buffa-Christiansen (BC) [7], [8]
functions, has been introduced in [4]. It has also been applied
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to the frequency domain CFIE [5] and the frequency domain
Calderón preconditioned CFIE [9]. This scheme is now applied
to the TD-MFIE contribution in the TD-CFIE. This renders
the discretization of both the TD-EFIE and the TD-MFIE
contributions in the TD-CFIE conforming and well-tested.
In the earliest implementations of spatially mixed frequency
domain CFIEs [5], the RWG-RWG discretized EFIE and BC-
RWG discretized MFIE were simply added. This scheme is not
consistent, because it adds RWG and BC tested values in the
same equation. In [9], this inconsistency has been removed by
applying a Calderón preconditioner to the EFIE contribution.
Here, consistency in the TD-CFIE is restored by insertion of
the appropriate Gram matrices in the TD-MFIE contribution.
Numerical results confirm the necessity of this operation.

The scheme introduced here can easily be incorporated in
existing MoT solvers, because the required integrations are
equivalent to those employed in collocation scheme. For the
same reason, the scheme is amenable to acceleration by the
PWTD algorithm [10] or the TD-AIM [11].

This paper is organized as follows. In Section II, the stan-
dard Galerkin-in-space / collocation-in-time discretization of
the TD-CFIE is revisited, and its shortcomings are highlighted.

In Section III, the temporal mixed Galerkin discretization
is introduced. It is based on a first order temporal Galerkin
scheme that was proven to be both stable and convergent for
acoustic RP-BIEs [12] and for the TD-EFIE [13]. While this
first order scheme is already more accurate than collocation-
in-time schemes, its accuracy is still limited by the first order
expansion in time. Higher order Galerkin-in-time schemes can
be employed to increase the accuracy for a given value of the
time-step size. In Section III, a general order extension to the
first order scheme which also maintains discrete causality is
presented.

In Section IV, the spatial discretization is studied. Specif-
ically, the non-conforming discretization of the TD-MFIE
contribution, which deteriorates the accuracy of the TD-CFIE,
is replaced by the conforming mixed discretization scheme
proposed in [4]. Consistency with the TD-EFIE contribution
is restored by insertion of the appropriate Gram matrices.

Finally, numerical results are presented in Section V,
demonstrating the applicability of the proposed schemes, and
providing insight into the gain of accuracy, both on smooth
and non-smooth geometries.

II. THE TIME DOMAIN COMBINED FIELD INTEGRAL
EQUATION

Consider a PEC body occupying a domain Ω with boundary
Γ and exterior normal vector n̂. It resides in a background
medium with permittivity ε and permeability µ. Initially, the
electromagnetic fields in the neighbourhood of Ω vanish. For
t > 0, an incident electromagnetic field ei(r, t), hi(r, t)
induces an unknown electric current j(r, t) on Γ, which
satisfies both the TD-EFIE and the TD-MFIE:

−ηT j(r, t) = n̂× ei(r, t), (1){
1

2
I +K

}
j(r, t) = n̂× hi(r, t), (2)

∀t > 0 and ∀r ∈ Γ, where

T j(r, t) = Tsj(r, t) + Thj(r, t),

Tsj(r, t) = − 1

4πc
n̂×

∫
Γ

∂tj(r′, tr)

R
ds′,

Thj(r, t) =
c

4π
n̂× p.v.

∫
Γ

∇
∫ tr

0
∇′ · j(r′, t′)dt′

R
ds′,

Kj(r, t) = − 1

4π
n̂× p.v.

∫
Γ

∇× j(r′, tr)

R
ds′,

I is the identity operator, c = (εµ)−1/2 is the speed of light
in the background medium, R = |r − r′| and tr = t−R/c.

The TD-EFIE (1) and the TD-MFIE (2) are, however,
plagued by spurious resonances [14]. In order to obtain a
resonance free equation, the TD-EFIE and the TD-MFIE are
combined into the TD-CFIE as follows [15]:

−αηn̂× T j(r, t) + η (1− α)

{
1

2
I +K

}
j(r, t)

= αn̂× n̂× ei(r, t) + η (1− α) n̂× hi(r, t), (3)

where α is a dimensionless weighting parameter ranging from
0 (pure TD-MFIE) to 1 (pure TD-EFIE).

The temporal integration in Th complicates the numerical
solution of the TD-CFIE, but is eliminated by differentiating
the TD-CFIE with respect to time:

−αηn̂× Ṫ j(r, t) + η (1− α)

{
1

2
İ + K̇

}
j(r, t)

= αn̂× n̂× ėi(r, t) + η (1− α) n̂× ḣ
i
(r, t) (4)

where the dot on the operators and fields represents temporal
differentiation. This equation can easily be discretized by
expanding the unknown current j(r, t) in a set of NS spatial
basis functions f i(r), and a set of shifted temporal basis
functions Tj(t) = T (t− j∆t):

j(r, t) =

NS∑
i=1

∞∑
j=1

x
(j)
i f i(r)Tj(t) (5)

Traditionally, f i(r) are chosen to be the RWG basis
functions [2], while Tj(t) are shifted piecewise polynomial
Lagrange interpolators of order p (Fig. 1, top panels) [3].
Next, the expansion (5) is inserted into the TD-CFIE (4).
This equation is then spatially tested with the RWG functions
f i, and evaluated at NT subsequent time steps t = k∆t,
k = 1, 2, ..., NT . Due to time translation symmetry, this results
in the following system of equations:

Z(0)x(j) = v(j) −
j−1∑
i=0

Z(j−i)x(i), (6)
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Fig. 1. Top: first (left), second (middle) and third (right) degree piecewise
polynomial Lagrange interpolators. Bottom: the collocation-in-time method is
equivalent to the space-time mixed Galerkin method with U(t) = δ(t).

where

v(j)
m = −α

(
n̂× fm, n̂× ėi

)
t=j∆t

+

η (1− α)
(
fm, n̂× ḣ

i
)
t=j∆t

,

Z(j)
mn = αη

(
n̂× fm, Ṫ [fnT ]

)
t=j∆t

+

η (1− α)

(
fm,

{
1

2
İ + K̇

}
[fnT ]

)
t=j∆t

,

(a, b)t=j∆t =

[∫
Γ

a(r, t) · b(r, t) ds

]
t=j∆t

.

The system (6) is causal: for every time step j, the right
hand side only depends on x(i), i < j. It can therefore be
solved successively for x(j), j = 1, 2, 3, ..., NT , yielding the
samples of the current j(r, t) for t ∈ [0, NT∆t]. This is the
marching-on-in-time algorithm.

Different schemes exist for the numerical evaluation of the
four dimensional integrals in Z(j), see e.g. [16], [17], [18],
[19], [20], [21]. In general, more accurate integration schemes
give rise to algorithms that are stable for an increasingly
broader range of geometries, material parameters, and dis-
cretization parameters.

The complexity of this MoT scheme scales as O(NTN
2
S).

However, this can be reduced to O(NTN
3/2
S logNS) and even

O(NTNS log2NS) using the two-level and multilevel plane
wave time domain (PWTD) algorithms, respectively [10],
or to O(NTN

3/2
S log2NS) using the time domain adaptive

integration method (TD-AIM) [11].
While the Galerkin-in-space / collocation-in-time scheme

has been widely applied, its soundness remains questionable.
First, the collocation-in-time scheme is not well understood.
As it does not fit in the general finite element theoretical
framework, classical coercivity arguments cannot be used to
establish its stability. While convergence proofs have been for-
mulated, they remain limited to specific collocation schemes
applied to the scalar single layer potential equation for acoustic
scattering [22], [23].

Furthermore, the spatial testing procedure is well understood
from frequency domain applications (see e.g. [24]). It is known
that the spatial discretization of the TD-MFIE employed in (6)
is non-conforming and inaccurate [25], [6].

Finally, the expansion of the current in piecewise Lagrange
interpolators of order p limits the accuracy. Band-limited
signals can be more accurately approximated using band-
limited interpolation functions (BLIFs, [26]) [27]. The result-
ing scheme is however not causal and requires an extrapolation
procedure which introduces another source of errors.

III. TEMPORAL MIXED GALERKIN DISCRETIZATION OF
THE TD-CFIE

A. The Temporal Galerkin Method

The concerns raised above motivate the search for another
temporal discretization scheme for the TD-CFIE. The resulting
system must be causal to allow for time-stepping, general-
order, and stable and convergent.

Consider an RP-BIE (such as the TD-CFIE) of the form

Oj(r, t) = q(r, t), (7)

where the unknown current j(r, t) is expanded as in (5). Eqn.
(7) is now multiplied by a spatial testing function fm(r) as
well as a temporal testing function Uk(t) = U(t− k∆t). The
resulting equation is integrated over both space and time:∑

n,i

x(i)
n

∫
Γ×R

Uk(t)fm(r) · O [fnTi] (r, t) ds dt

=

∫
Γ×R

Uk(t)fm(r) · q(r, t) ds dt. (8)

Due to time translation symmetry, this expression depends
on i and k only through the difference k − i. Furthermore,
if the support of T (t) is bounded below, and the support of
U(t) is bounded above, the integrals in the left hand side of
(8) vanish for sufficiently small values of k − i. Specifically,
assume that T (t) = 0 ∀t < −∆t and U(t) = 0 ∀t > 0
(this can be accomplished by shifting the basis and testing
functions, or shifting the temporal indices). Now the integrals
with k < i vanish, and the MoT equation becomes

Z(0)x(j) = v(j) −
j−1∑
i=0

Z(j−i)x(i), (9)

where

v(j)
m = (fmUj , q) ,

Z(j)
mn = (fmUj ,O [fnT ]) ,

(a, b) =

∫
Γ×R

a(r, t) · b(r, t) ds dt.

The collocation scheme described in the previous section
can be recovered by setting U(t) = δ(t), the Dirac delta
function (Fig. 1, bottom panels).

There is another relation between the interaction matrices
Z(i) of the temporal collocation and Galerkin schemes. By
inverting the order of the temporal testing and the temporal
convolution of the Green function with the temporal basis
function, one obtains the equivalence between the matrix
elements of a temporal Galerkin scheme with basis and testing
functions

Ti(t) = T (t− i∆t), Ui(t) = U(t− i∆t) (10a)
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respectively, and those of a collocation scheme with basis
functions

ξi(t) =

∫ ∞
−∞

U(τ)T (t− i∆t+ τ)dτ. (10b)

This equivalence greatly simplifies the implementation of the
space-time mixed Galerkin method in existing solvers, even
when fast techniques or special integration routines are used.
Note however that only the matrix elements are equal, whereas
the excitation v(j) and the current expansion (5) are not. The
stability only depends on the matrix elements. Thus, if the
temporal Galerkin scheme is stable, the equivalent collocation
scheme will also be stable. This has been exploited to construct
a stable collocation scheme in [28].

Finally, it must be noted that the boundedness of the support
of the basis and testing functions is not sufficient to obtain a
usable scheme. For example, the BLIFs [26] of order M are
defined on the interval [−M∆t,M∆t]. After shifting these
basis functions to the interval [−∆t, (2M − 1)∆t], one can
obtain a causal scheme with a piecewise constant testing func-
tion that is one on the interval [−∆t, 0] and zero everywhere
else. However, the system matrix will contain interactions of
the fields radiated by the first time segment in the BLIF’s
support, which are multiple orders of magnitude smaller than
those radiated in the center segments of its support. This will
result in large numerical errors leading to unstable results.
This example illustrates that the temporal basis and testing
functions must be carefully selected. The fields radiated by
the basis function Ti(t) must strongly overlap with the testing
function Ui(t) (in comparison to Ui+1(t), Ui+2(t), ...) in
time, so that the matrix Z(0) accounts for most of the near
interactions. This can be achieved if both T (t) and U(t) are
(approximately) localized in the interval [−∆t, 0].

B. First Order Basis and Testing Functions

In [12], it is proven that a temporal Galerkin scheme, which
makes use of first order basis functions and piecewise constant
testing functions, yields a stable system when applied to the
time-differentiated scalar first and second kind RP-BIEs for
acoustic scattering, if the span of the testing functions is equal
to the span of the temporal derivatives of the basis functions.
Therefore, the author of [12] chose continuous, piecewise
linear basis functions

T (t) =

 1 + t/∆t −∆t ≤ t < 0
1− t/∆t 0 ≤ t ≤ ∆t
0 otherwise

, (11a)

and piecewise constant testing functions

U(t) =

{
1 −∆t ≤ t < 0
0 otherwise . (11b)

T (t) and U(t) are shown in the left panels of Fig. 2. In [13], a
similar first order in time scheme was applied to the TD-EFIE.

This scheme is only defined for lowest order approxima-
tions. As will be shown in the numerical results section, this
limits the maximal achievable accuracy for a fixed time step
∆t. A higher-order generalization is presented in the next
section.
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Fig. 2. Top: temporal current basis functions for first (left), second
(middle) and third (right) order temporally mixed Galerkin scheme. Bottom:
corresponding testing functions.

C. Definition of Higher Order Temporal Basis and Testing
Functions

Now, in order to span all continuous, piecewise p-th order
polynomial functions, introduce a set of p basis functions
T (µ)(t), µ = 1, ..., p that are globally continuous, piecewise
polynomials of order p, achieve the value one at t = (µ/p−
1)∆t, and zero at t = (ν/p − 1)∆t, ν 6= µ. The support of
T (µ) is chosen to be [−∆t,∆t] for µ = p, and [−∆t, 0] for
µ 6= p. For example, for p = 2 (Fig. 2, top middle panel):

T (1)(t) =

{
−4 t

∆t

(
t

∆t + 1
)
−∆t < t < 0

0 otherwise , (12a)

T (2)(t) =

 2
(
t

∆t + 1
) (

t
∆t + 1

2

)
−∆t < t < 0

2
(
t

∆t − 1
) (

t
∆t −

1
2

)
0 ≤ t < ∆t

0 otherwise
.(12b)

This introduces p degrees of freedom per time step. The
current expansion (5) then becomes

j(r, t) =

NS∑
i=1

∞∑
j=1

p∑
µ=1

x
(j,µ)
i f i(r)T

(µ)
j (t) (13)

Next, a set of p testing functions U (µ)(t), µ = 1, ..., p must be
defined, that spans the space of the time derivatives of the basis
functions. These can be chosen as the piecewise polynomials
of order p−1 on the interval [−∆t, 0], achieving the value one
at t = (µ−p)/(p−1)∆t, and zero on t = (ν−p)/(p−1)∆t,
ν 6= µ. For p = 2 (Fig. 2, bottom middle panel):

U (1)(t) =

{
− t

∆t −∆t < t < 0
0 otherwise , (14a)

U (2)(t) =

{
t

∆t + 1 −∆t < t < 0
0 otherwise . (14b)

Note that the testing functions are not continuous at the
boundary between adjacent time segments, whereas the basis
functions are.

Since the higher order basis and testing functions associated
to the same time step do not fulfil the discrete causality
condition among each other, the MoT system needs to be
solved simultaneously for the corresponding unknowns. In
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other words, the presence of higher order basis and testing
functions introduces block structure in the system matrix.
More explicitly, the marching-on-in-time equations become:Z

(0)
11 . . . Z

(0)
1p

. . . . . . . . .

Z
(0)
p1 . . . Z(0)

pp


x(j,1)

. . .
x(j,p)



=

v(j,1)

. . .
v(j,p)

−∑j−1
i=0

Z
(i)
11 . . . Z

(i)
1p

. . . . . . . . .

Z
(i)
p1 . . . Z(i)

pp


x(j−i,1)

. . .
x(j−i,p)

 ,(15)

v(j,µ)
m =

(
fmU

(µ)
j , q

)
, (16)(

Z(j)
µν

)
mn

=
(
fmU

(µ)
j ,O

[
fnT

(ν)(t)
])
. (17)

Z(j)
µν , µ, ν = 1, 2, .., p are block matrices of dimension

NS × NS . Thus, pNS unknowns are treated at each time
step, increasing the order of the system to be inverted at
every time step with a factor p. Note, however, that this is
in no way different from the increase of non zero matrix
entries associated with an increase in order in e.g. classic finite
element methods.

IV. MIXED SPATIAL DISCRETIZATION OF THE TD-CFIE

It is well known that the frequency domain MFIE discretized
using RWG basis and testing functions, yields inaccurate
results [4], [25]. The spatial discretization of the TD-CFIE
used in Section II,

ηα
(
n̂× f , Ṫ j

)
+ η (1− α)

(
f ,

{
1

2
İ + K̇

}
j

)
= −α

(
n̂× f , n̂× ėi

)
+ η (1− α)

(
f , n̂× ḣ

i
)
, (18)

incorporates the time domain version of this non-conforming
discretization scheme for the MFIE contribution. In the nu-
merical results section, it will be illustrated that this non-
conforming scheme indeed deteriorates the accuracy of the
results. A similar phenomenon has been observed in the
frequency domain CFIE [6].

In [4] a mixed discretization scheme using RWG functions
as basis functions and BC functions as testing functions for
the frequency domain MFIE has been introduced. This scheme
is conforming and leads to well-conditioned system matrices.
The accuracy of this scheme’s solution has been shown to be
competitive with that of the EFIE [4], [29].

The accuracy of the TD-CFIE can thus be improved by
incorporating this conforming discretization scheme for the
MFIE. By testing the TD-EFIE using RWG functions, testing
the TD-MFIE using the rotated BC functions n̂ × gm, and
adding both contributions, one obtains:

ηα
(
n̂× f , Ṫ j

)
+ η (1− α)

(
n̂× g,

{
1
2 İ + K̇

}
j
)

= −α
(
n̂× f , n̂× ėi

)
+ η (1− α)

(
n̂× g, n̂× ḣ

i
)
.(19)

A frequency domain version of this discretization scheme
has been suggested in [5]. Although a significant increase in
accuracy was reported, this is not a consistent discretization of

the CFIE, since the EFIE and MFIE contributions are tested
using different functions. In the numerical results section, it
will be shown that it is still prone to spurious resonances.

A consistent conforming discretization of the frequency
domain CFIE was obtained in [9] by applying the Calderón
multiplicative preconditioner to the EFIE contribution. A
mixed discretization was applied to the Calderón precondi-
tioned EFIE (CP-EFIE), such that both the CP-EFIE and the
MFIE are tested using BC functions. However, for geometries
discretized with moderately dense meshes, the introduction of
a Calderón preconditioner introduces unnecessary overhead.

A consistent and resonance free mixed discretization of the
TD-CFIE (4) can be obtained without applying a Calderón
multiplicative preconditioner, by projecting the range of the
TD-MFIE contribution onto the RWG basis:{

1

2
İ + K̇

}
j(r, t) ≈

∑
m

bm(t)fm(r) ∀t. (20)

This equation can be solved for b(t) by spatially testing it
with the rotated BC functions n̂× gn(r). In matrix form:

b(t) = G−1
n̂×g,f ·

(
n̂× g,

{
1

2
İ + K̇

}
j(t)

)
,

where the Gram matrix Gn̂×g,f is given by

(Gn̂×g,f )mn = (n̂× gm,fn) . (21)

The expansion (20) is inserted into the TD-CFIE (4). A
similar projection is applied to the incoming magnetic field
hi(r, t). Finally, the resulting equation is tested with the RWG
functions fm(r). This results in

ηα
(
n̂× f , Ṫ j

)
+η (1− α)Gf ,fG

−1
n̂×g,f

(
n̂× g,

{
1

2
İ + K̇

}
j

)
= −α

(
n̂× f , n̂× ėi

)
+η (1− α)Gf ,fG

−1
n̂×g,f

(
n̂× g, n̂× ḣ

i
)

(22)

where the Gram matrix Gf ,f results from testing the expansion
(20) with the RWG functions fm(r):

(Gf ,f )mn = (fm,fn) . (23)

(22) is a combination of spatially conforming discretizations
of the TD-EFIE and the TD-MFIE, but also a consistent spatial
discretization of the TD-CFIE as a whole (4). Finally, the
full discretization is achieved by applying either the classical
collocation-in-time scheme or the temporal mixed Galerkin
scheme introduced above.

Alternatively, the range of the TD-EFIE operator can be
projected onto the BC basis:

Ṫ j(r, t) ≈
∑
m

cm(t)gm(r). (24)

This equation can be solved for c(t) by spatially testing it with
the rotated RWG functions n̂× fm(r):

c(t) = G−1
n̂×f ,g ·

(
n̂× f , Ṫ j(t)

)
, (25)
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where the Gram matrix Gn̂×f ,g is given by

(Gn̂×f ,g)mn = (n̂× fm, gn) . (26)

The expansion (24) is inserted into the TD-CFIE (4). A similar
projection is applied to the incoming electric field ei(r, t).
Finally, the equation is tested with the BC functions gm(r).
This results in

ηαGg,gG
−1
n̂×f ,g

(
n̂× f , Ṫ j

)
+η (1− α)

(
n̂× g,

{
1

2
İ + K̇

}
j

)
= −αGg,gG

−1
n̂×f ,g

(
n̂× f , n̂× ėi

)
+η (1− α)

(
n̂× g, n̂× ḣ

i
)
, (27)

where the Gram matrix Gg,g results from testing the expansion
(24) with the BC functions gm(r):

(Gg,g)mn = (gm, gn) . (28)

Both (22) and (27) have been implemented and tested, but no
significant difference in performance has been found. In the
next parts, the first version (22) will be used.

The projection operators in (22) and (27) have been intro-
duced ad hoc, i.e., to allow for the inclusion of the conforming
discretization of the MFIE contribution. Concatenation of the
MFIE operator with another operator, as in (22), has however
been used to develop a rigorous variational analysis of the
CFIE, applicable to non-smooth surfaces [30]. Concatenation
of the EFIE operator with another operator, as in (27), has been
used to improve the spectral properties of the CFIE operator
[9], [31].

V. NUMERICAL EXAMPLES

In this section, numerical results demonstrating the accuracy
and stability of the scheme introduced in the previous sections
will be presented. First, the error estimation scheme used
will detailed. To clearly indicate that both the spatial and
temporal compartments of the scheme are needed in order to
obtain accurate solutions, results will be shown obtained using
all four combinations of temporal and spatial discretization
schemes.

A. Error Estimation Scheme and Rationale

In order to assess the accuracy of an MoT solution, it will
be compared to a known frequency domain reference solution
jref(r, ω). In all the examples presented here, the scatterer is
illuminated by a Gaussian pulse:

ei(r, t)

=
4A

w
√
π
p̂ exp

(
−
(

4

w

(
c(t− t0)− k̂ · r

))2
)

=
Ap̂

2πc

∫ ∞
−∞

dω exp

(
jω (t− t0)− j ω

c
k̂ · r −

(ωw
8c

)2
)
,

where A is the amplitude, w is the width of the pulse, p̂ is
the polarization vector, c is the speed of light in vacuum, k̂ is
the direction in which the pulse is propagating, and t0 is the

time of arrival of the pulse at r = 0. It can be interpreted as
a superposition of plane waves with angular frequency ω and
amplitude A

2πc exp
(
−
(
ωw
8c

)2)
.

The current induced on a PEC surface by this incident
wave is then computed using the MoT algorithm. To obtain
the frequency response jMoT(r, ω), the current is Fourier
transformed, and divided by A

c · exp
(
−jωt0 −

(
ωw
8c

)2)
.

Now, jMoT(r, ω) can be compared with the reference so-
lution jref(r, ω). An often used measure for the error is the
maximum error or the RMS error in the radar cross section.
However, this does not account for errors in the near field.
Here, another error measure is chosen: the H−1/2

div norm on Γ.
Since the operator

Sj(r, ω) =
ω

c

∫
Γ

ds′
j(r′, ω)

|r − r′|
− c

ω
∇
∫

Γ

ds′
∇′ · j(r′, ω)

|r − r′|
(29)

is self-adjoint, positive, continuous and coercive with regard to
the standard Sobolev-Slobodeckij norm on H−1/2

div , it furnishes
a norm on H

−1/2
div . As follows from the trace theorems for

electromagnetic fields [32], this norm is a measure for the
near field energy of the error. Here, the discretization of S
with respect to the triangle mesh is used to estimate the error
in near field energy.

For each frequency f = ω/2π, the relative error is defined
as:

er(ω) = ‖jMoT − jref‖H−1/2
div

/
‖jref‖H−1/2

div
, (30)

‖j‖2
H

−1/2
div

=
c

ω

∫
Γ

ds

∫
Γ

ds′
∇ · j(r, ω)∇′ · j(r′, ω)

|r − r′|

+
ω

c

∫
Γ

ds

∫
Γ

ds′
j(r, ω) · j(r′, ω)

|r − r′|
.

This provides a physically meaningful estimate of the quality
of a MoT solution.

For spherical scatterers, the solution can be computed
analytically using the Mie series [33]. As the Mie series is
defined on the sphere, whereas the MoT solution is defined on
the triangle mesh, the projection of the Mie series jMie(r, ω)
onto the RWG basis is needed:

j̃Mie(r, ω) =
∑
i

ai(ω)f i(r). (31)

The expansion coefficients ai are found by testing with rotated
BC functions n̂× gm, in order to conformingly discretize the
unit operator [5]:

a(ω) = (Gn̂×g,f )
−1

(n̂× g, jMie(r, ω)) . (32)

This projection is used as the reference solution in Section
V-B.

For non-spherical scatterers, for which no analytical solution
is available, one can instead use a simulation, of which the
reliability is already established, as a reference solution. In
Sections V-C and V-D, frequency domain EFIE simulations
will be used for this purpose. The frequency domain EFIE is
known to be reliable away from resonant frequencies.
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Fig. 3. Relative H
−1/2
div error for different temporal discretizations:

(a) collocation-in-time using second degree Lagrange interpolators, (b)
collocation-in-time using third degree Lagrange interpolators, (c) first order
temporal mixed Galerkin, and (d) second order temporal mixed Galerkin.

B. Scattering by a Sphere

Consider a PEC sphere of radius 0.3 meters, approximated
using a equilateral triangle mesh with edge length 4.5 cm. It
is illuminated by a Gaussian pulse (with w = 3.33 ns, t0 = 20
ns). The induced current is approximated by an expansion in
1887 RWG basis functions. The CFIE weighting coefficient is
α = 0.5, unless specified otherwise.

1) Temporal Discretization Scheme: First, the temporal
discretization scheme is investigated. In Fig. 3, the following
schemes are compared:

(a) collocation-in-time using second degree Lagrange inter-
polators (∆t = 0.1 ns),

(b) collocation-in-time using third degree Lagrange interpo-
lators (∆t = 0.1 ns),

(c) first order temporal mixed Galerkin (∆t = 0.1 ns),
(d) second order temporal mixed Galerkin (∆t = 0.2 ns).

The spatial discretization is performed using the mixed scheme
(22). In (d), the time step is doubled, as there are p = 2 degrees
of freedom at each time step. Thus, simulations with an equal
number of temporal degrees of freedom per unit of time are
compared.

The H−1/2
div error on the currents with respect to the Mie

series are computed, as outlined in the previous section
(Fig. 3). Temporal mixed Galerkin schemes outperform collo-
cation schemes using an equal number of temporal degrees of
freedom per unit of time. Using higher order temporal basis
functions increases the accuracy even further.

In addition to the improved accuracy, the second order
temporal Galerkin method exhibits faster convergence than the
other schemes when the time step is decreased. In Fig. 4, the
relative error as a function of ∆t/p (the inverse of the number
of degrees of freedom per unit of time) at a fixed frequency of
500 MHz is shown for the four temporal discretization types
under investigation; all four types of temporal discretization
make use of the mixed discretization scheme in space. Indeed,
the second order temporal mixed Galerkin method exhibits
faster convergence (approx. O(∆t4)) than both the first order
Galerkin scheme and the second and third degree collocation
schemes (approx.O(∆t2),O(∆t1) andO(∆t2), respectively).
For small time steps, the error saturates toward a value
determined by the density of the triangle mesh.
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(d)

e
r

∆t/p (ns)

Fig. 4. The relative error at 500 MHz, for varying time step ∆t:
(a) collocation-in-time using second degree Lagrange interpolators, (b)
collocation-in-time using third degree Lagrange interpolators, (c) first order
temporal mixed Galerkin, and (d) second order temporal mixed Galerkin.
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Fig. 5. The relative error for α = 0.2, α = 0.5 and α = 0.8. Left:
non-mixed spatial discretization; right: mixed spatial discretization.

2) Spatial Discretization Scheme: In Section IV, it was
claimed that the non-conforming discretization of the TD-
MFIE is responsible for the loss of accuracy, but that it can
be remedied by the mixed spatial discretization. This becomes
apparent when the errors are plotted for different values of
the TD-CFIE weighting parameter α. This is done in Fig. 5
for a second order temporal mixed Galerkin simulation with
∆t = 0.4 ns. For a spatial non-mixed discretization (left
panel), the simulation becomes more accurate as α is in-
creased, because the TD-MFIE contribution becomes smaller.
For a spatial mixed discretization (right panel), the value of
α does not significantly affect the accuracy. The complete
range of values for α thus becomes available, whereas classic
schemes are subject to a stability/accuracy trade-off.

Next, it is demonstrated that the restoration of consistency
between the EFIE and MFIE contributions by multiplication
with the appropriate Gram matrices is essential to arrive at a
resonance-free scheme. Results of the following schemes are
compared:

(1) the consistent non-mixed discretization (18),
(2) the inconsistent mixed discretization (19),
(3) the consistent mixed discretization (22).

The temporal discretization is performed using a first order
temporal mixed Galerkin scheme with ∆t = 0.1 ns. The
relative H−1/2

div error is plotted in Fig 6.
The consistent schemes (1) and (3) give rise to smooth

error curves, whereas the inconsistent scheme (2) picks up
the resonant frequencies of the sphere. Indeed, the resonant
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Fig. 6. The relative error for (1) the consistent non-mixed discretization (18),
(2) the inconsistent mixed discretization (19), and (3), the consistent mixed
discretization (22). The error in (2) shows distinct peaks at the resonance
frequencies of the sphere, which are denoted by the vertical lines.

frequencies of a sphere with radius r are determined by [34]:

Jn+1/2

(
2πfr

c

)
= 0 (TE modes), (33)

J ′n+1/2

(
2πfr

c

)
= 0 (TM modes), (34)

where n is an integer, Jn is the Bessel function of order n, and
J ′n is its derivative. The peaks are found at the TE resonances
at 715 MHz (n = 1), 917 MHz (n = 2), 1111 MHz (n = 3)
and 1301 MHz (n = 4), which are represented as vertical lines
in Fig. 6.

Away from these resonant frequencies, the mixed schemes
(2) and (3) both are more accurate than the nonmixed scheme
(1). In the neighbourhood of the resonant frequencies, the
increased accuracy of (2) is partly lost due to the presence
of spurious resonances. Therefore, an accurate solution over
a broad frequency band can only be obtained using the
consistent mixed scheme (3).

3) Space-Time Mixed Scheme: The importance of using
the mixed spatial discretization scheme in conjunction with
the higher order mixed temporal discretization scheme, is
illustrated in Fig. 7. Here, the following simulations are
compared:

(a) collocation-in-time using third degree Lagrange interpo-
lators (∆t = 0.2 ns), nonmixed spatial discretization,

(b) collocation-in-time using third degree Lagrange interpo-
lators (∆t = 0.2 ns), mixed spatial discretization,

(c) second order Galerkin-in-time (∆t = 0.4 ns), nonmixed
spatial discretization,

(d) second order Galerkin-in-time (∆t = 0.4 ns), mixed
spatial discretization.

At low frequencies, the error is dominated by the spatial
discretization scheme. At high frequencies, the error is domi-
nated by the temporal discretization scheme. To achieve a high
accuracy over a broad frequency band, the space-time mixed
Galerkin scheme is needed.

C. Scattering by a Cuboid

As a second example, consider a PEC cuboid with dimen-
sions 0.25 by 1 by 0.5 meters (Fig. 8). It is illuminated by a
Gaussian pulse propagating along the positive z-axis, with the
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(a,c)
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Fig. 7. The relative error for (a) collocation-in-time using third degree
Lagrange interpolators and nonmixed spatial discretization, (b) collocation-in-
time using third degree Lagrange interpolators and mixed spatial discretiza-
tion, (c) second order Galerkin-in-time and nonmixed spatial discretization,
and (d) second order Galerkin-in-time and mixed spatial discretization.

electric field linearly polarized along the x-axis. The induced
current is approximated by an expansion in 1344 RWG basis
functions. This scattering problem is simulated in the time
domain using the following MoT schemes:

(a) spatial non-mixed collocation-in-time using second de-
gree Lagrange interpolators (∆t = 0.1 ns),

(b) spatial mixed collocation-in-time using second degree
Lagrange interpolators (∆t = 0.1 ns),

(c) spatial non-mixed second order temporal Galerkin
(∆t = 0.2 ns), and

(d) second order space-time mixed Galerkin (∆t = 0.2 ns).

As no analytical solution is available, frequency domain
EFIE simulations are performed for frequencies ranging from
30 to 1000 MHz, with steps of 30 MHz, and used as a
reference solution. The relative H−1/2

div error er is computed
for each of these frequencies (Fig. 9). For a number of discrete
frequencies, the error peaks. This is due to the spurious
resonances that plague the frequency domain EFIE. Indeed, the
resonance frequencies of a cuboid with dimensions x× y× z
are [33]:

fmnl = c

√(m
2x

)2

+

(
n

2y

)2

+

(
l

2z

)2

, (35)

where m, n and l are integers. The largest peaks are located
at 540 and 750 MHz, which are very close to the resonant
frequencies of 540.46 and 749.48 MHz, respectively. Two
small peaks are located at 420 and 630 MHz, which are due
to the resonances at 423.97 and 618.04 MHz, respectively.

For low frequencies (f < 200 MHz), the error is dominated
by the spatial discretization. In this frequency range, the mixed
spatial discretization schemes are more accurate than the non-
mixed ones. For higher frequencies, the error is dominated by
the temporal discretization, and the temporal mixed Galerkin
schemes are more accurate than the collocation schemes. Over
the whole frequency range, the space-time mixed Galerkin
scheme yields the most accurate results.

These results further support the conclusions drawn in Sec-
tions III and IV: even for non-smooth geometries, the space-
time mixed Galerkin scheme is significantly more accurate
than the tradititial non-mixed collocation scheme.
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Fig. 8. A cuboid with dimensions 0.25 by 1 by 0.5 meters, discretized using
896 right triangles. The incident electromagnetic field is propagating in the
z-direction, while the electric field is polarized along the x-axis.
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Fig. 9. Relative H−1/2
div error of the TD-CFIE simulations for scattering by

a cuboid with respect to the frequency domain EFIE. The error peaks at the
resonance frequencies of the cuboid, indicated by the vertical lines.

D. Scattering by an Ice Cream Cone

As a third example, scattering by the PEC ice cream cone
depicted in Fig. 10 is simulated. Due to the sharp point, the
geometry is even more singular than the cuboid. Again, the
electric field is polarized along the x-axis, while the wave
propagates along the z-axis. The current is approximated by
an expansion in 1845 RWG basis functions.

The following time domain simulations were performed,
with mesh parameter 3.14 cm, and time step ∆t = 0.5 ns:

(a) spatial non-mixed collocation-in-time using third degree
Lagrange interpolators,

(b) spatial mixed collocation-in-time using third degree La-
grange interpolators,

(c) spatial non-mixed first order temporal Galerkin,
(d) first order space-time mixed Galerkin.
The relative H−1/2

div error of the time domain results with
respect to the frequency domain EFIE results is plotted in
Fig. 11. In this frequency range, the FD-EFIE does not pick
up any internal resonances. Similarly to the case of the cuboid,
the accuracy at low frequencies is dominated by the spatial
discretization. At high frequencies, it is dominated by the
temporal discretization. Over the entire frequency range, the
space-time mixed Galerkin scheme yields the most accurate
results.

VI. CONCLUSIONS

In this contribution, a space-time mixed Galerkin discretiza-
tion for the TD-CFIE has been introduced. It is spatially a
mixed Galerkin discretization in that both RWG and BC func-
tions are used in order to obtain an accurate and conforming

x

z

Fig. 10. An ice cream cone discretized using 1230 triangles, with minimal
edge length 3.14 cm. The radius of the top hemisphere is 0.3 m, the height
of the cone is 0.4 m. The incident electromagnetic field is propagating in the
z-direction, while the electric field is polarized along the x-axis.
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Fig. 11. Relative H−1/2
div error of the TD-CFIE simulations for scattering

by an ice cream cone with respect to the frequency domain EFIE.

spatial discretization of the TD-CFIE. It is temporally a mixed
Galerkin discretization in that different temporal basis and
testing functions are used. The temporal mixed discretization
has been defined for arbitrary order. The combination of the
spatial and temporal mixed Galerkin discretization is essential
in order to obtain accurate results over a broad frequency
band. This was demonstrated for different numerical examples.
Moreover, it has been shown that in order for the space-time
mixed Galerkin discretization of the TD-CFIE to be immune to
resonances, the TD-EFIE and TD-MFIE contributions need be
made consistent by insertion of the appropriate Gram matrices.

Since the interactions in a temporally mixed Galerkin
scheme can be identified with interactions in a collocation-
in-time scheme, the space-time mixed Galerkin discretization
can easily be incorporated in existing solvers. Furthermore,
the scheme introduced in this contribution is amenable to
acceleration by e.g. the PWTD algorithm [10].
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