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Abstract—Integrated optical interconnect has been identified by
the ITRS as a potential solation te overcome predicted interconnect
limitations in future systems-on-chip. However, the multiphysics
nature of the design problem and the Iack of 2 mature integrated
photonie technology have contributed to severe difficulties in as-
sessing its suitability. This paper describes a systematic, fully au-
tomated synthesis method for integrated microsource-based op-
tical interconnect capable of optimally sizing the interface circuits
based on system specifications, CMOS technology data, and optical
device characteristics. The simulation-based nature of the design
method means that its results are relatively accuraté; even though
the generation of each data point requires only 5 min on a 1.3-GHz
processor. This method has been used to extract typical perfor-
mance metrics (delay, power, interconnect density) for optical in-
terconmect of length 2.5-20'mm in three predictive technologies at
65-, 45, and 32-nm gate length.

Index Terms—Integrated optical interconneet, multidomain de-
sign methods, synthesis.

I INTRODUCTION

HE emergence of very high performance systems-on-chip
(S0C)- is. necessary.. to. achieve: future: required appli-
cation performance in terms of resolution (audio, video, and
computing) and CPU power/total MIPS (real-time encoding-de-
coding, data encryption-decryption). The shift to distributed
multiprocessor architectures is the recognized route to such
performance  and, therefore, requires organized high-speed
communication between processors. Metallic interconnect will
be highly inefficient in this role due to unachievable trade-
offs between design parameters (the main limitations due to
metallic interconnects are inter-line crosstalk, latency, global
throughput, connectivity, and power consumption).
It is believed that the concept of integrated optical intercon-
nect is a potential technological solution to alleviate some of
these issues involved in exchanging data between cores in SoC
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architectures. However, the multiphysics nature of the design
problem and the lack of a mature integrated photonic technology
have contributed to severe difficulties in assessing the suitability
of integrated optical interconnect for on-chip data transport. In
turn, these difficulties have rendered unclear the research direc-
tions for the integrated photonic device community. The objec-
tive of optical interconnect assessment should thus be two-fold:
first, to explore the performance capabilities of optical links with
existing technological constraints; and second, to provide feed-
back to be taken into account in component and integration ori-
ented research.

To enable the analysis previously described, it is necessary.to
define and quantify the specification set for the various subcom-
ponents in an integrated optical link. This requires the develop-
ment of models and tools to design and optimize optical inter-
connect in a range of technologies and under a range of spec-
ification conditions, in-order to evaluate ‘the properties of the
technologies developed. Ultimately, the objective is to compare
them to the performance of current and future electrical inter-
connect alternatives in terms of important performance metrics
(mainly area, data rate, and power). A contiguous aim is to de-
termine the specifications for which the proposed technologies
would outperform traditional interconnect.

Optical-electrical interconnection comparison is not new:
several authors have already published comparative studies
between optical and electrical on-chip interconnect technolo-
gies [1]-{3], Most of those consider expected- technological
evolutions to provide a roadmap of interconnect performance.
This is done either by using analytical models, or by a simula-
tion-based approach: Analvtical models are usually based on
ITRS! [4] or other expected future CMOS technology param-
eters and rough estimates of optical interconnect performance.
Simulation models are either self-constructed, based on ITRS
parameters, or using publicly available Predictive Technology
Models (PTM? for gate lengths ranging down to 32 nm).

In this paper, as it was intended to be able to determine de-
vice-level specifications, it was necessary to generate accurate
optical link performance estimates that can be traced back to in-
dividual component parameters. Part of the optical link consists
of analog CMOS circuitry. The design thereof can be done based
on analytical models, but it is very sensitive to MOSFET para-
sitics so it is crucial that these parameters are available, How-
ever. the data presented in the ITRS is intended for digital design
applications, This implies that estimates on transistor parasitics

Hntemnational Technotogy Roadmap for Semiconductors. {Onlinel. Avail-
able: htip://public.iirs.net

[Online]. Available: http:/fwww eas.asu.edu/~pun/

1063-8210/825.00 © 2007 (EEE




IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLS SYSTEMS. YOL. 15 N0 8. AUGUST 2007

are very rough or in some cases not even available. Hence. for
an aceurate evaluation, it is best 1o use technologies for which
simulation models are available.

For these reasons, we have developed a simulation-based ap-
proach for optical interconnect synthesis. By way of illustration,
we apply our approach to predictive technology models with
gate lengths of 65,45, and 32 nm. In contrast to the model-based
approaches, our choice implies that we presently cannot stretch
our analysis beyond 32-nm gate lengths according to the avail-
ability of models. However, according to the ITRS, a 32-nm
gate length technology (which is the smallest available transistor
model on the PTM website) would be taken into production
for high-end applications in 2008, and this is only the begin-
ning of its lifetime. Therefore, we ¢laim that our analysis does
stretch sufficiently far into the future. Also, by extrapolating ob-
served trends in performance metric evolution over technology
nodes, some insight into the possible results for future tech-
nology nodes can be obtained,

The models and software developed were. therefore, made
to be sufficiently generic in order to enable the exploration of:
1) performance capabilities of optical links with existing tech-
nological constraints; and 2) the impact of improvements in de-
vice performance on interface circuit sizing and overall link per-
formance. This set of data allows tradeoffs to be understood. as
well as their relevance in the context of overall link performance
metrics. ' ~

This paper first describes some technological and device
aspects in Section I The generation of optical link parameters
based on link specifications is based on analog synthesis tech-
niques, and the individual interface circuit synthesis methods
are described in Section III. To enable complete optical link
simulation, a number of behavioral models were developed, and
this work is outlined in Section IV, although details are outside
the scope of this paper. Section V concentrates on describing
the complete optical link synthesis method exploiting the sim-
ulation work and individaal circuit synthesis methods, as well
as the details of the investigation program. Extraction methods
concerning “inferconnect density analyses are described in
Section V1. To generate performance metric data for considered
technologies and optical link lengths, the simulation-based
quantitative assessment of optical interconnects at the physical
link level is described in Section VIL Through identification of
the impact of individual device parameter variations on partic-
ular performance metrics, an exploration of these variations is
shown in Section VI

. TECHNOLOGY AND DEVICE ASPECTS

Various technological solutions exist for using optics with
a standard CMOS SoC [5]. Our approach is generic, in the
sense that it can be applied to any type of integrated photonic
technology, as long as s behavioral model is available foreach
component (see Section 1V). In this paper, we have supposed
a microsource-based link using heterogeneous integration [6]
to achieve an above-1C optical transport layer (see Fig. 1. A
CMOS driver circuit modulates the current flowing through
the microsource laser, and thus the intensity of light emission.
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Fig. 1. Cross section of optical inferconnect structure.

The microsource is coupled to a passive waveguide structure
and provides a signal to an optical receiver (or possibly to
several, as in the case of a broadeast function). At the receiver,
the high-speed optical signal is converted back to an electrical
digital (rail to rail) signal and subsequently distributed by a
local electrical interconnect network, represented by an output
capacitance (fanout) that the link can drive. Similarly, the
overall input capacitance presented by the link to the digital
signal generator is part of the specification set for the optical
link.

To form a planar optical waveguide, the most common
CMOS-compatible materials used are polymers SisN; and
silicon. In a first approach, we assumed silicon as the core and
510, as the cladding material. 51/Si0,, structures are compat-
ible with conventional silicon technology and are transparent for
1.3-1.55 pm wavelengths. Such waveguides also benefit from
a high relative refractive index difference A = (nf — n3) /207
between the core (n; &35 for Si)and claddings (ns ~1 .5 for
51057 and enable the realization of compact optical circuits,
with bend radius of the order of a few micrometers [7] and low
pitch to crosstalk ratio. To avoid modal dispersion, improve
coupling efficiency, and reduce loss, single mode conditions
are applied to the waveguide dimensions. Fora wavelength of
1.55 pm in 8i/3i0,, the waveguide dimensions are around
0.5umx 0.22 ym (width x height),

5isN. waveguides are also contenders for optical intercon-

nect. Since the index difference is lower, the propagation delay
is also lower, but the penalty for this is higher crosstalk and
bend loss, which implies a requirement for higher pitch and lim-
ited use of bends. The waveguide dimensions for these waveg-
uides are around 0.4 pmx 0.8 pm (width x height). Data for
both types of waveguide is given in the optical link simulation
Section 1V,
Integrated 111-V sources can achieve > 10-GHz 20% total
efficiency ‘(including cotipling to waveguide) when 'biased
above a 40 p A threshold current, and have a footprint of some
10.% 10 pm? {8]. -Similarly, ‘50 .pm? InP detectors exhibit
24 GHz 70% responsivity and low (< 10 fF) capacitance 19].
Heterogeneous integration/bonding of such devices on TMOS
has also been proven [10].
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Fig. 2. Typical receiver circuit structure.

HI. SYNTHESIZABLE MODEL LIBRARY

Manual design of physically heterogeneous systems results in
long design cycles and increasingly apparent bottlenecks in the
overall design process [11]. This explains the growing aware-
ness in industry that the advent of heterogeneous synthesis and
optimization tools is a necessary step to increase design produe-
tivity by assisting or-even automating the design process. The
fundamental goal of heterogeneous synthesis is to quickly gen-
erate a first-time correct sized schematic from a set of specifica-
tions. This is critical since the heterogeneous design problem is
typically under constrained with many degrees of freedom and
with many interdependent (and often conflicting) performance
requirements to be taken into account across physical domains.
For this paper, this type of approach is essential since the objec-
tive 1s to explore the design of optical links subject to many sets
of performance requirements and to many sets of technological
and device-level constraints.

For this paper, we used our synthesis framework Runell {12},
which enables the specification and automated design of het-
erogeneous systems, using a hierarchical approach to partition
the system at a behavioral description level, and domain-specific
simulators to design individual blocks. It exploits the concept of
synthesizable' AMS IP{13], which extends the concept of dig-
ital and software 1P to the analog and heterogeneous domains.
In essence, all informafion necessary tor the design of 4 given
block is formalized in a technology independent way such that
a generic framework (such as Runelly can exploit the various
facets of the AMS [P information to arrive at a sized system
schematic satistying all performance requirements in the target
technology.

To carry out a systematic design analysis of optical intercon-
nects, a set of design requirements and synthesizable models
must be established. This section will detail the various synthe-
sizable models developed (thewr final integration into a complete
optical link synthesis method will be described in Section V).

A. Receiver Circuit Synthesizable Model

The classical structure for arecetvercircuit is shown in Fig, 2:
a transimpedance amplifier (TIA) converts the photocurrent of
a few microamperes into a voltage of a few millivolts; a com-
parator generates a rail-to-rail signal; and a data recovery circuit
eliminates jitter from the restored signal.

recovery

data
recovery

Fig. 3. Resistive feedback transimpedance amplifier and CMOS fast inverter
structure used as internal amplifier in TIA.

Of these, the TIA is arguably the most critical component,
since it has to cope with a generally large photodiode capaci-
tance situated at its input. For the comparator, scaling figures
were used from a reference circuit manually designed at the
90-nm gate length node, and the input capacitance estimated for
TIA synthesis.

it should be noted that photodetector capacitances in ad-
vanced devices can be around 10 fF or less—at this level, it is
likely that the input capacitance of the TIA iself will play a
large part in the determination of bandwidth. Bandwidth/power
ratic maximization can be achieved in the following several
ways:

¢ parametric optimization: for a given transimpedance struc-

ture, find the combination of component paramelers neces-
sary for maximum bandwidth;
= structural modification: for a given preamplifier architec-
ture, make structural modifications, usually by adding ele-
ments such as inductors for shunt peaking [14] or capaci-
fors as artificial loads or feadback [15}

= architectural exploration: use complex architectures such
as bootstrap or common-gate input stages [ 161

The basic transimpedance amplifier structure in a typical con-
figuration 1s shown in Fig. 3, with the internal structure of the

—

arpplifier used in the resistive feedback configuration [17]. In
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Fig. 4. R./A. design space with varying bandwidth and transimpedance gain
requirements.

the following analysis, (V.. represents the aggregated capaci-
tance at the TIA input node (including the photodetector capac-
itance Cy), C, represents the aggregated capacitance at the TIA
output node (including the load capacitance ), C,,, represents
the aggregated Miller capacitance between the TIA input and
output nodes, I7; represents the feedback resistance value, R,
represents the fast inverter output resistance, and A,, represents
the fast inverter voltage gain. The bandwidth/power ratio of this
structure can be maximized by using small signal analysis and
mapping of the individual component values to a filter approx-
imation of Butterworth type, which gives

Ry~ Ry A,
g f (n

.

TS TTAL
] 1+ A, o
T R, \| My (M, + M, + M, M) =)
ST M (1 M)+ M, M (14 AL
where the multiplying factors M; = R;/R,, M, = C,/C,,
and M., = O, /(C, are introduced. normalizing all EXpressions

to the time constant 7 = [, . By rearranging these equations,
it is then possible to develop a xmthmzs procedure which. from
desired transimpedance performance criteria (7 o1, bandwidth,
and () and operating conditions {C. ;) generates component
values for the feedback resistance I and the volta wge amplifier
(A, and ).

‘Taking into consideration their physical realization, ampli-
fiers with requirements for low gain and high output resistance
(high R,/A, ratio) are the easiest to build, and also re 2quire
the least quiescent current and area. Fig. 4 shows a plot of this
quantity against the TIA s;,secs?i“’z{ig}m {banéwéd%h and tran-
Séi’;}?ﬁ{i&ﬁ{:i} gain} for O, = O, = 400 fF and Cy =0 o=

%‘}g}%“zmaiﬁ equations for the small signal characteristics
and bias conditions of the circuit allow a first cut sizing of the
amplifier. The solution is then fine tuned by a local numerical
optimization method driven by a sum of weighted cost functions
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Fig. 5. Evolution of TIA characteristics {power, area, noise) with technology
node for Zg0. BW = 1 THz{}, Cd = 400 {F. (1 = 45 {F.

to achieve the desired values of A, and R,,, using simulation for
exact resulis [18]. Parasitic capacitances are extracted from the
resulting transistor sizes and are used to update the values of
¢, and C,. The transimpedance amplifier sizing and amplifier
optimization steps are subsequently run again with continually
updating values of A,, I, C,, and C,, until the process con-
verges.

Using this methodology and predictive BSIM3v3 and BSIM4
models for technology nodes from 65 nm down to 32 nm, we
generated design parameters for 1-THz{} transimpedance am-
plifiers to evaluate the evolution in critical characteristics with
technology node. Fig. 5 shows the results of transistor level
simulation of fully generated photo-receiver circuits at each
technology node. According to traditional “shrink” predictions,
which consider the effect of applying a unitless scale factor of
1/s to the geometry of MOS transistors, the quiescent power,
and device area should decrease by a factor of 1/5°. Between
the considered technology nodes 65-32 nm, s° = 4, which is
approximately verified through the sizing pmcedure {quiescent
power scales by 1/4.4, gate area scales by 1/3). This method-
ology also allows us to find a particular specification to a given
tolerance, as shown in Fig. 6. This shows the active area and
power of the generated TIA for bandwidths of 1-5 GHz (with
Zgy = 1 kS and ) = 1//2 in the 45-nm technology).

B. Driver Circuit Synthesizable Model

The basic current modulation configuration of the source
driver circuit is shown in Fig. 7. While more advanced driver
schemes exist (such as voltage-pulsed drivers [191), the current
modulation circuit is sufficient to evaluate the characteristics of
the overall link in a systematic way. The source is biased above
its threshold current by M5 to eliminate turn-on delays, and as
the bias current value is the main contributing factor to emitter
power. reducing the source threshold current is a primary

evice research objective (figures of the order of 50 uA appear
achievable [8]). Device A, modulates the current flowing
through the source, and consequently the output optical power
injected into the waveguide. The reduced dimensions of the
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Fig. 7. Basic current modulation source driver circuit.

microsource (with respect to commercial VCSELs) translate to
lower parasitic capacitance and good bandwidth performance.

This circuit is sized simply by numerical bisection using the
required values for the modulation current 7,,, and the bias cur-
rent [ (a unique solution exists).

IV. SIMULATION

To enable complete link simulation in an EDA framework,
it is necessary to develop behavioral models for the optoelec-
tronics devices and passive waveguides. For ali behavioral
models, the choice of an appropriate level of description is
prerequisite to developing and using the models in the required
context. Essentially, the deseription level falls into one of two
categories: functional modeling or structural modeling. A func-
tional model will describe the behavior of a device according
to its specifications and behavioral equations, without defining
the structure of the device. A structural model will describe
the behavior of a device according to its internal structure
and physical parameters, without necessarily satisfying the
specification criteria (which do not have to be formalized in
this approachl

Ideally, both functional and structural models should exist for
the devices considered. However, this is not absolutely neces-
sary and careful consideration was given fo choosing the ap-
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TABLE 1
OPTICAL DEVICE PARAMETERS
Parameter Min. value Miax. value Units

u | Total efficiency 0.1 0.3 mW/mA

Z | Area 10x10 160x168 um’

@ | Threshold current 1.5e-5 1.5¢-3 A
Bandwidth 10 GHz
Parameter Min, value Max. value Units
Responsivity 0.5 0.7 mA/mW

5 | Area 10x10 106x108 um

3 | Capacitance te-15 le-13 F

& | Dark current le-18 A
Noise current le-15 A
Bandwidth 20 GHz
Parameter SO¥ SiyMy Units
Guide index 3.45 2.0
Ciladding index 1.46 1.46

5 | Height 0.22 0.8 unt

%, | Width 0.5 0.4 um

% | Pitch 1.le-6 de-6 m

& | Loss 2. 1.5 dB/cm
Delay 133 6.7 ps/mm
Fxcess bend loss 0.027 1.52 dB/90°
Bend radius 2 10 wm

T Ve
(n
\ %Z%
isaurce 'phom
]
' current resistive
" O~_§ modulation feedback " v
driver transimpedance | — * out
1 circuit ampiifier }
v

Fig. 8. Optical link schematic.

propriate description level for each device. Since the source be-
havior is arguably the most complex and likely to exhibit non-
linear behavior (thermal roll-off, temperature changes) impor-
tant to complete link simulation, it was decided to model this
element at a structural level. The waveguide and detector were
modeled at a functional level

The models were all implemented in the OVI-96 Verilog-A
subset of Verilog-AMS, an extension of the IEEE [364-1995
Verilog hardware description language. This extension is an in-
dustry standard for analog simulation model description and
can be simulated with 2 number of general-purpose circuit sim-
ulators (we use Spectre). This way the optical and photonic
devices can be simulated together with the interface circuitry
and with the rest of the optical link given adequate simulation
models. This enables interesting optimization strategies (e.g..

joint power optimization) and the analysis of link performance

sensitivity 1o various parameter variations as well as tempera-
ture changes.

Detailed description of these models {201 is outside the scope
of this paper, but the device parameters for optical intercon-
nect varied in this analysis are shown in Table L with minimum
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Fig. 9. Optical link sizing method.

and maximurm values defining the limits of the parameter vari-
ation. These limits are based on discussions with experts in the
field [21], and on data available in the literature on sources [8],
waveguides [7], and detectors [9]. The values in bold italics rep-
resent the {pessimistic) nominal values.

This enabling design technology was essential to carry out
simulation in an EDA environment of the complete optical
link, associating these behavioral models with transistor-level
circuit schematics. The nonlinear behavior of the niicrosource
laser-was miodeled (enabling visualization of physical limits)
and converges systematically in Spectre. Achieving complete
link simulation was a necessary step to enable subsequent
simulation-based link synthesis (using interface circuit design
variables) over a range of target technologies and specification
sets toextract hnk performance data; The iterative optimization
step is facilitated by the low simulation time reguired for the
complete link (a few seconds for ten data bits on g 1.3-GHy
PIOCEsSsor):

POINT=TO-POINT LINK SYNTHESIS

The objective of our paper was 1o carry out transistor-level

sizing of the receiver and of the driver circuits according to com-
piete link specifications. The optical link under consideration is
represented by Fig. 8 {the CMOS structures used at fransistor
level are fixed in this synthesis procedurel.

A, Svnthesis Procedure

The synthesis approach implemented consists of creating sce-
narios allowing the specification of each model, evaluation, and
design methods, and of communication between the different
blocks using synthesizable AMS IP. A device library containing
the synthesizable models of sach device inthe optical link based
on the UML language was developed 1o aliow the modeling of
this hierarchical synthesis problem. The procedure used to au-

tomatically synthesize an optical point-to-point link is shown in
Fig: 9.

The process starts by defining the photodetector character-
istics and the required data rate. Using the method described
in Section IH-A, the transistor-level schematic for the tran-
simpedance amplifier is automatically generated and linked to
a manually scaled comparator circuit.

The value of the root mean square (rms) noise POWET i,, is
extracted from simulation of the schematic and ‘updated for
each synthesis loop using the Morikuni formula [19] in the
transimpedance amplifier noise calculations

o

. arr

’i = <2Q {Igaic + I(}ﬂﬁx} B e > iD

2 (27Cp)
LT oS

AT
T DB 4.

where
Co=d &+ :{g!‘me
D= Rt‘) {Ca + {js;} 4 E:z}f {Cx + {}nsé + .‘}m}g;’f{r;{?m
E=R/R,C,+C,)Cn+C.0,) 5

For a given bit error rate (BER) specification and noise signal
asgociated with ‘the photodiode and transimpedance ¢ircuit, we
can‘then the optical signal sower AP, re-
quired by the receiver to operate at the given error probability

AP ey, x BNR (6)
where

SNE = Xa:ﬁyif 7

Here SMNE represents the linear signal-to-noise ratio (absolute
value, not in decibels). BER, defined as the rate of error ocour-
rences, is one of the main criteria in evaluating the performance
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of digital transmission systems. Inouranalyses, we fixed BER at
107" bits ™ (this corresponds to 1 error/3.17 years for a single
link at 10-Gb/s communication, or 1 error/18 days for a 64-bit
data bus at the same data rate.}

The value of the power which needs 10 be emitted by the laser
source is evaluated from the calculated value of the minimum
optical power at the receiver, and from the power losses induced
by the waveguide structure (length and intrinsic loss, number of
bends and loss/90° bend) and coupling: These figures depend to
a large extent on the materials used.

The final sizing step is to calculate the driver and associated
bias and buffer circuits using the emitted power value and the
source characteristics in conjunction with the method described
in Section HI-B. This then enables the simulation of the com-
plete optical link, using transistor-level schematics for the in-
terface circuits and behavioral models for the photonic devices.
From the simulation results, the performance criteria can be ex-
tracted.

Using this approach, the synthesis problemis considered to be
complete, such that no constraint partitioning is required. In fact,
the constraints are derived directly from system specifications,
and thus constraint exploration is achieved directly by the user,
as shown in the investigation strategy detailed in Section VIL

B. Metrics

In order to be able to evaluate and optimize link performance
criteria correctly, a clear definition of the performance metrics
is required:

First, the aim is to establish the overall power dissipation for
an optical link at a given data rate ‘and BER. The calculation
is essentially. conditioned by the receiver as explained before,
since the BER defines the lower limit for the received optical
power.: This lower limit can then be used to calculate the re-
quired power coupled into waveguides by optical sources, the
required detector efficiency (including optical coupling) and ac-
ceptable transmission losses. Power can then be estimated from
source bias current and photo-receiver front-end design method-
ologies.

For interconnect density aspects, source and detector sizes
must be taken into account, while the width, pitch, and required
bend radius of waveguides is fundamental fo estimating the size
of the photonic layer. On the circuit layer, the additional surface
due to optical interconnect is in the driver and receiver circuits,
as well as the depassivated link to the photoni¢'layer. The circuit
layout problem is compounded by the necessity of using clean
supply lines (i.e., separate from digital supplies) to reduce noise
(for BER).

The data rate is essentially governed by the bandwidth of the
photo-receiver: high modulation speed at the source is gener-
ally more easily attainable than similar detection speed at the
recetver. This 1s essentially due to the photodiode parasitic ca-
pacitance at the input of the transimpedance amplifier:

The limitations of this analysis are the following:

« PTM models do not take noise into account particularly

well, which means that no real noise analysis can be car-
ried out. However, in the sizing process, this problem was

TABLEII
LINK SPECIFICATION SET
’ Scenario | prvies | prMds | PTMB32
arameter
BER bits” 107 107 10!
ITRS max. frequency bits | 2.98x10° | 520 10" | 1.10% 10"
Link length mm | {25720} {2,520 {2.5,207
Activity rate i 1 i
Ambient temperature °C 70 70 70
Vdd (CMOS) y 12 1.1 1.0
TABLE I

OPTICAL INTERCONNECT ROUTING DENSITY PARAMETERS

ps - [ number of IP blocks in row
o, |- side'of total chip (m)

Sy | x-~direction source pitch (m}
S: ~direction source pitch (m)
dy | x-direction detector pitch (m)
d y-direction detector pitch (m)
wy | waveguide pitch (m}

wp | waveguide bend radius (m)

12; 10}

0.02

{10e-6; 100e-6}
{10e-6; 100e-6}
{10e-6; 100e-6}
{10e-6; 100e-6}
{1:1e-6;4e-6}
126-6; 10e-6}

circumvented by using the Morikuni formula to estimate
noise at block level:

* No automatic layout generation tools were useéd as it is
not in general possible to achieve optimal layout for high-
speed analog circuits. Parasitic capacitances were, there-
fore, extracted from layout estimations rather than from
real layouts:

C. Specifications

Table II shows the sets of specifications used for analysis and
interface circuit sizing, Three predictive technologies were con-
sidered for this-analysis: PTM models [23]} for 65+, 45-, and
32-nm gate length technology nodes:

VI INTERCONNECT DENSITY ANALYSES

In this paper, we supposed that only one photonic routing
layer would be available above IC. The impact of this hypoth-
esi§ ig that interconnect links can only be defined in a single
routing direction {this -does not exclude the occasional use of
bends to avoid routing obstacles) due to unacceptable crosstalk
(around 10% power loss) for straight waveguide crossings; and
unacceptable area penalties (around 10 x 10 um?) for optimized
crossings (1% power loss at 1.55-pm wavelength) [24].

Direct optical link bundles (see Fig. 10) were considered to
be used for all inter-processor communication, except between
physically adjacent processors {electrical buses used in this
case}. Normally of course, a design engineer would not create
a fully connected architecture, but this is still a useful example
to explore and quantify achievable interconnect density.

A number of parameters were defined in order to carry out
interconnect density analyses, and are summarized in Table 111

Hwe assume that the overall chip is square, then the total chip

size = ¢2. If each IP block is also square then the IP block size
= ¢2 /p%. Since the coupling from sources to waveguides and

&

from waveguides to detectors is electromagnetic, we used the
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cptical routing
; bundles”

optical routing
nhang}éis

routing scheme

(g}

Fig, 10. Routing scheme for processor matrix showing: (a) organization of routing bundles and channels and detail of source/detecior mafrices at each end of a
bidirectional link and (b) example routing schemes and optical ronting channel count for odd (5) and even (10) 1P block number cases.

routing scheme shown in Fig. 10(a) to prevent any waveguide
routing below an optoelectronic device and avoid in this way
any potential crosstalk issues. If 5, # d,, then using minimum
device spacing will result in data skew and should be evaluated
or ayoided by nonoptimal spacing of the smaller device fixin g
S = d, = max(s,,d,). This approach will also result in a
delay penalty due to longer waveguide lengths.
For a given number p. o IP blocks, we can then calculate the
following:
¢ the number of optical routing channels necessary for total
connectivity (excluding adjacent IP block communication
which will be carried out by electrical interconnect);
s the maximum number of links in each bundle, based on
waveguide pitch and optoelectronic device dimensions.

A, Number of Optical Bundles

The number of necessary optical touting channels can be cal-
culated by examining the connection scheme between IP blocks
and determining the number of channels at the plane where the
maximum connection density occurs. A number of cases can be
considered in order to derive a general model for the number
of necessary channels, as shown in Fig: [0(b). In fact two basic
cases can be extracted: for an even nuniber of IP blocks, asingle
dense plane exists, whereas for an odd number of IP blocks, two
dense planes exist,

in general?

Pl foorlp. = 1/2)

M=pepa-2=-3 i~ > p-% (®

=2

This is shown in graphical form in Fig. 11.

B, Number of Optical Links Per Bundie

The total number of optical links in 2 row depends on the side
of the total chip c,., the number of rows (equal to p, if the chip
is square and the IP blocks are also square), the pitch between

3Floor is the function that ronnds » real nuinber (o the integer closer to zero,

25

J {-‘-Number of bundies{

20

15

5 7 8
Mumber of IP biocks
Fig. 11 Number of channels for varying number of IP blocks.

waveguides w,, the source and detector pitches (82,84,de,d,),
and wavepuide bend radius.

The maximum average number of aligned sources or detec-
tors over the width of an IP block, n.; is calculated as

Teqd = Hoor

The mazimum number of inks i a Tow, 18 caleulated as

3
L

g {10

ni = Hoor : s T2,
max (8. dy ) + 2 + nogw, /}

The maximum number of bidirectional links in a bundle n,,
s calculated as

A= Aoor el ey

Fig. 12 shows a plot of the maximum achievable number of
i-directional links in 2 bundie for varying numberof IP blocks
in a row and varying source/detector sizes Gsing this routing
scheme. It can be seen for example that 64-bit. “crosstalik-free”
optical communication buses between 8 IP blocks in a single
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modulator

16000
1000
100
10 e
o =eyy=1 lum ;) sxEsy=dx=dy=10um -\\_&
T -Ewy=1.tum ;) sxEsy=dx=dy=50um . T
i Twy:?.’iﬁm : sx:syzdxzdy:1geum z
1
3 4 5 6 7 8 9 16

Nurnber of 1P blocks

Fig. 12. Number of optical links per bundle for varying number of IP blocks
(waveguide pitch = 1.1 prm).

row can only be achieved for source/detector sizes of around
10 % 10 pm? and waveguide pitch of 1.1 pm.

C. Via Stack Calculations

In order to calculate the area penalty (at the CMOS level)
of the via stack for passing a relatively high level of current
(mainly driver modulation current to the source), we calculate
the via matrix area A, defined by host technology characteristics
and the maximum current passing through the stack. The area
required by the via matrixis A = N(a-+b)?, where A represents
area (um?), N represents the number of contacts in the matrix, a
and b represent minimum contact width (zem) and spacing (pm),
respectively.

The overall surface area of a given metal, Na?, is proportional
to the maximum current [, following N = k&, Zmax/a,?,
where k,,, is a constant associated with the via metal. Rewriting
the equation for A

b’{‘Zaa—bj> (12)
el I 1

A = kpdiax (i g B
a

\

Based on a set of industrial 130-nm gate length design rules
for which damascene copper is used for all metal layers, we can
empirically determine that for the upper-level vias {(worst case)
b = 0,466 m?®/mA.

Even if ¢ and b scale with shrinking process rules, it is trivial
to show that o does not scale with the shrinking factor, as long as
o and b retain the same ratio to each other. In the aforementioned
130-nm gate length process, a = .36 pm and b = 0.54 pm for
via. Hence

; ay iy gun ek
Alum®y = 29137 ..

For example, if [, 18 situated at around 5 mA, the total via
stack area as seen at the circuit level is 14.56 um*.

Fig. 13. Skeleton layout for current modulation driver circuit.

D. CMOS Interface Circuit Area Calcularions

In order to validate the area work, the final step is to estimate
the real circuit area necessary from gate area sizes. In the ab-
sence of satisfactory high-speed analog layout synthesis tools,
our approach was to define a skeleton layout* based on worst
case transistor sizes and derive technology independent layout
rules from this. An important consideration in this work is the
actual size of the via stack and its position in each interface cir-
cuit layout. The resulting estimated layout was used both to cal-
culate circuit area and also to estimate parasitic capacitances on
all circuit nodes.

Following transistor-level synthesis of the interface circuits
under worst case conditions (65-nm technology for 20-mm link
length, 1.5-mA source threshold current and 10% efficiency,
2.7-dB/cm waveguide loss, 100-fF photodiode capacitance and
50% responsivity), the total gate area of the interface circuits
was calculated. The total circuit area was estimated from this
using the skeleton layout template shown in Fig. 13 (including
via stack area) and the lambda rules described in the Appendix.

For the receiver circuit, a similar analysis to that of the driver
circuit was carried out using the skeleton layout shown in Fig. 14
to enable prediction of actual circuit size from transistor gate
dimensions.

The total area was estimated using this method as 55.5 pm?.
This worst case figure for overall CMOS area is considerably
less than the area required for the smallest active device. As
such, the active devices remain the limiting factor for area con-
cerns rather than interface circuits.

VI INVESTIGATION PROGRAM RESULTS

A. Gate Area Analysis for Varving Technologies

The link sizing method described in Section V was applied
according to the specifications for the PTM 65-, 45-, and 32-nm
technologies. Fig. 15 shows the results in terms of gate area
{i.e., transistor channel dimensions only), extracted as the sum
of all wansistor gate channel areas W - L. These results show
that the gate area meltric approximately verifies the scaling law

tayout defines relative positions of istors, without associ-

ation concerning actual ransistor sizes,

ating any infor
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Fig. 14. Skeleton layout for receiver circuit.

=g DTM32 - 1.1um pitch
§ L =& PTM45 - 1.1um pitch
[~ PTMB5 - 1.1um pitch |

4 - _
3 4
I e . e = "/.
14 /
0 : :
25 5 75 10 125 15 175 20
Link length (mm)

Fig. 15. Total CMOS gate area { pym?) for varying optical interconnect length
and technologies.

{,432 nm ~ 2443 nm - 82 = A@’; nm * 53 . %’2) where s is 8(}1135

to 0.7 (scaling factor between technology generations).

B. Delay Analysis

The link sizing method described in Section V was applied
according to the specifications for the PTM 65-, 45-, and 32-nm
technologies. The 50% propagation delay was extracted from
sirnulation, as well as a point of reference in the form of the
intrinsic waveguide delay, using fror = 13.3 ps/mm for the
5i/Si0, waveguidesS Fig. 16 shows the delay results for varying
tink lengths.

It can be seen that: 1) the circuir delay (i.e., the difference
between the total delay and the intrinsic waveguide delay)y de-
creases with smaller gate lengths and 2) the same quantity also
decreases with longer interconnect. This latter effect is due to
higher modulation current /,,,, required 1o compensate higher
overall waveguide loss, being able to drive the source capaci-
tance faster.

STOF: Time of Flight.

450
400

350

300 +—

250

200
150 /
100
50 F—

ol

25 5 75 10 125 15 175 20
Link length (mm)

—o—PTM32 - 1.1um pitch
~&—PTM45 - 1.1um pitch
=he=PTM65 - 1.1um pitch |
=¥ nfrinsic waveguide delay (Si02) )

Fig. 16. Total link delay (ps) for varying optical interconnect length and tech-
nologies.

30 T
e=f=PTM32 - 1.1um piteh |

wle PTA45 - 1.1um pifch |
25 1 et PTMBS - 1.10m pitch |

/
a
: A—-——-ﬁ—-—f——“"”_‘/{

10 -
5 4
0 — — ‘ ;
25 5 75 10 125 15 175 20
Link length (mm)

Fig. 17. Average static power (in milliwatis) versus interconnect length for
PTM 65-, 45-, and 32-nm technologies.

C. Power Analysis

The link sizing method described in Section V was applied
according to the specifications for the PTM 65-, 45-, and 32-nm
technologies. The average static power was extracted from tran-
sient simulations using

5 fsoar{‘(;»;, + j&('ﬂl{i‘(ﬁt’; S gdotg + Ideig e
P = -i/)mi—w‘é‘d

Lovey + Tove, .
e Y — Vid {Ii}

where logurce. faee and I, represent the currents flowing
through the source, detector, and circuit voltage supplies of
V. Vi, and Vi, respectively. Fig. 17 shows the average static
power results for varying link lengths.

The average swiiching energy is calculated from rising and
falling edge transitions (extracted from simulations as the inte-
gral of supply currents in edge transitions). Fig. 18 shows the
average switching energy results for varying link lengths.

Using static power and switching energy information, the
total power can be calculated (see Fig. 19).
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7 H
6 x =&=PTM32 - 1.1um pilch
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25 5 7.5 10 12.5 15 17.5 20
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Fig. 18, Average switching energy (in picojoules) versus interconnect length

for PTM 65-, 45-, and 32-nm technologies.
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~¢—PTM32 - 1.1um pitch |
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Fig. 19. Total power (in milliwatts) versus interconnect length for PTM 65-,
45-, and 32-nm technologies.

120
=$=PTM65nm

100 - ~B=PTM4SIM |

5 | B —4—PTM320m

3 4 5 & 7 8 9 10
Number of IP blocks in row [N}

20.  Total power dissipation (W) for varying number of interconnected 1P

The figures for aggregated maximum number of links per
optical bundle and associated bundle lengths (including addi-
tional length due to device staggering) were then used in con-
junction with the total power dissipation figures to calculate the
total power in one row of interconnected IP blocks, for varying
aumber of IP blocks (from 2 to 10) (see Fig. 20). It can be

400
350 +— — T
300 Wf‘—
250 | ét/- ,
M‘M*
200 .
180
100 + | ——PTM45 - 6.7ps/mm delay L
| ~8-PTM45 - 10ps/mm delay |
50 { —&—PTM45 - 13.3ps/mm delay ———
0 - - : . - .
2.5 5 7.5 10 12.5 15 17.5 20
Link fength (mm)
Fig. 21. Total link delay (in picoseconds) for varying interconnect length and

waveguide intrinsic delay: PTM45 nm.

seen that the total power decreases with a rising number of IP
blocks. This is due to the fact that, while there are more links,
each link is shorter. Power increases exponentially with length
and is dominated by the source power. For a 10 x 10 matrix of
IP blocks, and for the most long-term technology node (32-nm
printed gate length), this analysis gives a total power of 33.3 W
(source threshold currents of 1.5 mA). Compared to the figure
given by the ITRS for maximum power at this technology node
(167 W), this works out as equal to 20% of total power.

These results show the capacity of the method to synthesize
optical links subject to technological specifications, both CMOS
and optical. The generation of each data point requires approx-
imately 5 min on a 1.3-GHz processor.

VIHI. DESIGN SPACE EXPLORATION

By carrying out variations on the photonic device character-
istic set (within the bounds established in Table ) and rerunnin g
the investigation program, it is possible to establish the impact
of individual device characteristics on link performance. This
section presents some conclusions from this analysis, as an il-
lustration of the type of feedback our approach can give to pho-
tonic device engineers.

A, Improvement of Waveguide Materials
F &

Overall link delay (see Fig. 21} can be reduced by about a
factor of 2 for 20-mm interconnect length by shifting to lower
index waveguide materials. Interestingly, it can be seen from
the figure that the waveguide delay increase for longer lengths
is compensated for by faster modulation with higher currents,
leading in some cases to a decrease in interconnect delay with
length. It should be possible, in this configuration, to optimize
the system such that overall delay is constant for all interconnect
length. This would enable synchronous data communication and
reduce dependence on data recovery circuits.

B. Reduction of Source Threshold Current

Source threshold current has a significant impact on static
power (see Fig. 22). Approximately 5 mW can be saved by
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Link length (mm)

Fig. 22, Average static power (mW) for varying interconnect length and source
threshold current: PTM45 nm.

5 L

Wi

Fig. 23. Schematic A-rule layout used for inverter active area and standard cell
area approximations.

bringing the threshold current down to 150 1A from 1.5 mA.
While the additional reduction down to 15 1A appears negli-
gible in the context of overall link static power, it should be
noted that, when multiplied by the total number of links on the
chip, even a small individual power saving can represent a sig-
nificant reduction at the chip scale

IX. CoNCLUSION

This paper has described a methodology and toolset for the
systematic design space exploration of integrated optical inter-
connect. In particular, it allows the automated design of optical
links, resulting in a significant reduction in design time and,
more importantly in this context, the capacity to carry out a de-
tailed analysis of the available design space. This technology
is particularly useful for repetitive design of fixed optical link
structures subject to varying design constraints, technology pa-
rameters, and performance requirements. Further, as designer
variability is removed from the overall design process, the re-
sulting set of designs is likely to be relatively coherent and this
facilitates interpretation of data and extrapolation to foture de-
sign scenarios.

TABLE IV
SUMMARY OF PSEUDO-LAYOUT PARAMETERS AND EQUATIONS TO DERIVE
CMOS CELL AREA ESTIMATES

Symbel Interpretation Value or equation
Het (M) Standard cell height 69
Wamax (A} Maximal total active width, 47
iLe.maximal available cell
height for MOSFET diffusion
regions
W, (&) NMOS gate width, expressed Set by designer
as a multiple of
W, (A) PMOS gate width, expressed as | Set by designer
a multiple of 4
F Number of fingers in NMOS cetl{ (Wt W) / W s )
and PMOS transistors (equal)
Wit (A) Width of individual NMOS W,/ F
fingers, set equal to width of
NMOS diftusion region.
Wairp (A) Width of individual PMOS W, /F
fingers, set equal 1o width of
PMOS diffusion region.
L\ MOSFET channel length 2
S Spacing between gate poly and | 1
metal
Lo (A) Width of metal above diffusion | 4
region contact
B Border at right and left edges of | 6
cell
Laitrent (M) Length of MOSFET diffusion Le+S8=5
region at the edges
Laitrine (A) Per MOSFET length of 0.5(L.+28)=3
diffusion region if between
fingers
Lt (A) Total length of diffusion region | 2Lgigext2 (F-1) Lairrine
(for active area calculation) = 6F - 1
Lact (A1) Total active area length Laitraos + F L= 8F - 1
Weai (A) Standard cell width Loc+ 2B = 8F + 11
Agae O Total gate area F L (waimnt+Wap)
= 2F (Waigrn+Warrp)
Aacive (A} Total active area Laet (Waitrot Woirnp)
=(BF-1)(Waitso+ Wairrp)
Acett ( ij Total cell area Weatt Heett = 69 Wy

We have illustrated the direct application of our approach for
link synthesis and technology performance characterization by
analyzing optical link performance for a single set of photonic
components and three CMOS technology generations. We have
also hinted at the ways our toolset can be applied to generate
useful feedback from system designers to component designers.

APPENDIX
A-RULE SET FOR LAYOUT CALCULATIONS

Ina A-rule layout, all distances and design rules are expressed
in so-called A-units. This means that the layout grid unit is called
A, and it is set to half the minimal gate length (A = L/2). All
distances are expressed as a number of grid units. If the J-based
design rules are not made too tight, a A-rule layout can be ported
across several technology generations. In this paper, the specific
design rules used were taken from an existing standard cell Hi-
brary and reexpressed as a function of A

For determining the finger widths, we have simplified our cal-
culations by making all fingers equally wide. Hence, we are dis-
regarding finger width restrictions from the layout grid, since we
expect this will have very little impact on the simulation results.
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As an example of how a scalable A-rule layout template can
be used to estimate layout area, we give a complete illustration
for the case of a sample inverter (see Fig. 23). Table IV summa-
rizes the design rules and equations that can be used to derive
CMOS area estimates.
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