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I. INTRODUCTION

This paper addresses the problem of match-
ing vehicles as they are imaged by stationary
cameras with non-overlapping views, for the
traffic surveillance in tunnels. Since such sys-
tems can contain hundreds of cameras which
observe dozens of vehicles each, computa-
tional efficiency is essential. Our work is fo-
cused on extraction of simple, yet informative
and robust descriptor of the vehicle appear-
ances from their images and matching of the
extracted descriptors to identify vehicles in dif-
ferent cameras.

II. PROPOSED METHOD

We propose a vehicle appearance represen-
tation based on signatures that are horizontal
and vertical Radon transform like projection
profiles of the acquired vehicle image (see Fig.
1). Matching of the signatures from different
observations is done by a simple combination
of 1-D correlations. One signature is shifted
over the other and the maximal correlation co-
efficient is their matching measure. The final
similarity measure of the vehicle images is cal-
culated as a module of a 2-D vector formed
by correlation values between the correspond-
ing vertical and horizontal signatures. Exper-
iments on 300 vehicle images extracted from
real tunnel videos validate our approach and
show better performance than other methods
(2-D image correlation, SIFT [1], eigenvectors
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Figure 1. Vehicle images from two cameras and
their horizontal signatures. Signature peaks
correspond to the brightness changes of vehicle
parts and patterns. There is a clear similarity in
behaviour of the signatures.

[2]). Our method has similar or better accu-
racy, yet it is computationally much more effi-
cient.

III. CONCLUSIONS

Our method significantly reduces the amount
of data and computations needed for vehicle
matching. Hence, it can be used for vehicle
matching on embedded systems (e.g. smart
cameras) or on a central server without a need
for sending the images between the cameras
or to the server. This significantly reduces re-
quirements for communication links capacities
and processing power.
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