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ABSTRACT – Methanol and ethanol are interesting spark-ignition engine fuels, both from a 
production and an end-use point of view. Despite promising experimental results, the full 
potential of these fuels remain to be explored. In this respect, quasi-dimensional engine 
simulation codes are especially useful as they allow cheap and fast optimization of engines. 
Since methanol and ethanol have different properties compared to gasoline, it is important to 
know how to modify simulation models currently calibrated for gasoline operation to operate 
on gasoline-alcohol blends or pure alcohols. The aim of the current work was to do a 
sensitivity analysis of a quasi-dimensional model for spark ignition engines running on 
gasoline-alcohol blends. Therefore a new correlation for the laminar burning velocity of 
gasoline-alcohol blends is implemented in the quasi-dimensional model. Several factors (such 
as the laminar burning velocity, initial flame kernel, residual gas fraction, turbulence…) have 
been investigated and the sensitivity of these factors and the used submodels on the predictive 
performance was assessed for different gasoline-methanol blends. The results show the 
importance of the laminar burning velocity correlation, the initial flame kernel and the 
estimation of the residual gas fraction. 
 
TECHNICAL PAPER –  
 
INTRODUCTION 
The use of sustainable liquid alcohols in spark-ignition engines offers the potential of 
decarbonizing transport and securing domestic energy supply while increasing engine 
performance and efficiency compared to fossil fuels thanks to a number of interesting 
properties [1]. The most significant interesting properties of light alcohols include: 

- High heat of vaporization, which causes considerable charge cooling as the injected 
fuel evaporates 

- Elevated knock resistance, which allows to apply higher compression ratios, optimal 
spark timing and aggressive downsizing. 

- High flame speeds, enabling qualitative load control using mixture richness or varying 
amounts of exhaust gas recirculation (EGR). 

Driven by the Renewable Energy Directive in the EU [2] and The Energy Independence and 
Security Act in the US [3], biofuels like ethanol are likely to be used at increasingly high 
concentrations in gasoline over the next years due to the compatibility with modern vehicles 
and the distribution and fueling infrastructure. For now, bio-ethanol has the lion's share when 
it comes to non-petroleum-derived transportation energy. Despite of the projected growth, 
bio-ethanol is not considered to be viable in the long term as a substitute for fossil fuels, due 
to the biomass limit [4]. This biomass limit is different for each country, and depends on the 
amount of biomass that can be grown there, the amount of energy required by the country, 
any impact of land-use change that may arise, and limits set by any impact on the food chain 
[5], [6]. It has been estimated that this limits the potential of biofuels to about 20% of the 
energy demand in 2050 [7]. 



Compared to ethanol, methanol is actually more versatile from a production point of view. 
Methanol can be produced from a wide variety of renewable sources (e.g. gasification of 
wood, agricultural by-products and municipal waste) and alternative fossil fuel based feed 
stocks (e.g. coal and natural gas). A number of workers have even proposed a sustainable 
closed-carbon cycle where methanol is synthesized from hydrogen, produced from renewable 
electricity, and atmospheric CO2, thus forming a liquid hydrogen carrier and making it an 
‘electrofuel’ [8]. 
Methanol has been successfully used in large-scale fleet trials [9] and the potential of neat 
light alcohol fuels (methanol and ethanol) and alcohol-gasoline blends has been demonstrated 
experimentally in both dedicated and flex-fuel alcohol engines [10, 11].  
Despite promising experimental results, the full potential of alcohol fuels and their impact on 
engine control strategies remain to be explored, especially since advanced engines incorporate 
a host of technologies and thus many degrees of freedom for engine optimization. Today 
these issues can be addressed at low cost using system simulations of the whole engine, 
provided that the employed models account for the effect of the fuel on the combustion 
process.  
 
In this respect quasi-dimensional engine simulation codes are especially useful as they are 
well suited to evaluate existing engines, performing parameter studies and predicting 
optimum engine settings without resorting to complex multidimensional models [12]. At 
Ghent University, a quasi-dimensional code (Ghent University Engine Simulation Tool or 
GUEST code ) for the power cycle of engines fuelled with hydrogen or pure (m)ethanol has 
been developed and validated during earlier work [13-15]. The current work aims to extend 
this code to (m)ethanol-gasoline blends. In this paper elements of this work pertaining to the 
power cycle simulation of engines running on methanol-gasoline blends are presented. 
 
SIMULATION PROGRAM  
Framework and assumptions - The focus in this paper is an analysis of the power cycle model 
for engine operation on methanol-gasoline blends. 
The in-house GUEST code was coupled to a commercial gas dynamics simulation tool (GT-
Power [16]) during the current work, to enable simulation of the entire engine cycle.  
 
The current two-zone quasi-dimensional power cycle model was derived using several 
standard assumptions, as mentioned in [12, 13]. The equations for the rate of change of the 
cylinder pressure , burned and unburned temperatures,   and , are 
derived from conservation of energy. Additionally, a number of models and assumptions are 
necessary to close these equations: 

- Heat exchange is calculated separately for the cylinder liner, cylinder head and piston 
based on an extension of the Woschni model discussed in [17]   

- The CFR (Cooperative Fuel Research) engine used for validation of the simulation 
(see later) has a simple disc-shaped combustion chamber and ran at a fixed speed of 
600 rpm. Therefore turbulence quantities are calculated using a very simple turbulence 
model based on measurements done in a similar engine [18]. The integral length scale 

 is kept constant at 1/5 of the minimum clearance height, and the rms turbulent 
velocity  linearly decreases according to: 

 (1) 
Where  is the rms turbulent velocity at top dead centre (TDC), taken to be 0.75 
times the mean piston speed,  is the crank angle (360 at TDC of compression). 



- The mass burning rate is derived from a turbulent combustion model. The one used in 
this work is based on the entrainment framework, where the rate of entrainment of 
unburned gas into the flame front is given by 

 
(2) 

Where  is the entrained mass,  is the mean flame front surface, and  is the 
turbulent entrainment velocity (see later). The mass entrained into the flame front is 
then supposed to burn with a rate proportional to the mass of entrained unburned gas, 
with a time constant : 

 
(3) 

 (4) 
 is the laminar burning velocity and  is the Taylor length scale, given by: 

 (5) 

 (6) 
Where  is a calibration constant,   is the integral turbulent length scale and is the 
kinematic viscosity of the unburned gases. Equations (2) and (3) are used as a 
mathematical representation of the effects of a finite flame thickness [13].  

- Gas properties are taken from the standard GT-Power libraries [16] 
- For simplicity, blowby rates and the influence of crevice volumes have been neglected. 

 
If one is primarily interested in the indicated work and efficiency, in other words simulation 
of the complete engine cycle, the ignition of the cylinder charge is usually not modeled in 
detail. In fact generally, the ignition is not modeled at all; but rather the start of combustion is 
initialized by assuming the instantaneous formation of an ignition kernel at or shortly after the 
ignition timing. The ignition kernel is often ascribed a certain mass or volume [12]. 
In this study, 2rf = 1 mm was used as a starting point of the ignition kernel size. In a later 
stage, this initial flame kernel will be optimized.  
Turbulent burning velocity model - A turbulent entrainment velocity  is needed for closure 
of Equation (2).  
In the study, the combustion model of Wahiduzzaman et al. [19] is used. This is the standard 
combustion model in the simulation program GT-power. The commercial software GT-power 
will also be used to calculate the internal exhaust gas recirculation. The turbulent entrainment 
velocity is formed from the sum of the turbulent and the laminar burning velocities. The 
entrained mass rate of unburned gas becomes:  

 
(7) 

ut is the turbulent burning velocity, assumed to be proportional to the rms turbulent velocity 
and un is the stretched laminar burning velocity: 

 
(8) 

 
In the previous equation, C2 is a calibration constant. 
A flame propagating after spark ignition is first only wrinkled by the smallest scales of 
turbulence. For the simulations done in this work, a flame development multiplying factor for 
the turbulent burning velocity was used. ut becomes:  

 

(9) 

Where Rf is the flame radius and Ck is calculated from the following expression: 



 
 (10) 

In the previous equation r is the ratio of turbulence length scale to flame thickness and H is a 
stretch factor. More information can be found in Wahiduzzaman et al. [19]. 
 
Several models exist for the turbulent entrainment velocity [13] and for the turbulent flame 
development. Although this could have an influence on the outcome of the study, the 
comparison of different turbulent entrainment velocity models and turbulent flame 
development models falls outside the scope of this study. 
 
Laminar burning velocity correlation –One of the key parameters to model the combustion of 
fuels in spark ignition engines is the laminar burning velocity of the fuel. This is a physico-
chemical property of a fuel-air-residuals mixture and thus a fundamental building block of 
any predictive engine model. A convenient way to implement laminar burning velocity data in 
a quasi-dimensional engine cycle code is by using a correlation which gives the laminar 
burning velocity in terms of pressure, temperature and composition of the unburned mixture.  
There are a lot of publications where a quasi-dimensional engine cycle model is used but few 
can be adapted easily to add an additional fuel component or do simulations over the whole 
blending range. Bougrine et al. [20] used also their quasi-dimensional model for blends of 
gasoline and ethanol with ethanol volume fractions ranging from 0% to 30%. They used the 
corrected correlation proposed by Gülder [21] for ethanol-isooctane blends. To do a 
parametric study of the blend ratio with higher alcohol fractions, a simple mixing rule for the 
laminar burning velocity of alcohol fuels would be interesting especially if other components 
such as methanol are added in the fuel as proposed by Turner et al. [5]. In the quasi-
dimensional model of Ma et al. [22] and Perini et al [23], a simple mixing rule proposed by 
Benedetto et al. [24] was used for the laminar burning velocity of hydrogen-methane mixtures 
for a part of the mixing range. 
If the effect of fuel blend composition or the effect of additional components has to be 
determined, simple mixing rules are needed that can predict the laminar burning velocity of 
the blends out of the correlations of the pure fuels with a good accuracy and without being 
computationally too demanding. 
Sileghem et al. [25, 26] investigated if mixing rules could be used to determine the laminar 
burning velocity of fuel blends from the burning velocity of the fuel components. Sileghem et 
al. found that for (m)ethanol-hydrocarbon blends a mixing rule based on the energy fraction 
of each component was accurate enough. The laminar burning velocity of the alcohol-
hydrocarbon blends can be determined as follows: 

 

(11) 

In this expression αi is the energy fraction of fuel component i. The energy fraction can be 
calculated as follows: 

 

(12) 

cHi° is the heat of combustion and xi is the mole fraction of the fuel component i. In this 
study this mixing rule will be used in the quasi-dimensional simulations. 
Two other mixing rules gave also results in good agreement with the experimental 
determinations of the laminar burning velocities for mixtures. More information can be found 
in [25-27]. 
 



In this study, we wanted to have a correlation for gasoline and a correlation for methanol from 
the same source to be able to compare the influence of temperature, pressure and diluent 
factors of the two correlations. Therefore two new correlations were built. 
Both the laminar burning velocity of methanol and the gasoline used for the engine 
measurements have been determined using the heat flux method on a flat flame adiabatic 
burner [26, 27]. 
The form of the developed correlation is given by:  

 

(13) 

Where  and  are third order polynomials of  fitted to the measurements done on the flat 
flame adiabatic burner.  is a first order function of  taken from the recent study performed 
by Galmiche et al. [28] in which the pressure dependency of iso-octane was investigated and 

 is a constant equal to 2.1 based on the measurements of Metghalchi and Keck [29] and 
found in many laminar burning velocity correlations. 
 
Turbulent burning velocity models need (stretched) laminar burning velocity data of the 
air/fuel/residuals mixture at the instantaneous pressure and temperature. This implies the need 
for either a library of stretched flamelets or a model for the effect of stretch. Calculating the 
local flame speed from stretch-free data and a stretch model requires stretch-free data, 
naturally. As of today, there are insufficient data on stretch-free burning velocities at engine 
conditions, for any fuel. Stretch and instabilities hamper the experimental determination of 
stretch-free data at higher (engine-like) pressures [30]. This was one of the reasons to perform 
a sensitivity analysis. In this way, it can be investigated how precise experimental 
determination of stretch-free data has to be. No stretch model has been implemented in the 
code as of yet, partly because of a lack of reliable data regarding the effect of stretch on 
methanol-gasoline flames at engine-like conditions [31]. 
 
ENGINE TEST 
Engine - To analyze the combustion model’s predictive capabilities, a series of measurements 
were done on a port fuel injected single cylinder CFR engine, described in [32]. The main 
characteristics of this engine are summarized in Table 1. 

Bore 82.55 mm 
Stroke 114.2 mm 
Swept Volume 611.7 cm³ 
Geometry Disc-shaped 
Speed 600 rpm 
IVO/IVC 17 °CA ATDC / 26 °CA ABDC 
EVO/EVC 32 °CA BBDC / 6°CA ATDC 

Table 1: Characteristics of the single cylinder CFR engine 
The measurements comprise variable fuel/air equivalence ratio  and methanol-gasoline ratio. 
Measurements were done for M0, M20, M40, M60, M80 and M100 at lambda equal to 1, 1.2 
and 0.8. Ignition timing was fixed at 12° BTDC and the throttle was turned open with 10°. In 
order to allow an accurate comparison, all measurements were performed on the same day and 
all parameters were fixed except for the injection duration and the fuel composition. 
 
Model setup - As the main focus of the current work was to evaluate the combustion model, 
the employed engine model is limited to the closed part of the engine cycle (IVC to EVO). 
The initial conditions for mass fractions of air and fuel, the mean temperature and pressure are 
taken from the measurements. The residual gases (from the previous engine cycle) are 
calculated using a Three Pressure Analysis in the GT-power software. To perform a three 
pressure analysis in GT-POWER, three different pressure measurements are required from the 



cylinder of interest. Two of these measurements are port pressures (intake and exhaust) and 
the third is cylinder pressure. The main purpose of this type of simulation is to analyze the 
measurements in order to obtain a single combustion burn rate for each operating condition. 
This burn rate can be used to compare it with the predictive burn rate that will come out of the 
predictive model. This analysis is also very good for an estimation of the internal EGR.  
 
Calibration of the predictive model - The calibration sets the coefficients for the heat transfer 
model, the flame development model ( and the turbulent burning velocity model ( .  
Since it is interesting to know how to modify simulation models currently calibrated for 
gasoline operation to operate on gasoline-alcohol blends or pure alcohols, it was decided to 
calibrate the code only for one operation point on gasoline (stoichiometric operation) and see 
how the model can predict the combustion of gasoline-methanol blends starting with the 
calibration on pure gasoline. The calibration constants are left constant for all the operation 
points. 
  
The heat transfer multipliers were calibrated for all simulations during the Three Pressure 
Analysis, based on correspondence between the measured and predicted cylinder pressure, the 
exhaust and inlet temperatures and the volumetric efficiency. The combustion model was 
calibrated by minimizing the sum of squared differences between the measured and predicted 
normalized burn rate. The measured burn rate was derived from the measured cylinder 
pressure during the Three Pressure Analysis by doing a reverse heat release analysis using the 
same cylinder model as used in the forward power cycle simulation [16]. The flame 
development constant  is usually calibrated first in order to get a reasonable correspondence 
for the ignition delay. As mentioned in [13], increasing  increases the mass entrainment rate, 
while increasing coefficient  decreases the mass burning rate. Finally, the three constants of 
the predictive combustion models were simultaneously optimized using the Direct Optimizer 
embedded in GT-Power [16]. 
 
RESULTS 
Comparison of laminar burning velocity correlations of pure gasoline – First, a comparison of 
4 different laminar burning velocity correlations of gasoline was made: the newly developed 
correlation based on the measurements of the gasoline used in this study on a flat flame 
burner, the standard laminar burning velocity correlation for gasoline in the simulation 
program GT-power [16], the correlation of Gülder [33] and the correlation of Metghalchi & 
Keck [29]. Figures 1-3 highlight the main differences between the different gasoline or iso-
octane (which is often used as gasoline surrogate) laminar burning velocity correlations in 
terms of equivalence ratio. 
As can be seen in Figure 1 the correlation of Gülder considerably overestimates  due to 
uncertainties in the experimental method employed by the author. 
 
In Figure 2, the power exponents α of the temperature dependency are compared. As 
explained in [27], the power exponent α has a minimum around the equivalence ratio of peak 
burning velocity which is covered by the newly developed correlation but not by one of the 
other correlations. The correlation of Metghalchi and Keck predicts a linear decrease of α as 
function of the equivalence ratio whereas the correlation of Gülder does not include the effect 
of the equivalence ratio on the power exponent. 
The correlation of Gülder does not include the effect of the equivalence ratio on the power 
exponent β of the pressure dependency either as shown in Figure 3. The other correlations 
include an increase of β as function of the equivalence ratio. 
 



 
Figure 1 -  as a function of  as predicted by several correlations (1bar, 358K). 

 
Figure 2 – power exponent α as a function of  as predicted by several correlations 

 
Figure 3 – power exponent β as a function of  as predicted by several correlations 
 



For each correlation, the calibration factors of the simulation program were optimized by 
minimizing the burn rate RMS error between the measurement at stoichiometry and the 
simulation.  In the bar graphs in Figure 4-7, the error between the simulations at stoichiometry, 
lean and rich operation are shown for 6 parameters: the ignition delay (0-2% mass fraction 
burned), duration of 10-90% mass fraction burned, 0-50% mass fraction burned, the 
maximum pressure, 0-crank angle of maximum pressure and the maximum temperature. As 
can be seen on the bar graphs, none of the four correlations outperformes the others 
dramatically. Best agreements are for the newly developed correlation and the standard 
correlation used in GT-power. As can be seen on the graphs, the error on the ignition delay 
and 10-90% mass fraction burned has a significant influence on the maximum pressure and 
the 0-crank angle of maximum pressure. E.g. the more these two burn rate parameters are 
underpredicted, the more the maximum pressure is overpredicted. We can conclude that in 
this framework the newly developed correlation performs equally or better than the older 
correlations. In the next sections this correlation will be used together with the newly 
developed correlation for methanol. 

  
Figure 4 – Simulation error with the gasoline laminar burning velocity correlation of Sileghem. 

 
Figure 5 - Simulation error with the gasoline laminar burning velocity correlation of Gt-power. 



 
Figure 6 - Simulation error with the gasoline laminar burning velocity correlation of Gülder. 

 
Figure 7 - Simulation error with the gasoline laminar burning velocity correlation of Metghalchi and 
Keck. 
 
Sensitivity of the simulation program on gasoline - In this section, some parameters of the 
simulation program will be changed to investigate the sensitivity of the simulation framework 
on these parameters. The following parameters will be changed: the initial spark size (two 
times initial kernel radius), the internal EGR fraction, the rms turbulent velocity u’ and the 
integral turbulent length scale Λ. The different parameters have been varied in a range that 
represents a reasonable estimation of the uncertainty on its value (see Table 2). The sensitivity 
of the six parameters used in the previous sections is expressed as follows: 

 

(14) 

 
Parameter  Base value ∆ 
initial kernel radius 0,5 mm + 0,5 mm 
EGR% 7-9% + 3% 



u' ~ 2 m/s + 1 m/s 
Λ ~ 0,0038 m + 0,001 m  

Table 2 – Parameter values for power cycle sensitivity analysis 

 
A negative value means an opposite change of output with respect to the varied input 
parameter. Large numbers mean a strong influence of this parameter. 
As can be seen on the bar graphs in Figures 8-11, the kernel size has a big influence on the 
ignition delay and less on the other parameters. This is normal because the spark size 
determines the initial flame kernel. Later in this study the size of the initial flame kernel (or 
spark size) will be used to control the ignition delay to be the same as the measured ignition 
delay in order to study the rest of the combustion process without the influence of the initial 
flame development. 
The second parameter that has been varied is the internal EGR. It has been increased with 3%. 
This has a significant effect on all the parameters presented here. As a result, the EGR 
fraction has to be estimated as precisely as possible. That is why a three pressure analysis in 
GT-power has been used in this study to calculate the internal EGR in the cylinder for each 
measurement as accurate as possible. 
Turbulence quantities are calculated using a very simple turbulence model based on 
measurements done in a similar engine [18]. The integral length scale  is kept constant at 1/5 
of the minimum clearance height, and the rms turbulent velocity  linearly decreases. 
Confirmation of this turbulence model was not possible during this study. There could be a 
significant difference between the simple model and the reality. A change in these parameters 
has a significant effect as can be seen in Figure 10 and Figure 11. Notwithstanding this 
uncertainty, this turbulence model can be used for the rest of this sensitivity study because 
throttle position, rpm and ignition timing remain the same for all measurements. The effect of 
turbulence can be expected to be more or less the same for all the measurements. If for 
example the engine speed was changed for certain measuring points, more attention should 
have gone to investigate the change in turbulence as a function of the operating point.  

 
Figure 8 – Sensitivity for a change of the initial kernel radius. 



 
Figure 9 - Sensitivity for a change of the internal EGR percentage 

 
Figure 10 - Sensitivity for a change of the rms turbulent velocity 



 
Figure 11 - Sensitivity for a change of the integral length scale 

 
Sensitivity of the simulation program on gasoline-methanol blends – In this section, the 
predictive capabilities of the simulation program will be evaluated for methanol-gasoline 
blends using the mixing rule based on energy fraction [26]. The simulation program is again 
calibrated for stoichiometric operation on gasoline. This is done to investigate how accurate 
simulations of an engine running on gasoline can be transformed to an engine running on 
methanol (-alcohol) blends. The influence of the initial flame kernel (spark size) and the 
internal EGR are again shown. In addition, the effect of changing the temperature power 
exponent α, the pressure power exponent β and the value of the EGR factor in the 
laminar burning velocity correlation of methanol are investigated. The values for gasoline 
operation remain the same and the influence of changing the parameters of the laminar 
burning velocity correlation of methanol should become clearer going from gasoline to pure 
methanol. 

Parameter  Base value ∆ 
initial kernel radius 0,5 mm + 0,5 mm 
EGR% 7-9% + 3% 
α see correlation MeOH + 0,07 
β see correlation MeOH + 0,05 
(1-γf) see correlation MeOH - 0,03 

Table 3 

In Figure 12, the measured ignition delay coming from the burn rate analysis of the three 
pressure analysis in GT-power is shown together with the predicted ignition delay of the 
simulation program. On the same Figure, the results of the simulations are shown in which the 
parameters are changed as in Table 3. The parameters have been varied in a range that 
represents a reasonable worst case estimation of the uncertainty on its value based on other 
existing correlations for the laminar burning velocity.  
For each operation point, three measurements were done. First the engine was set to a fixed 
value and the first measurement was done when all the measured values such as exhaust 
temperature, oil temperature, air flow, etc. did not change anymore. Then, with an interval of 
a few minutes, a second and third measurement was done. The values shown on the Figures 
are the mean values of the three measurements and the error bars for the experimental values 
are calculated by taking two times the standard deviation of the parameter. 



 
As can be seen on Figure 12, the ignition delay at stoichiometric operation is overestimated 
by the predictive model when the model is calibrated by minimizing the burn rate RMS error 
of gasoline at stoichiometric operation. Secondly, the experimental ignition delay calculated 
with a three pressure analysis decreases more than the predicted ignition delay going from 
gasoline to methanol. As seen on the Figure, changing the initial flame kernel and internal 
EGR fraction have a significant influence on the ignition delay. When changing the 
temperature, pressure or EGR dependency of the methanol laminar burning velocity 
correlation, the biggest change is seen for pure methanol, which is expected. If all the 
parameters regarding the laminar burning velocity were changed at once, this could have a 
significant effect. E.g. with the change of the pressure dependency as was done in this study, 
the correct trend in the ignition delay could be reproduced. 
 
As a result, one of the reasons why the experimental ignition delay decreases with methanol 
addition cannot be predicted by the predictive model could be that the temperature, pressure 
or EGR dependency of the laminar burning velocity correlations are not well captured for 
higher pressure and temperatures in internal combustion engines. Further research should help 
to decrease the uncertainty of these inputs. Another reason could be that the flame kernel 
growth model should be adapted for alcohol fuels. At last, there is still uncertainty about the 
initial flame kernel. The initial flame kernel is defined by the spark size which has a 0.5 mm 
radius in this simulation framework. As methanol has a lower minimal ignition energy, one 
could assume that for the same ignition energy input, the initial flame kernel for methanol 
could be larger. 
 

 
Figure 12 – ignition delay of the stoichiometric mixtures 

 
In Figure 13, the 10-90% mass fraction burned is shown for stoichiometric operation. As can 
be seen on the Figure, the predictive model overpredicts the burn rate by ~1.5° ca for 
methanol while the prediction for gasoline is very good. The trend is again not captured 
enough. There is again a significant change when the internal EGR fraction is changed. The 
effect of changing the initial flame kernel is much smaller compared to the effect it had on the 
ignition delay. Due to the change in initial flame kernel, the ignition delay changes as in 
Figure 12 and this causes the small change in the 10-90% mass fraction burned because of 
slightly other temperatures and pressure at that moment. 



As the flame is more and more developed and because the turbulence flow model does not 
change going from gasoline to methanol, the difference in burn rate between the fuels is 
mostly due to the difference in laminar burning velocity. The effect of changing the 
parameters of the methanol laminar burning velocity correlation can be seen on Figure 13. 
The correct trend could again be reproduced by changing the parameters of the methanol 
correlation e.g. the pressure dependency in this case. Additionally, one should note that there 
exist turbulent burning velocity models that take more fuel properties into account than the 
turbulent burning velocity model used in this study. This could also have an important 
influence when simulating the burn rate of fuel blends. 
 
In Figure 14, the 0-50% mass fraction burned is shown. The influence of the ignition delay on 
the 0-50% mass fraction burned can be seen in this Figure and the same conclusions can be 
drawn as for the ignition delay. The trend is again best captured in the case where the pressure 
dependency of the methanol laminar burning velocity correlation is tested. This can also be 
seen in the maximum pressure data, shown in Figure 15. 

 
Figure 13 - 10-90% mass fraction burned  of the stoichiometric mixtures. 

 
Figure 14 - 0-50% mass fraction burned of the stoichiometric mixtures. 

 



 
Figure 15 – maximum pressure of the stoichiometric mixtures 

 
For the lean mixtures (see Figures 16-18), more or less the same conclusions can be drawn as 
for the stoichiometric mixtures. The model does not predict a decrease in ignition delay going 
from pure gasoline to pure methanol. As a result, the ignition delay is overpredicted for 
methanol blends with a high methanol content. For rich mixtures (see Figure 19), the ignition 
delay is overpredicted for all the fuels used in this study but the decreasing trend is better 
captured. This could be explained by the fact that the developed laminar burning velocity 
correlations rely on measured data of methanol and gasoline at atmospheric pressure. For rich 
mixtures, the difference in the measured laminar burning velocity on the flat flame adiabatic 
burner between methanol and gasoline is significantly larger than for lean or stoichiometric 
mixtures [26]. Further research should investigate the laminar burning velocity at higher 
pressures and temperatures. The better prediction of the ignition delay for rich mixtures 
results in a better prediction for the maximum pressure, see Figure 20. 

 
Figure 16 - ignition delay of the lean mixtures 



 
Figure 17 - 10-90% mass fraction burned  of the lean mixtures. 

 
Figure 18 -– maximum pressure of the lean mixtures 



 
Figure 19 - ignition delay of the rich mixtures 

 
Figure 20 – maximum pressure of the rich mixtures 

 
Optimization of ignition delay of gasoline-methanol blends - One of the main conclusions of 
the previous section is that the trend of the ignition delay is not well predicted by the 
simulation model. In this section, an investigation of the simulation model is performed 
together with an optimization of the ignition delay by changing the initial flame kernel (= 
spark size). In the first case, the model has been calibrated by changing the calibration factors 
together with the spark size to minimize the burn rate RMS error of the measurements on 
gasoline at stoichiometric operation. Then the calibration factors were kept constant while 
changing the spark size for each individual measurement to minimize the burn rate RMS error. 
In Figure 21, the results of this optimization are shown for the spark size values. For the 
stoichiometric and lean mixtures, it is clear that the spark size or initial flame kernel had to be 
bigger because the ignition delay was not well predicted by the model influencing the rest of 
the burn rate. For the rich mixtures, the trend of the ignition delay was already well captured 
and as a result, the spark size stays more or less constant for the fuel range.  
 



 
Figure 21 – Spark size diameter for burn rate RMS error optimization.  

 
For the second case, the calibration factors and the spark size are first optimized by 
minimizing the burn rate RMS error of the measurements on gasoline at stoichiometric 
operation and then for each measurement the spark size is changed to have the same ignition 
delay as in the measurements. 
In Figure 22, the spark size optimization is shown to simulate the experimental ignition delay. 
As expected from the previous sections, there is a steeper increase for stoichiometric and lean 
mixtures going from gasoline to methanol. The spark timing for rich mixtures stays again 
relatively constant. It is notable that the spark timing for lean mixtures follows the same trend 
as the stoichimetric mixtures but that all values are lower. This could be explained by the fact 
that lean mixtures are harder to ignite than stoichiometric mixtures. This result requests for a 
more fuel independent flame development model or a more fuel independent initial flame 
model. 
 

 
Figure 22 - Spark size diameter for ignition delay optimization. 

 



When the ignition delay is not an issue anymore, it is easier to evaluate the predictive 
capabilities regarding the other parameters. In Figure 23, Figure 24 and Figure 25, the 10-
90% mass fraction burned, the maximum pressure and the 0-50% mass fraction burned for the 
stoichiometric mixtures are shown for the simulations with optimized ignition delay. For the 
10-90% mass fraction burned, the trend is very similar to the simulations without the ignition 
delay optimization. There is a small change in the 10-90% mass fraction burned because of 
slightly other temperatures and pressure. The agreement with the experimental maximum 
pressure and the 0-50% mass fraction burned is much better due to the optimized ignition 
delay. This results in smaller burn rate RMS error for the methanol-gasoline blends. This can 
be seen in Figure 26. It is clear that the agreement is much better for the fuel with high 
methanol content. Only for pure gasoline the error is larger because originally the model was 
calibrated to have a minimum error.  

 
Figure 23 – 10-90% mass fraction burned of the stoichiometric mixtures with ignition delay optimization 

 
Figure 24 – maximum pressure of the stoichiometric mixtures with ignition delay optimization 



 
Figure 25 – 0-50% mass fraction burned of the stoichiometric mixtures with ignition delay optimization 

 
Figure 26 – burn rate RMS error of the stoichiometric mixtures with ignition delay optimization 

 
Finally, simulations have been done with a methanol laminar burning velocity correlation 
from another source. The laminar burning velocity correlation of Gülder was used here: 
 

 
with  

 
 

 

 
 
In this equation T0 is 300K and p0 is 1bar. The same value of 2.1 has been taken for the EGR 
factor γ as in the newly developed equations. 



 
As can be seen in the Figure 27, 28 and 29, this laminar burning velocity has a big influence 
on the results of pure methanol. Especially at stoichiometric operation, the laminar burning 
velocity prediction of this correlation is different resulting in an overestimation of the burn 
rate and peak pressure.  

 
Figure 27 – 10-90% mass fraction burned of the stoichiometric mixtures with methanol laminar burning 
velocity correlation of Gülder 

 
Figure 28 – maximum pressure of the stoichiometric mixtures with methanol laminar burning velocity 
correlation of Gülder 



 
Figure 29 – 0-50% mass fraction burned of the stoichiometric mixtures with methanol laminar burning 
velocity correlation of Gülder 

 
CONCLUSIONS 
The focus of the current paper was the development and validation of a quasi-dimensional 
model for the combustion of methanol-gasoline blends in spark-ignition engines. The 
predictive performance of newly developed laminar burning velocity correlations for gasoline 
and methanol together with a mixing rule was assessed. 
 
First, a comparison of 4 different laminar burning velocity correlations of gasoline was made 
and the newly developed correlation performed equally or better than the older correlations. 
Secondly, the sensitivity of certain parameters was shown. It resulted that the EGR fraction 
has to be estimated as precisely as possible. That is why a three pressure analysis in GT-
power has been used in this study to calculate the internal EGR fraction in the cylinder for 
each measurement. Thirdly, the sensitivity was investigated for fuel blends going from pure 
gasoline to pure methanol. The results show the importance of the laminar burning velocity 
correlation, the initial flame kernel and the estimation of the residual gas fraction. The trend 
of the experimental ignition delay was not reproduced in the simulations. After optimizing the 
spark size to have the same ignition delay as in the measurements, the trends in burn rate and 
peak pressures were much better reproduced. As a result, we can conclude that there is a need 
for a fuel independent flame kernel growth model probably together with a submodel that can 
predict the trends in the initial flame kernel size as a function of the spark plug energy, the air 
to fuel ratio at the spark plug and the fuel. Current predictive combustion simulations could 
benefit from an initial flame kernel size multiplier (or a spark size multiplier) as a function of 
the spark plug energy, the air to fuel ratio and the fuel. 
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