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Abstract. Wind induced ovalling vibrations were observed during arston October 2002 on
several empty silos of a closely spaced group consistindgfBthin-walled silos in the port of
Antwerp (Belgium). In the present study, it is investigatede observed ovalling oscillations
can be numerically predicted. To this end, the silo struettare modeled using a finite element
(FE) model and the wind flow around a single silo is invesegatising 3D computational
fluid dynamics (CFD) simulations. A wind tunnel experimeas wet up to validate the CFD
simulations. To explain the onset of the wind induced avgNiibrations, the interaction of the
wind field with the structural vibrations has to be taken iatcount. Therefore, the complex
interplay of both fields is investigated with both one-wag ano-way coupling simulations.
It is interesting to compare the results of both coupling pghes to assess the necessity of
performing the computationally much more time-consumiggway coupling simulations. Itis
found in both coupling approaches that the mode shapes éatloivest natural frequencies are
excited dynamically. The results in the one-way couplingusations differ however from those
in the two-way coupling, demonstrating the importance ofgrening fully coupled simulations
for suchlike aeroelastic problems.



J. Hillewaere, J. Degroote, A. Rezayat, S. Vanlanduit, Gnbaert, J. Vierendeels and G. Degrande

1 INTRODUCTION

Wind induced ovalling vibrations were observed during aratin October 2002 on sev-
eral empty silos of a closely spaced group consisting of 8 thirbwalled silos in the port of
Antwerp (Belgium) (figuré1l). Numerical techniques are aighle alternative to wind tunnel
tests or full scale measurements to study the onset of theselastic structural vibrations.
For this purpose, the coupled wind-structure interact\dis() problem as a whole should be
considered numerically. This implies that the 3D compatal fluid dynamics (CFD) simula-
tions of the wind flow and the structural vibrations, caltethwith a finite element (FE) model
should be considered as one coupled problem.

Figure 1: The 8 by 5 silo group in Antwerp.

Due to the complexity of this coupled problem when the er8it®y 5 silo group is consid-
ered, it is advisable to first study a more simple subprobtewetify and validate the numerical
procedures. Therefore, in the present paper, the case mdla SD silo in cross flow is consid-
ered.

The outline of the paper is as follows. The dynamic properiethe silo structures will be
presented first. Finite element modeling is used to determatural frequencies and ovalling
mode shapes of a silo. The 3D CFD simulation of the highlyuleit flow around a single
silo is presented in the third section. In addition to thecdesion of the applied numerical
procedures and the approach to apply realistic inlet cmmdita separate section is dedicated
to the validation of the numerical results in a wind tunngbexment. In the last section, the
wind-structure interaction problem is considered wheererthmerical model for the structure
and for the wind flow are coupled. The first and easiest approaestigated is the one-way
coupling simulation, where the aerodynamic surface presson the silo surface are applied
as external transient loads on the FE model of the structirally, a two-way coupled sim-
ulation is performed where feedback is given in each timp Btam the structure to the flow
field. It takes approximately five times longer to computerayla time step in the two-way
coupling simulations when compared to the one-way coupling results of both coupling
simulations are compared to assess the necessity of panfpthe computationally much more
time-consuming two-way coupling simulations to investigsuch aeroelastic phenomenon.

2 STRUCTURAL MODEL

Ovalling deformations of a thin-walled shell structure dedined as a deformation of the
cross section of the structure without bending deformatiith respect to the longitudinal axis
of symmetry [11]. The ovalling mode shapes for the thin-e@dlempty silos (diameted =
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5.5 m and wall thicknesg, = 0.07 m — 0.10 m varying along the height of the silo) are referred
to by a couplgm, n) wherem denotes the half wave number in the axial direction amglthe
number of circumferential waves (figure 2).

w ¥ o ¥ V¥
Figure 2: Selected ovalling eigenmodes of a single silom@jle®; = (1, 3) at3.93 Hz, (b)
mode®; = (1,4) also at3.93 Hz and (c) modeb;, = (1,2) at7.76 Hz [3].

The governing equations for the structural problem are ddfas follows:

MU(t) + CU(t) + KU(t) = P(t) (1)

whereM, C andK are the mass, damping and stiffness matrix respectil&ls), represents the
structural displacements air{¢) are the external loads on the structure. Rayleigh damping is
assumed for the damping matiXx= ag M+3zK with ag = 0.186s™ ' andfr = 3.03x107*s,
based on a constant damping ratie- 0.75% for the two lowest eigenmodes. This is a realistic
approximation since modal damping rati©$or this specific structure, determined during on
site measurements by Dooms et al. [6], were found to vary éetw.07% and1.32%. These

low values of modal damping are typical for a welded alunmmgtructure.

A FE approach is used to discretize the governing structgpations in the Abaqus software
packagel[B]. To accommodate an easy transfer of the aerodymaessures on the silo walls
to the mesh of the structural model in the coupled simulati@ectio{¥4), the mesh of the
FE model was chosen conforming to the mesh on the silo waltear3D CFD simulations
(figurel4). Since the cone at the bottom of the silo structigresvered by a prismatic building
below the silo, this part of the structure is not exposed éovtind flow. A separate mesh was
defined for this part of the structure, compatible with thiahe superstructure. Shell elements
with linear FE interpolation functions are used for all slements and the following material
properties for aluminium are used: density= 2700 kg/m?, Young’s modulust = 67.6 GPa
and Poisson’s ratio = 0.35. The silo structures are connected to a steel frameworleredv
by the prismatic building below, at 4 discrete points aldmg ¢ircumference of the cylindrical
part of the silo. The mode shapes and natural frequencié®ailo structure are then found by
solving the following generalized eigenvalue problem:

K® = w’M® )
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wherew = 27 f;, With f.;, the eigenfrequencies of the structure. The mass normadizeh-
modes® of this eigenvalue problem with the lowest correspondimgefrequencies are sum-
marized in tabl&ll. Note that most of the mode shapes comars! gag. ®, and®, are both
classified as mode shap@s 3) but are mutually orthogonal.

(I.j (m7 TL) feig [HZ]
&, (1,3) 393
®,, (L4 393
o, (1,5) 528
&, (1,5 559
@9710 (1, 6) 7.38

&, (1,2) 7.76

Table 1: Structural natural frequencigs, of ovalling mode shapes of the silo structure.

The visually detected pattern of vibrations at the lee sid® silo group during the 2002
storm are believed to have been ovalling mode shé&pes and(1, 4), with the lowest natural
frequencies of the silo structure. Measurements duringnabwind loading have also shown
that eigenmodes with 3 or 4 circumferential wavelengthshtae highest contribution to the
response of the silos][6].

3 WIND FLOW SIMULATIONS

The highly turbulent wind flow around a single silo is invgstied by performing 3D CFD
simulations. The numerical procedure, computational dom@ad issues concerning the bound-
ary conditions are discussed first. For validation purpose®mparative study of the aerody-
namic pressures determined in the simulations and measuigeavind tunnel experiment is
performed. Finally, the flow pattern around the single sldiscussed and qualitatively com-
pared with available literature.

3.1 Numerical procedure

The governing incompressible Navier-Stokes equationdiaoeetized by means of the finite
volume method in the CFD simulations. Since the focus indhalysis is on the structural re-
sponse, itis unnecessary to resolve all details of turlbdliectuations in the flow. Instead of re-
solving all turbulent scales in a direct numerical simalatfDNS), other numerical techniques
were developped for the treatment of turbulence in the stiais, e.g. Reynolds averaged
Navier-Stokes (RANS) simulations or large eddy simulai@rES).

For the highly turbulent, external aerodynamic flow of thesant caseRe = 1.24 x 107),
DNS or LES simulations are computationally too demandispeeially since accurate near-
wall flows are required to get a good prediction of the aeradyic pressures on the silo walls.
It is therefore advisable to use the near-wall modeling efRANS techniques. In this light,
delayed detached eddy simulations (DDES) are performeahgy&Fluent[1].

DES models are refered to as hybrid LES/RANS models becdues& RANS modeling
of the boundary layer flow in the near-wall region is combimath the LES approach in the
separated regions, where large unsteady turbulence stal@minant. In the delayed DES
approach, a shielding function is used to ensure that RANSpsied in the entire boundary
layer since a sole geometrical separation of RANS and LEBmsgased on mesh size has
been shown to be insufficient. For the shielding functiom, btkending functions of the SST
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Figure 3: Dimensions of the 3D computational Figure 4: Detail of the mesh for 3D
domain and global coordinate system, with origin DDES of a single silo structure with
at the bottom of the domain at the center of the the wind at an angle of incidence=
structure. 45°.

turbulence model are used [10]. Coupled pressure-basadations with a second-order in-
terpolation of the pressure, a second-order upwind intation of the turbulent kinetic energy
k and the specific dissipation rateand a second-order implicit, unconditionally stable, time
stepping method are performed. For the discretization®htbmentum equations a bounded
central differencing scheme is used in DDES.

3.2 Computational domain and boundary conditions

The boundaries of the computational domain should be sefiilyi far from the zone of
interest in the centre of the domain (i.e. where the silccstmes are located). Several guidelines
are available in the literature with rules of thumb for theesof the computational domain and
the boundary conditions.

Based on wind tunnel experiments, guidelines have beerpdst the Architectural Institute
of Japan (AlJ) for the size of the computational domain in 3Bdaxsimulations([18]. For
a single building model, the lateral and the top boundaresisl be se6H or more away
from the building and the outflow boundary should be locatddast10H behind the building
where H is the height of the building. Furthermore, the blockingadt.e. building cross
section/domain section) should be bel8#. As shown in figuré13, slightly larger values of
6H and11H are used, resulting in a blocking ratio b7%. The outflow boundary is modeled
as a pressure outlet while symmetry is imposed on laterat@gmboundaries. The walls of the
structure are considered smooth and no-slip boundary tonsliare applied.

Since the specific atmospheric conditions near the silogyvegre not monitored during the
storm, approximative wind conditions have to be set up, dasethe location of the group and
mean wind velocities for storm conditions in design codeasddl on the Eurocode 1 design
guidelines for wind loading [5], a mean wind velocity, = 31.8m/s is determined at half
the height of the silos (approx: = 30m), resulting in a post-critical wind flow at Reynolds
numberRe = v, D /v = 1.24 x 107. Furthermore, the logarithmic velocity profile and readist
turbulence profiles of the atmospheric boundary layer (AB&ye to be imposed at the inlet
of the 3D computational domain. As recommended by AlJ [18)po@er law is used in the



J. Hillewaere, J. Degroote, A. Rezayat, S. Vanlanduit, Gnbaert, J. Vierendeels and G. Degrande

simulations:

vz(2) = wr(z/2r)" 3)
Tu(z) = 0.1(z/zg) > "% (4)

wherevg = v, = 31.8m/s is the reference velocity at a reference height= 30 m. The
exponenty = 0.14 and gradient heighi; = 300 m are determined for terrain category 2 (open
country) according to the AlJ guidelinés [18]. Based on ¢hiedet boundary conditions and
standard relations in fluid mechanics, inlet profiles fobtdent kinetic energy: and specific
dissipation rates can be derived and imposed at the inlet. To simulate timerdbgd fluctua-
tions superimposed on these mean profiles, a spectral syrghenethod is used [16].

3.3 Experimental validation

Apart from the verification of the numerical procedure (gside refinement and time step
refinement), which is not discussed in detail in this pap&s \ery important that the simulation
results are also validated with some experimental datalles¢ale measurements. Because of
the high Reynolds number and the particular geometry ofdimgle silo case (figurgl 4), no
such data are available in the literature. An experimermglp of the present geometry was
therefore prepared in a wind tunnel.

In view of the present purposes, the experimental validasgorimarily aimed at a com-
parison of the aerodynamic pressure distribution on tleessitface. Pressures on the square
prismatic building below the silo stucture and other paramseof interest (e.g. velocities in the
wake flow etc.) are not considered in this paper.

3.3.1 Experimental apparatus and techniques

The experiments were carried out in the fluid mechanics &tboy at the Department of Me-
chanical Engineering at the Vrije Universiteit Brussel ®)Jusing the wind tunnel 1 facility.
This open circuit wind tunnel is mainly designed for civilggmeering experimental setups and
the relatively high testing chamberih wide, 1 m high and12 m long) allows conducting mea-
surements with different geometry shapes. The dimensibtieescaled model are calculated
by optimizing the cross section area of the model inside timel winnel. This method leads to
a compromise between blockage effect reduction and Regmaichber increase. The resulting
scale factor is 1:50 and the model geometry is rotdf€dwith respect to the flow direction,
similarly as in the CFD simulations of the single silo. No gbuess elements were placed in
the wind tunnel section to simulate a natural boundary layer

The scaled model consists of two different compartmengsbthlding part where no probes
are installed (wooden box), and a cylindrical PVC tube idoig the pressure sensor system
(figure[Ba). The free end of the PVC tube is finished with a aniRYC top to match the
silo geometry. The measurement points in the cylindrical @ee distributed uniformly along
the height of the tube (figufd 6). At each point, a pressurgriagtallic needle) is installed
through the tube shell in order to capture the (unsteadyicgieessure on its surface (figure
Bb). The installation of these pressure taps is partigutaitical. The silo surface should have
the smallest possible discontinuities and the needles teebd installed perpendicular to the
surface to minimize the effect of dynamic pressure contidiou

A Scanivalve pressure measurement device [2] is instafiékdd wooden building compart-
ment of the model and is connected to all pressure taps vidlgetubes. For this set of ex-
periments a 64-channel valve-less piezoelectric deviosesl that communicates the unsteady
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(b)

Figure 5: Set up of the wind tunnel experiments: (a) dowastrgiew of the scale model of the
silo structure in the wind tunnel and (b) pressure tabs llestan the interior of the PVC tube.

— A
””””””” - zg = 460 mm
- zs = 320 mm
= 0.50 m
Voo = 10m/s 2= 120mm . 1.00m
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Figure 6: Schematic representation of wind tunnel tesi@ect

pressure data to a computer, using a channel-multiplexetboa. The ability to measure mul-
tiple channels at high frequencies up2tkHz is one of the main advantages of this device. A
set of 24 pressure taps is installed, aligned and equallsitlised along the vertical axis of the
cylinder (figure[b). The cylindrical tube is installed in $ua way that the complete pressure
distribution on the surface can be measured by rotating ntieeecylinder around its axis of
symmetry in 16 rotational step22.5°).

The experiments are carried out in the ambient conditionkefab. The Scanivalve device
measures the differential pressure with respect to a mfer@oint. In this case, the static
pressure is measured in a reference point situatedipstream of the model at the bottom of
the wind tunnel test section (figure 6). All possible fluctoas of air humidity and temperature
are neglected during the measurements.

3.3.2 Experimental and numerical set-up

For a good comparison of experimental and numerical regtkswind tunnel flow should
have similar characteristics as the numerically simulai@diral wind around the structure or
vice versa. Furthermore, reduced geometric scales areatfypused in wind tunnel experi-
ments for obvious reasons of economy and convenience. $athgoperation introduces the
guestion of physical simulitude for which a set of dimen&ss numbers and/or similarity cri-
teria are applicable to both flow and structure. Numerougsvbave been published describing
these similarity requirements, e.g. [15].
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In the present study, however, dimensional analysis affidwlifes to achieve similarity be-
tween wind tunnel and real atmospheric flows have been addige@dapting the wind tunnel
experiments and the simulations to each other. On the exrpatal side, a model was con-
structed corresponding to the geometry of the single sih@ Jize of this model had to be small
enough in order to fit the wind tunnel section and large ena@agihat it could be instrumented
with the pressure tabs. The numerical simulations in thein tvere scaled down to the ex-
act size of the wind tunnel experiment (i.e. scaling of 10 leaving the dimensions of the
computational domain (cfr. figuié 3) and the mesh refinemanhanged with respect to the
structure size. These operations have several importasegoiences for the validation:

e The wind velocities that can be reached in the wind tunnehatenearly large enough
to simulate a wind flow at a Reynolds number similar to thahia full scale numerical
simulations Re = 1.24 x 107), described in sectidn 3.2 . Instead, a velocityl0fn /s
is applied at the inlet of the wind tunnel and also in the nucaérsimulations. The
resulting Reynolds numbeR¢ = 6.25 x 10*) categorizes the wind flow in the subcritical
flow regime (transition in the shear layer) as opposed to tst-gritical regime (fully
turbulent shear layer and wake) in the real-scale simulatat higher wind velocities
and Reynolds numbelr [15,119]. This should be taken into aucfou the interpretation
of the simulation results because different physical phesa are to be expected in the
transitional and post-critical regime, especially in thehéviour of the attached shear
layer.

e Due to the vicinity of the top wall of the wind tunnel (figurk, 8pme blockage effects are
to be expected in the pressure measurements in the uppef gagtsilo structure. In the
simulations, the top of the computational domain is muchentistant from the free end
of the silo structure and pressures might differ.

These discrepancies make the present comparison notlgnéipeesentative as validation for
the single silo in cross flow. However, taking into accoumt éfvove mentioned considerations
in the comparison of the results, this validation is nevadbs a valuable asset to increase the
confidence in the numerical simulations.

3.3.3 Comparison of experimental and numerical results

As mentioned, only the pressure distribution on the silocttire will be reviewed in the val-
idation study. Both mean pressures and root-mean squar8)Raues of the surface pressures
are shown in figurg]7 at four locations along the height of tHimder surface.

At the windward side of the cylinder, the mean pressureseaggey well in the attached flow
from the stagnation point until separation is reached. énsimulations, separation occurs later
than in the experiments, leading to lower negative basespres at the lee side of the cylinder.
This difference between simulations and experiments irptediction of the separation point
and consequently the base pressures at the lee side, capldi@ed by considering the applied
turbulence model in the simulations.

In the DDES simulations, the SST turbulence modél [9] is usedhe RANS solution
in the near-wall regions. This turbulence model is typicatry efficient for fully turbulent
boundary layers at high Reynolds numbers but switches bokemt modelling of the boundary
layer flow too quickly at lower Reynolds numbers. The sepamgboint is consequently not
captured accurately in the simulation for subcritical flowtlhe experiments and a narrower
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Figure 7: Experimental(, dashed line) and numerical (full line) mean pressure andSRM
pressure distribution along the circumference of the dyloal silo structure for four different
locations along the height of the silo: (&)= 40 mm, (b) z, = 120 mm, (C) z; = 320 mm, and
(d) zg = 460 mm.

wake is formed at the lee side of the cylinder, typical fortpo#tical flows. Unfortunately,

no DES simulations can be performed with a more suitablesiianal turbulence model in
the RANS part and on the other hand, no wind tunnel simulatican be performed up to
Reynolds numbers high enough to capture a fully turbulenindary layer on the cylinder
surface. Nevertheless, for the present full-scale apdicavith post-critical wind flow, the

applied numerical turbulence model is believed to yieldisate results.

Furthermore, although experiments and simulations seegernerate comparable pressure
profiles near the bottom part of the cylinder surface (figuaebj, the agreement seems to de-
crease moving towards the free end of the cylinder (figlire).cThis discrepancy is attributed
to blockage effects due to the vicinity of the top wall of the@/tunnel near the free end of the
structure (figur€l6).

The conclusions for the mean pressures can be extendedftadheting pressures (RMS)
as well. The agreement is good at the windward side of thetsir@ while the separation
point is delayed in the simulations, resulting in highertiating pressure peaks. However, the
agreement of the fluctuating pressures at the leeward sitie af/linder seems to be better than
for the mean pressures. The leeward pressure fluctuatiers Hre same order of magnitude in
experiments and simulations, although the agreementidettss when moving upwards. This
is in agreement with the observations for the mean pressures

3.4 Flow pattern around the single silo

To gain physical insight in the flow pattern around the présamgle silo structure in the
natural wind conditionsKe = 1.24 x 107), it is instructive to compare the simulated flow
pattern with that around similar surface-mounted bluffibedn cross flow. Furthermore, apart
from the quantitative validation discussed in secfiom 8u&h qualititave comparison increases
the confidence in the simulation results.

The present geometry can be considered as the combinatiaro afifferent types of bluff
bodies: a cylinder is placed on top of a square prism. A restsleramount of literature can be
found where the flow around cantilevered cylindérs [4,[13,al®l prismatic obstacles![7,114,
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[17] is investigated experimentally. However, as for thedMinnnel experiment in this paper,
Reynolds numbers in the experimental set-ups in the liezaare typically in the order of
magnitude ofl0* — 10°. Great care should therefore been taken when comparing¢isemnt
flow pattern with experimental flow visualization studiegshe literature.

Due to the highly 3D nature of the flows, different flow patteooexist over different span-
wise positions of the silo structure. For this purpose thesshlines of the flow are shown along
a vertical plane in figurel8 and in 5 horizontal planes acrbesheight of the silo structure in
figure[9.

(e)

(d)

60m/s

50m/s
40m/s

30m/s

20m/s
10m/s

om/s

Figure 8: Velocity streamlines of the wind flow around a sawjlo structure at = 70 s, colored
according to the velocity magnitude, in a vertical plane- 0 m. Reference is made to the 5
horizontal planes shown in figulré 9.
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60m/s

50m/s

S— - = 40m/s
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Figure 9: Velocity streamlines of the wind flow around a séngllo structure at = 70s,
colored according to the velocity magnitude, in horizoptahes at (a} = 0.5m, (b) z = 8 m,
(€)z2=17.16m, (d) 2 = 29.16 m, and (e)z = 41.16 m.

At the base of the silo structure, the wind flow is forced ambthre square prismatic building
which is rotated at an angle d@6° with respect to the incident wind flow. As observed in the
literature [4], upstream of an isolated surface-mountagtsire, the natural turbulent boundary
layer on the surface undergoes a three-dimensional sepaaatd the lower regions of the
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separated boundary layer roll up to form a vortex systenregst of the building (figuriel8). The
ends of this vortex system are swept downstream and theatyeseshoe (or necklace) vortex
is formed. This behaviour is observed for both prismati¢[IT4 and cylindrical[4] cantilevered
structures. In figur€]9a, the formation of a horseshoe varfestream of the obstacle is also
observed in the present simulations at much higher Reymuoigger.

At mid-span of the square prismatic building below the sitacture, the flow near the lateral
upstream faces of the structure are mainly stable and no #paration is observed (figure 9b).
The attached flow separates at the transverse corners ofjtlagesprism. At the lee side, a
turbulent wake is produced between the separated sheas.laye

At the connection of the square prismatic building to thenliical silo structure, the flow
is slightly accelerated and deflected upwards along therupgeers of the lateral upstream
sides (figuré B). The flow separates and is simultaneouslgaefl sideways, parried by the
cylindrical silo structure (figuri] 9c).

The flow pattern around the upper silo structure resembbasatiound a cantilevered cylin-
der in cross flow. In this part of the structure, 3D flow effeate mainly attributed to the flow
separation and resulting downwash flow near the free endeafytinder. Nonetheless, a sup-
pressed 2D region can exist along the cylinder height, evémwertex shedding resembling
the von Karman vortex street at lower Reynolds numbers Ifj8figure[9d, the streamlines at
mid-span of the cylindrical structure are shown. The flowdpasated at the lee side of the
cylindrical silo surface, generating a highly turbulentlararrow wake region, typical for high
Reynolds number cross flows around cylindérs [15, 19].

Near the top of the cylinder (figuré$ 8 dnd 9e), the approgdiom moves upward, acceler-
ates and then separates from the cylinder circumferenbe &tgte end to form a trailing vortex.
No large recirculation zones are observed at the top of thedrical silo and the separated
trailing vortex is mainly dragged downstream and only dligbeflected downwards. The lim-
ited downwash at the lee side of the cylinder also resultsimominteraction with the flow at
midspan of the silo.

For lower Reynolds number flows (e.g.x 10* in [12]), two counter-rotating vortices are
formed above the free end of the cylinder which subsequeetgend along the central section
of the wake. The vortices expand laterally, move slightlyvdwards and interact with the
vortices shed from the two sides of the cylinder in the updf df the near-wake region of
the cylinder[12]. Finally, Park et al_[13] found that a mficition of the free end geometry
of the cylinder (e.g. a bevelled or radiussed free end) cdncethe width of the wake formed
behind the finite cylinder. This narrow wake region is alseaed in the present simulations
(figures[9d and19e) but is of course also related to the higlegn®ds number flow in the
present application.

4 WIND-STRUCTURE INTERACTION SIMULATIONSFOR A SINGLE SILO

With a numerical model available for both the structure dredvtind flow, it is now possible
to consider the coupled numerical problem as a whole. In ihd-structure interaction simu-
lations, the solvers remain separated and the interacétween both domains is only active at
the interface between structure and wind flow. The struttaiaer can be denoted as follows:

S[P(t)] = U(t) (5)

whereU(t) are the displacements of the structure Bqd) are the aerodynamic pressures acting
on the structure. This expression corresponds with the noatesolution of the structural
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governing equation (equati@h 1). Similary, the numerichler of the Navier-Stokes equations
of the wind flow can be denoted as:

F[Ut)] =P(t) (6)

As mentioned in the introduction, two different couplingpapaches are considered as schemat-
ically represented in figufe 1L0. Only partitioned techn&jaee being considered here, implying
that both the structural and flow solver are maintained aara#gd solvers (e.g. two black-box
solvers) with only interaction at the wind-structure ifaee.

In the one-way coupling approach (figlré 10a), the strudtucensidered as a rigid body in
the wind flow simulationsU(¢;) = 0. In every time step, the aerodynamic surface pressures
on the rigid body structure can be determined in the flow sol#€[0] = P(¢;). Subsequently,
the resulting time history of surface pressuR$) is applied as an external transient load on
the structure and the resulting structural displacemeantsbe computedsS [P(¢)] = U(¢).

To avoid interpolation of surface pressures on the interfdwe computational grid of the silo
surface was made identical in flow and structural solvers Way, the aerodynamic pressures
and structural displacements on the wind-structure iatertan be transferred between solvers
with a node-to-node algorithm, without further need of apgmations through interpolation.

In the two-way coupling approach, on the contrary, the stma¢ and flow solver are coupled
in every time step (figure_10b). To ensure equilibrium at thalfktructure interface in every
time step, several Gauss-Seidel coupling iterations ktvelvers are performed. In the first
coupling iteration (superscrip) the aerodynamic surface pressures are calculated in the flo
solverF [U*(t;)] = P'(¢;) from an extrapolation of the structural displacements fpyavious
time steps, denotetl*(¢;). Subsequently, the structural response to these aerodypaes-
sures is calculated [P!(¢;)] = U'(¢). In the second coupling iteration, feedback is given
from the structural to the flow solver where the fluid mesh def the wind flow is slightly
modified and new surface pressures can be calcul&gdi’ (¢;)] = P?(¢;). The updated sur-
face pressures in their turn give rise to new structuralldegmentssS [P?(¢;)] = U%(¢;). This
iterative procedure is repeated until convergence of aer@uic surface pressures and struc-
tural displacements. In the present simulations, five G&easdel iterations per time step are
needed to reach convergence on the wind-structure ingerfac

It is self-evident that the computational effort to perfoantwo-way coupled simulation is
larger. Although it is difficult to compare the exact amouhtomputation time required to
simulate a single time step in the one-way coupling (wheeefldbw solver and the structural
solver have to be set-up separately and the one precedeth#r and the two-way coupling,
it takes approximately 5 times longer to execute a two-waypting simulation. It is therefore
interesting to assess the necessity of performing thes@u@ationally much more imposing
simulations.

4.1 One-way coupling ssmulations

In the one-way coupling simulations, the structural resedfi(¢) is calculated by applying
the previously determined time history of aerodynamic guessP (¢) on the FE model of the
silo. A direct time integration scheme, the unconditionpaliable and second order accurate
Hilbert-Hughes-Taylor method as implemented in the Abdedssolver [3], is used to solve
the governing system of dynamic structural equations (eoyid).

To avoid a long period of transitional effects in the struatuesponse, a static calculation
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b Flo=P@) | » KU, =Py =P(t) ty | F[Uf)] = P(t) S[P(t)] = U(t)

to F 0] =P(ts) > S[P(t)] = U(t) ty ;| F[U(t2)] = P(ta) S[P(tz)] = U(tz)

tn f[O] = P(tn) tn T[U(TW)} = P<tn) S [P(tn)] = U(tn)
P(t) — u(t) u(t)

(a) (b)
Figure 10: Schematic representation of the interactiowéen flow solver (white) and struc-
tural solver (grey) in the (a) one-way and (b) two-way pamtied coupling approaches.

precedes the dynamic calculation (cfr. figuré 10a):
KU, =P, (7)

The applied pressures in this stationary step are taker emtleose of the first dynamic time
step:Py = P(¢;). The structural respondé, can subsequently be used as an initial condition
for the dynamic calculations. The effect of this prelimiyatatic calculation has been verified
for the present simulations and found to be very effective.

The calculated structural responét) to the aerodynamic surface pressures, shows peak
displacements of abowt03 m. This value is realistic but relatively high considering tbs-
timated0.05 — 0.10 m of the observed vibrations during the 2002 storm in the Anpasglo
group, based on video footage.

In order to distinguish the contribution of the different deoshapes to the response, modal
decomposition techniques are used to determine the kismaticleformation energy in the struc-
tural response. Both the deformation enefgy¢) and the kinetic energy (¢) can be easily
calculated from the known structural displacemdrits) and velocitiedJ (t):

By(t) = 1UT(t)KU(t) E(t) = %UT(t)MU(t) (8)

2
By applying modal decomposition of the structural deforior@ U(¢) = ®«(t) and velocities
U(t) = ®a(t) wherea(t) represent the modal coordinates, the energy content ofstaatt
tural mode shape in the response can be quantified:

Eq(t) =

-
=
=
&

o (H)PTK Pa(t)

N~ N~

DO | —
M=
&
AN
=
<N
=

[y

=

<
Il
—

c
=
<
=

J(t)

o (H)PT M Pa(t)

N — DN

DO | —
?'Mz
Q.
(S
=

—

9)

<
=

<
Il
—



J. Hillewaere, J. Degroote, A. Rezayat, S. Vanlanduit, Gnbaert, J. Vierendeels and G. Degrande

Based on these scalar energy expressions wkigepresents the total number of mode shapes,
the energy contributio, ;(¢) and Ey ;(t) of every seperate mode shap¢o the structural
response can be determined using only the modal coordiadte¢sindc(t).

However, in the present form of equatidns 9, the entire lmds\smode shape® would have
to be determined to extract the modal coordinai&g from the known structural displacements
U(t). It is however computationally very inefficient to solve teetire eigenvalue problem
(equatioriR) for the determination @f. Furthermore, only the lowest eigenmodes are relevant
in the dynamic response of the structure for a typical lowgdiency wind excitation. It is
therefore desirable to use only a subdetwith corresponding modal coordinates(¢) to

determine the deformation and kinetic energy, whre: [ &, | ®' | anda(t) = {ng}

Of course, whileU(t) = ®«(t) is always true, an alternative projectien(t) has to be
proposed to approximaie,(t) so thatU(¢) = ®.a,(t). It can easily be shown by relying on
the orthogonality property of the structural mass matrat the modal coordinates(¢) can be
exactly calculated by using the following projection meatho

o (t) = a(t) = ®ITMU(1) (10)
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Figure 11: Modal deformation enerdy, ; for the first 20 mode shapes, based on the structural
response in the one-way coupling simulatidn: = (1, 3) (dashed bold black line¥p, = (1, 3)
(solid bold black line)@®; = (1, 4) (dashed thin black line¥p, = (1,4) (solid thin black line),
and the remaining mode shapes (solid light grey lines, with small energy content).

Figure[11 shows the modal deformation enefgy;(t) for the first 20 mode shapes. Only
mode shape®, = (1,3), ®, = (1,3), 3 = (1,4) and®, = (1,4) have a significant contri-
bution to the structural response of the silo. The contidoudf other mode shapes is distinctly
smaller. The deformation energy of the first three mode shapentioned has an important
static (time averaged) component indicating that theseensbdpes contribute significantly to
the static deformation of the silo structure. The defororagnergy of all these excited mode
shapes is oscillating at abouitiz, coinciding with their natural frequencies and hence iatdic
ing a dynamic response in mode shafes) and(1, 4). After transformation to the frequency
domain of the modal deformation energ@y ;(f), the excitation at the natural frequencies is
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clearly confirmed (figure12). However, smaller and irreglda frequency fluctuations can be
observed as well, especially for the mode shapes with tigedaistatic excitation. These low
frequency oscillations are also visible in figlre 11 and ateient to the simulated low fre-
guency content wind turbulence. These oscillations careba as a ‘quasi-static’ sway about

the mean static response, depending on and following tbaltmt fluctuations of the incoming

wind flow.
40 40 40 40
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wC 16 w® 16 wC 16 w® 16
8 8 8 8
0 0 0 0
0 4 8 12 16 20 0 4 8 12 16 20 0 4 8 12 16 20 0 4 8 12 16 20
f [Hz] f [Hz] f [Hz] f [Hz]
(a) (b) (c) (d)
40 40 40 40
32 32 32 32
24 524 24 524
0 © ~ )
wC 16 w® 16 w® 16 w® 16
8 8 8 8 l
0 4 8 12 16 20 0 4 8 12 16 20 0 4 8 12 16 20 0 4 8 12 16 20
f [Hz] f [Hz] f [Hz] f [Hz]

()

()

(@)

(h)

Figure 12: Modal deformation enerdy; ;(f) in the frequency domain for the first eight mode
shapes, based on the structural response in the one-walngpsimulation: (a)®; = (1, 3),

(b) @, =

P, = (1, 5), and (h)@g = (1, 5)

(1,3), (c) ®3 = (1,4), (d) &, =

(1,4), () @5 = (1,5), (f) @6 =

(1,5), (9)

Although these results are based on one-way coupling siiontaof only a single silo,

the computationally predicted vibrations correspond wt the observed ovalling vibrations
during the 2002 Antwerp storm. While vibration levels arelgably still smaller than for the
entire silo group arrangement, the simulations alreadyng®econfirm that the mode shapes
with the lowest natural frequencies are excited by the agrachic pressures.

4.2 Two-way coupling simulations

In the two-way coupling simulations, several additionamguitational issues arise. The
first concerns possible interpolation issues at the interfaf structural and flow solver. As
mentioned, this problem is bypassed by using identical eesfr the wind-structure interface
(i.e. the silo surface) in both structural and flow solvere®econd concerns the choice and
implementation of an implicit coupling scheme to ensureildgium at the interface in every
time step. In this application, Gauss-Seidel iteratioesparformed and are found to be stable.
Thirdly and finally, the mesh movement of the computationa @ the flow solver is made
possible using the arbitrarian Lagrangian-Eulerian (AEScription as implemented in Ansys
Fluent [1].
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The analysis of the structural response in the two-way ¢og@imulation is identical to
that in the one-way coupling simulation. Based on the simnattdisplacements, the modal
deformation energy, ;(t) and kinetic energyF ;(t) can be determined to investigate the
excitation of the different mode shapes in the structursgpoase.
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Figure 13: Modal deformation enerdy, ; for the first 20 mode shapes, based on the structural
response in the two-way coupling simulatiak; = (1, 3) (dashed bold black line¥p, = (1, 3)
(solid bold black line)®; = (1, 4) (dashed thin black line}p, = (1,4) (solid thin black line),

®; = (1,5) (dashed bold grey lineyps = (1, 5) (solid bold grey line)®,, = (2,6)* (dashed
thin grey line),®,3 = (2,6) (solid thin grey line), and the remaining mode shagegsolid

thin light grey lines, with small energy content).

Figurel I3 shows the modal deformation enekyy; (¢) for the first 20 mode shapes, similarly
as in figurd_Ill but now based on the structural response imitvevay coupling simulation.
Similarly as for the one-way coupling simulation, mode shdp = (1,3) has a significant
contribution to the deformation energy in the range of appnately 300 J. The ‘quasi-static’
low-frequency variation of the static component and ogtdhs at the natural frequency are
also observed.

The other mode shapes that were significantly contributnifpe structural response in the
one-way coupling simulation, namefy; = (1,3), ®3 = (1,4) and®, = (1,4), now repre-
sent only very small to negligible energy variations. lastemode shap®; = (1,5) has a
significant contribution in the structural displacemenmigh a large ‘quasi-static’ part and less
pronounced dynamic oscillations. The contribution of metape®; = (1,5) is still small
in the two-way coupling simulations but has become more ntamb than the contribution of
e.g. mode shap®, = (1,3) and®; = (1,4) whose contribution is close to negligible when
compared to the one-way coupling results.

A major difference compared to the results of the one-waypbng, is the contribution of
mode shap&,, = (2,6)* and, although less pronounced, mode shlape= (2, 6) to the de-
formation energy. The notatidg, 6)* is used to characterize the hybrid mode shape combining
(2,6) and(1,2). Both mode shape®,, and®;3 have a mainly ‘quasi-static’ component and
are only little excited dynamically.

Finally, the peak displacements of the structural respansige two-way coupling simula-
tions has doubled compared to the one-way results. Thergresximum of0.06 m is very
high, certainly when considering that the silo is isolatédis likely but difficult to predict
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how the vicinity of the neighbouring silo structures in thregp arrangement will influence the
displacement of the silo structure.

From these results, it is clear that the results in the ong-@aaupling simulations differ
from those in the two-way coupling. Both simulations confitmat mode shap®, = (1, 3)
contributes most to the structural dynamic response, océndime ovalling vibrations. The
secondary mode shapes differ slightly in the one-way aneviayp coupling simulations. Nev-
ertheless, the mode shapes with the lowest natural frecggereanain those to be preferentially
excited dynamically. An important mismatch between the twapling approaches is found
concerning the ‘quasi-static’ response of the silo stmctin the two way coupling, two mode
shapes with higher natural frequencies are found to cart&isignificantly to the ‘quasi-static’
swaying deformation of the silo structure.

These simulations demonstrate the importance of perfayfaily coupled, two-way simula-
tions for suchlike aeroelastic problems. For the case cdiitiee 8 by 5 silo group, itis plausible
that the two-way coupling simulations will yield even mornéetent results compared to the
one-way coupling simulations.

5 CONCLUSIONS

To investigate the occurence of wind induced ovalling Mibras in a silo group, the present
study proposes a numerical approach. Presently, a single siatural wind flow is considered.
The silo structure is numerically calculated using a finieareent (FE) model and the wind flow
around a single silo is investigated using 3D computatifioad dynamics (CFD) simulations.
For the validation of the numerical wind flow simulation, anditunnel experiment around a
rigid structure was set up. Despite several modificatiorgs (gcale, inlet conditions, etc.) the
experimental results show reasonably good agreement indthumerical results. Because the
turbulence model used in the CFD simulations is not adedoatée lower Reynolds number
wind flow in the experiments, the separation point is not joted correctly. Nevertheless good
agreement is found for the mean pressures at the windwagdos$ithe cylinder surface until
separation and also for the fluctuating pressures at théde®sthe cylinder surface. The wind
flow pattern is also compared qualitatively to similar casiefinite surface-mounted structures
in cross flow. Several similarities can be observed thaease the confidence in the present
CFD simulation results.

The coupled wind-structure interaction problem is subsatjy simulated using two differ-
ent coupling approaches. In the one-way coupling simuiatioe aerodynamic surface pres-
sures are applied to the FE model of the silo structure agre{tgansient loads without de-
formation of the flow domain while in the two-way coupling sifation, the interaction of the
structural deformation with the wind flow field is taken intccaunt in every time step. Modal
decomposition techniques are applied in both simulatiorsatculate the modal deformation
energy for the determination of the excited mode shape<isttiictural response. It is found in
both coupling approaches that the mode shapes with the ioaesal frequencies are excited
dynamically. The results in the one-way coupling simulagidiffer however from those in the
two-way coupling, demonstrating the importance of periogrfully coupled simulations for
suchlike aeroelastic problems.
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