View metadata, citation and similar papers at core.ac.uk

-

P
brought to you by i CORE

provided by Ghent University Academic Bibliography

COMBINED WAVELET DOMAIN AND MOTION COMPENSATED FILTERING
COMPLIANT WITH VIDEO CODECS

Ljubomir JovanoV, Aleksandra Fiurical, Vladimir Zlokolica, Stefaan Schulte
Etienne Kerré and Wilfried Philips

! Telecommunications and Information Processing

Ghent University
St-Pietersnieuwstraat 41
B-9000 Ghent, Belgium

ljj@telin.ugent.be

ABSTRACT

In this paper, we introduce the idea of using motion estima-

tion resources from a video codec for video denoising. Téhisat
straightforward because the motion estimators aimed tt@o/com-
pression and coding, tolerate errors in the estimated mégtl and
hence are not directly applicable to video denoising. Teesthis
problem, we propose a novel motion field filtering step théihes
the accuracy of the motion estimates to a degree that isrestfor
denoising.

We illustrate the use of the proposed motion estimation oteth
within a wavelet-based video denoising scheme. The regulideo
denoising method, is of low-complexity and compares fablyréo
the latest video denoising methods.

Index Terms— video, denoising, motion estimation, compres-
sion, coding

1. INTRODUCTION
A number of wavelet-based video denoising algorithms haenb
proposed recently, including [1], [2], [3] and [4]. In a cidg
related video processing chain, wavelet-based video sopexve
their advantages, especially in terms of resolution sdéhab

In many applications such as video surveillance or teleionee]
it should be desirable to integrate video denoising andovateling,
as closely related parts of the same video processing chairat-
ural step towards this integration is re-using the res@jrsech as
motion estimation, from a video codec for the denoiser. A bem
of efficient motion estimators have been already developech as
[5], which are suitable for real-time hardware implemeiotat[6].
However, the use of these motion estimators has not beerdeoed
so far in the denoising literature.
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Fig. 1. Tested video denoising scheme.

combination with a wavelet based spatial filter scheme thpgmsed
video denoising scheme competes with the best and mostracén
tiresolution video denoisers, such as [3]. While promotimgidea
of integrating the motion estimator from a video codec intdea
noiser, we do not restrict ourselves to a particular codeteapiser
design. The essence is that we can use the output of the satiog&mo
estimator as an input for the coding scheme and with the gexbo
additional filtering step, as an input to the denoiser.

We also develop a novel wavelet-based video denoising sehem
that fits in the proposed video processing strategy. Thétsaemon-
strate that the proposed filter outperforms recent relatethoas
such as [3] and [4], while being compatible with video coding
motion estimation algorithms. The paper is organized dsvial.
Section 2 describes the proposed spatio-temporal filtesitgme.
The results are presented and discussed in Section 3. G@mdu
are given in Section 4.

We adopt a separable and sequential spatio-temporalrfiteri
scheme, related to [4], which combines wavelet-domainiaipfdt
tering and pixel-domain temporal filtering. The main diéfece with
respect to [4] is a novel, motion compensated temporal filier
opposed to simple pixel based motion detection in [4]. Sdiyon

The main reason is that motion estimator aimed for video comwe use a different filtering order, where the temporal filtgrpre-

pression and coding tolerate errors in the estimated mégtth Of-
ten, motion field produced by video codec does not follow ttaal
moving object which is one of the conditions required to perf
successful motion-compensated denoising.

cedes spatial one. This is because we observed that sucleraech
yields less spatial blur as compared to the filtering ordemfr[4].
One difficulty with our temporal-spatial filter ordering It the re-
maining noise after the temporal filtering is in general sigtnon-

In this paper, we propose a simple and efficient filtering stepstationary, which requires adaptivity of the spatial fiteelocal noise

which allows integration of a motion estimator from a videmlec
into a denoiser. In particular, we observe that inaccusasfenul-
tiresolution motion estimators, such as [5] consist mainlfalse
motion vectors in background image areas without actualanot
The proposed, novel motion field filtering step refines theismy
of the motion field making it usable for denoiser. We show that

statistics. Different solutions for this problem are pbésiincluding
the extension of the spatial filter from [7]. Here we proposelated
solution for non-stationary spatial filter, starting fronfuzzy-logic
version of this filter [8], which offers a good compromisevetn
denoising quality and complexity, being attractive fordware im-
plementation. We extend this filter to make it adaptive taisfg
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non-stationary noise.

2. THE PROPOSED VIDEO DENOISER
We assume the following noise model:
k k k
di; = fij +n5,,

@

where(i, 7) denote the spatial positiohsthe frame numberfi’fj the
noise-free component andf’ ; the noise contribution. Noise is as-

sumed to be white Gaussian of zero mean and of known standar
deviationo. In caseo is not known, we estimate it as described in

[3]. The proposed video denoising scheme is illustratedgn® An
input into this scheme is the motion field produced by a motistiv
mator from a video codec. In particular we assume the matilce
tion spatio temporal motion estimation algorithm (MRST$clébed
in [5]. This algorithm uses a multigrid image representatimd
starts with a full search on the lowest resolution, and usgisehn
resolution levels and spatially and temporally neighbgbiocks to
improve the existing motion vectors in an adaptive manndris T
motion estimation algorithm offers similar results as d &darch
algorithm but with multiple speed-up.

2.2. The proposed motion compensated temporal filtering

Let m; ; denote the motion detection variable at positipfin the
framek. Valuem? ; = 1 indicates'motion” andm/ ; = 0 “no mo-
tion” at the corresponding spatio-temporal position. In theioaig
SEQWT method from [4], the recursive temporal filtering isisi
ply switched off at positions where motion is detec(edﬁj =1).
Using our motion estimator, we shall filter at the positionseve
motion exists as well, and this along the motion trajectig. wish

to take into account however, that the motion estimatioroisper-
fgct and hence we apply different coefficients of the filtemioving
and in non-moving areas. The proposed motion compensatied fil

2 MAD MAD _
fiy = =mi;) e+ W)d?j + (1= =)= a)d; ;")
MAD MAD _
+mi (B0 + —2)diy + (1= =) (1= )iy ),

(4)

where(p, ¢) are the coordinates of the motion vector dddiD =

|df; — d;—, ._,|. Optimal values for filter coefficients=0.55 and

[ =0.9 are chosen experimentally to yield best denoisindtsefar

We have noticed that the main problem with this, and other moall test sequences.

tion estimation methods aimed for video compression is tiney
produce motion vectors in the parts of the frame where noanoti
exists (for example in the background which contains stamina-
tion gradients). This is because the corresponding mostimation
algorithms search for the best matching pixel value in trewipus
frame no matter if it does not belong to the same object. Suatfom
field cannot be used for video denoising without further eafient,
since spurious motion vectors would introduce degradatafrsta-
tionary parts of the scene.

2.1. The proposed motion filtering step

In order to eliminate spurious motion vectors, from the paftim-
age sequence where no motion exist we propose a novel maidn fi
filtering step. The idea is to compare the difference betwieeicor-
responding blocks with the average difference, and dectuethver
motion exists or not. In the first step we calculate mean aitsol
difference between pixels in the corresponding blocks ighering
frames, denoted wit} ;:

N N’_L/

R DI

m=1n=1

@

k—1,i,j
- dm,n |7

wherei, j are spatial coordinates of a bloak,, n coordinates of a
pixel inside block used for motion estimation aidis a block size.
We define the threshold used for motion detectiok-it frame

as follows:
Nph Npy

1 k
Nin Noo Z Z Dij
i=1 j=1
where~ is a scalar andVyx, Ny, are number of blocks along hor-
izontal and vertical axis. We found experimentally thatuea =
0.55 yields best results for the most sequences.

THR =~

®

In this filtering step, we make decision whether motion exist

in each block simply by comparing the absolute block diffiee
with the previously calculated threshold. If tfi#’; < THR, both
motion vector components are set to zero. Otherwise, mgtotor
keeps its original value.

2.3. Spatial filtering for non-stationary noise

Like in [4], we combine the temporal filter with a wavelet dama
spatial filter. As opposed to [4], our spatial filter folollevthe
temporal one, and hence it has to deal with spatially notestary
noise. Aiming at low complexity and hardware-friendly aiua,
we start from the fuzzy filter of [8], which is a fuzzy-logic rgon
of the spatially adaptive ProbShrink from [9]. The filter &pp to
each wavelet coefficient a shrinkage factor, which is a fioncof
two measurements: the coefficient magnitude and a locabspat
tivity indicator (LSAI). These functions are realized agg®-wise
linear membership functions which depend on standard tiemiaf
noises. For details see [8]. We make this method adaptive to spa-
tially non-stationary noise by estimatirglocally. We use 32x32
overlapping windows and shift these in steps of 8 pixels gleach
direction.

3. RESULTS

We first analyze the performance of the proposed motion asitim
algorithm and next the performance of the complete dengiigo-
rithm.

3.1. Motion field improvement

The performance of the algorithm is evaluated by compariegm
square error of the motion compensated frame, obtainedy s
estimated motion field with and without the proposed motietdfi
filtering step. Fig. 3 shows the motion field for 15-th frameabiair*
sequence before and after filtering.

Mean square error of the motion field is defined as

N Ny

N:Ny DD )

i=1 j=1

MSE =

Q)

N, N, are the sizes of image frame along x and y axis, i, j coor-
dinates of pixel inside image frame apdq are the x and y compo-
nents of the motion vector. The resulting mean square egivesn
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Fig. 2. Quantitative performance comparison of the proposed otetind SEQWT and BVD algorithms for the following sequendes:
flower, o =15 (b) tennisg=15 (c) miss Americag = 15 (d) salesmang = 15

Table 1. Mean square error of the motion field

Sequence Without MV filtering | With MV filtering
"salesman” 0.188 0.118
"chair” 0.077 0.047
"miss America” 0.062 0.036
"tennis” 0.017 0.017
"flower garden” 0.49 0.345
"bus” 0.286 0.202

in Table. 1 demonstrate that the proposed filtering stepangs the
accuracy of the estimated motion field.

3.2. Denoising results

In this section we present the denoising performance ofrtheqsed
method. The wavelet function used hersysletwith eight vanish-
ing moments. All the results were obtained using a non-dateth
wavelet transform with 4 decomposition levels.

Four test sequences were usetss America’, 'salesman’, 'ten-

is compared with the methods presented in [3] and [4] , dehote
as BVD and SEQWT respectively. which is illustrated in Fig. 2
The proposed denoising method shows better results foestlse-
quences. The improvements in PSNR are from 0.5 - 0.8 dB com-
pared with [4], depending on the sequence. These improvsmen
are mainly because the new method includes a motion comjgehsa
filtering. A significant factor in performance improvemesaiso the
use of a spatially adaptive local filtering which adaptslitsenon-
stationary noise. The visual results shown in Fig. 4 , dernates
that the proposed method also outperforms the referenceoaet
in terms of visual quality, especially in the sequences Witon-
tain more dynamics. Differences between the presentedatigth
are even more perceivable after viewing and comparing dedaie-
quences.

4. CONCLUSION

The main novelty of this paper is the idea of reusing motidimes
tion resources from video codec for video denoising. Theefieof
the proposed idea is twofold. Firstly we improve the perfance of
the SEQWT denoiser [4] by using a motion estimator that iable

nis’ and’flower’, with added white Gaussian noise of standard defor real-time processing. Secondly we make a first step tisven-
viationso=10, 15 and 20. Resulting PSNR of the proposed methodegrating wavelet domain video coder and denoiser by makieg
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Fig. 3. Motion field for 15-th frame of 'chair’ sequence, before and

after filtering.

sharing the common resources such as motion estimatiogislimot
straightforward since the motion estimators aimed for @idem-
pression tolerate errors in the estimated motion field amtdare
not applicable to video denoising. In order to achive this,imtro-
duce novel motion filtering step that improves significatiy mean
error squared performance of the motion estimator. Thisigora-

tion can be easily implemented as a part of hardware videecod

since both components have low complexity.
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