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Preface

This thesis presents a study of the Gribov-Zwanziger framework: from propagators to glue-
balls. The chapters 2 and 3 are meant as an introduction and only require a basic knowledge
of quantum field theory. Chapter 2 explains the techniques behind algebraic renormalization,
which shall be widely used throughout this thesis, while chapter 3 tries to give a pedagogic
overview of the Gribov-Zwanziger framework as this is not available yet in the literature. The
subsequent chapters contain own research. First in chapter 4, we shall dig a bit deeper in the
Gribov-Zwanziger framework, by exploring the BRST symmetry and the KO criterium. Next,
in chapter 5 we shall elaborate on the ghost and the gluon propagator in the infrared and
present a refined Gribov-Zwanziger action. Further, we present two chapters on the search
for physical operators within the (refined) Gribov-Zwanziger framework, chapter 6 and 7. A
small chapter 8 is devoted to some values for different glueballs. We end this thesis with the
conclusions, chapter 9.






Dutch Summary - Nederlandse Samenvatting

We present here a Dutch Summary of this thesis.

Inleiding: QCD, een enorme lappendeken

Quantum Chromodynamica (QCD) is de theorie van de sterke interacties, één van die vier
fundamentele krachten van ons universum. Deze kracht beschrijft de interactie tussen quarks
en gluonen, die fundamentele bouwstenen voorstellen van de gekende materie. Deze kracht
is asymptotisch vrij bij hoge energieén, wat wil zeggen dat quarks en gluon zich als vrije
deeltjes kunnen bewegen. Daarentegen bij lage energieén, wat overeenkomt met onze huidige
wereld, vormen quarks en gluonen steeds gebonden toestanden, die we hadronen noemen. De
best gekende voorbeelden hiervan zijn de protonen en neutronen, maar er bestaat een enorme
verscheidenheid aan andere deeltjes die bijvoorbeeld in deeltjesversnellers kunnen gecreéerd
worden. Quarks en gluonen dragen een soort lading die we kleur noemen, en hadronen zullen
steeds manifestaties voorstellen van kleurloze objecten. Vreemd genoeg werd er nog nooit een
vrije quark of gluon waargenomen. Dit fenomeen noemen we confinement en QCD is de enige
fundamentele kracht met deze unieke eigenschap. Ondanks 40 jaar intensief onderzoek sinds
de formulering van het standaardmodel, blijft het onduidelijk wat de precieze verklaring van
confinement is. Zelf de formulering wat confinement eigenlijk is, staat ter discussie.

Hoe komt dit nu, dat confinement zo een moeilijk te verklaren fenomeen is? De verkla-
ring ligt in het feit dat de standaardtechnieken die heel succesvol gebleken zijn in Quantum
Elektrodynamica (QED), een andere fundamentele kracht, niet toepasbaar zijn in QCD. QED
vertoont namelijk een compleet ander gedrag. Voor lage energieén heeft deze theorie een kop-
pelingsconstante die almaar kleiner wordt, en dus kan je een techniek toepassen, perturbati-
etheorie genoemd, die een reeksontwikkeling in deze kleine parameter toelaat. Daarentegen bij
QCD, is de koppelingsconstante veel te groot om nog perturbatietheorie te kunnen toepassen.
Daarom moeten we onze toevlucht zoeken in niet perturbatieve technieken, die echter niet
zo eenvoudig zijn. Er is ondertussen een enorme variéteit aan technieken ontwikkeld die elk
op hun manier QCD proberen te benaderen. Alle methodes om QCD te beschrijven kan men
beschouwen als een enorm lappendeken, elke methode belicht andere aspecten en heeft zo zijn
eigen voordelen.

Misschien is het interessant te vermelden dat ook zonder quarks, zogenaamde pure QCD,
er ook confinement is. Uiteraard kan dit niet bevestigd worden door experimenten, maar
rooster simulaties tonen aan dat dit inderdaad het geval is. Daarom is het reeds interessant
om QCD zonder quarks te onderzoeken, omdat de sleutel tot de oplossing verborgen ligt in het
gedrag van de gluonen. Daarom zullen we hier dan ook voornamelijk pure QCD onderzoeken.

De Gribov-Zwanziger actie

In deze thesis zullen we een stukje van het lappendeken beschrijven. We zullen hiervoor
starten van de SU(N) Yang-Mills ijktheorie. Deze theorie is een veralgemening van pure
QCD waarvoor je dan N = 3 moet stellen. Als je deze theorie wil neerschrijven in een padin-
tegraal, wordt het snel duidelijk dat je een ijk moet kiezen om een betekenisvolle padintegraal
te kunnen neerschrijven. De ijk vastleggen betekent dat men per serie van ijkequivalente
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velden één veld uitpikt. Dit werd voor het eerst gedaan door Faddeev en Popov in het jaar
1967 [1]. Een heel populaire ijk is de Landau ijk, door zijn eenvoud, en daarom zullen we
in deze thesis dan ook hoofdzakelijk in deze ijk werken. Ondanks het grote succes van de
aanpak van Faddeev en Popov, o.a. door het ontdekken van een resterende symmetrie, de
BRST symmetrie, ontdekte Gribov dat er toch iets niet helemaal klopte, zie zijn beroemde
artikel uit 1978 [2]. Elke normale ijk die men probeert te kiezen heeft namelijk het probleem
dat er nog steeds Gribov kopieén aanwezig zijn. Dit zijn ijkequivalente velden die beide aan
dezelfde ijkvoorwaarde voldoen. Dit wil zeggen dat de ijkfixing van Faddeev en Popov on-
volledig zou zijn. Gribov beschreef in zijn artikel hoe dit gevolgen zou hebben op de gluon en
op de ghost propagator. Door de Gribov kopieén uit te sluiten, vertoont de gluon propagator
een ander gedrag, namelijk in het lage momentum regime wordt deze propagator onderdrukt.
Ook de ghost propagator vertoont een ander gedrag: in het lage momentum gebied wordt
deze propagator versterkt. Gribov zijn aanpak werd later veralgemeend door Zwanziger in
1989 [3]. Hij construeerde een actie die een groot deel van de Gribov kopieén uitsluit, door
de integratie van de gluonen te beperken tot een kleiner gebied, genaamd de Gribov regio: de
Gribov-Zwanziger actie was geboren. Jammer genoeg breekt deze actie de BRST symmetrie,
weliswaar enkel op een “zachte manier”, dwz voor grote energieén herstelt deze symmetrie
zich opnieuw.

Elke theorie moet getest worden. Aangezien propagatoren sterk ijkafhankelijke grootheden
zijn, kon deze enkel via roostersimulaties getest worden. Dit werd dan ook uitvoerig gedaan,
en de Gribov-Zwanziger theorie werd steeds opnieuw bevestigd. De ghost propagator ver-
toonde versterkt gedrag en de gluon propagator was onderdrukt in het infrarood, schond de
positiviteit en was nul bij momentum gelijk aan nul. Al deze voorspellingen werden inderdaad
gedaan door de Gribov-Zwanziger actie.

Dit tot er een nieuw geluid kwam in 2007. Toen werden er in [4] verrassende resultaten
gepubliceerd. De roostersimulaties in deze paper waren uitgevoerd op enorme roosters zo-
dat men meer data in het diep infrarode gebied kon verzamelen: de gluonpropagator leek te
naderen tot een eindige waarde voor nul momentum en de spookpropagator was toch niet
zo versterkt als vooralsnog steeds aangenomen werd. De hele gemeenschap stond voor een
raadsel.

De verfijnde Gribov-Zwanziger actie

De vraag die uiteraard rees was of het nog steeds mogelijk was deze resultaten te verklaren
vanuit de Gribov-Zwanziger theorie. Daarom werd er op zoek gegaan naar andere niet per-
turbatieve effecten die in rekening moeten gebracht worden om dit te verklaren. Door het
dynamisch in rekening brengen van condensaten, dit zijn vacuumverwachtingwaarden van een
locaal samengestelde operator, in de Gribov-Zwanziger theorie, bleek het inderdaad mogelijk
om opnieuw resultaten te vinden in overeenstemming met de roosterdata. Condensaten zijn
typische niet-perturbatieve effecten die reeds lang gekend zijn.

Na het verfijnen van de Gribov-Zwanziger actie, was er nu een nieuwe voorspelling voor de
gluon propagator voorhanden. Deze voorspelling werd dan ook met succes gefit aan de reeds

bestaande roosterdata, en gaf een bevestiging voor de verfijnde Gribov-Zwanziger theorie.
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Glueballs

Tot zover werden er enkel propagatoren onderzocht. Dit zijn sterk ijkathankelijke grootheden
en dus zou het interessant zijn om te onderzoeken of er we uit de (verfijnde) Gribov-Zwanziger
actie ook voorspellingen voor fysische grootheden kunnen halen. Immers, we hebben nu een
model gevonden dat de propagatoren goed beschrijft, maar als dit model wil overeind blijven,
zou deze ook voorspellingen moeten kunnen doen over fysische deeltjes. Aangezien we nog
steeds werken met pure Yang-Mills theorie, zouden deze deeltjes een kluwen van gluonen
moeten zijn: glueballs. Hiervoor hebben we in een eerste poging de renormalizatie van Fiu
onderzocht, daar deze operator standaard geassocieerd wordt met de scalaire glueball. Door
de gecompliceerde vorm van de Gribov-Zwanziger actie, was dit een niet triviale opdracht.
We vonden dat deze operator zich mengt met andere d = 4 operatoren. Daar de Gribov-
Zwanziger actie de BRST symmetrie breekt, heeft dit belangrijke gevolgen voor de correlator.
De correlator (F, 3V(x)F 3y(y)> is op zich geen welgedefinieerde grootheid, net door die menging.
We vonden echter wel dat de volgende grootheid, (R(x)R(y)), goed gedefinieerd is met R een
renormalizatie groep invariante grootheid gegeven door

2
g (g% VP2, on(g)E 1)

R =

waarbij £ een niet BRST invariante combinatie van velden uit de Gribov-Zwanziger actie is.

Nu we de renormalizatie van F 31, achter de rug hebben, kunnen we de correlator (R(z)R(y))
onderzoeken. Het idee is het volgende: onderstel een operator O. Indien dit een fysische op-
erator is, dan zouden we deze moeten kunnen schrijven in een Kéllén-Lehmann representatie:

OWOCR) = [ drplr) 5 @)

waarbij p(7) > 0. M.a.w., de correlator (O(k)O(—k)) moet een vertakkingslijn vertonen op
de negatieve! z-as. Indien echter deze correlator (een) vertakkingslijn(en) vertoont die niet
op de negatieve z-as ligt en/of we vinden een spectrale dichtheid p(7) < 0 op de negatieve
x-as, dan spreken we een niet fysische operator. Nu werd reeds gevonden dat <F5V(x)F3V(y)>
reeds een vertakkingslijn vertoont op de imaginaire as, wat erop wijst dat F 31, en dus hoogst-
waarschijnlijk ook R geen goede operator is.

Daarom zijn we op zoek gegaan naar een andere operator, die wel fysisch is. Hiervoor hebben
we een nieuw concept ingevoerd: i-particles. Op laagste orde zijn we erin geslaagd met behulp
van de i-particles een operator te vinden die een goede Kéllén-Lehmann representatie heeft.
Jammer genoeg breekt deze operator de BRST op een harde manier, zodat deze operator er
niet renormalizeerbaar uitziet.

Tot besluit kunnen we stellen dat we enerzijds een renormalizeerbare operator hebben gevon-
den, maar met een slechte Kéllén-Lehmann representatie en anderzijds een niet renormal-
izeerbare operator, maar met een goede Kallén-Lehmann representatie. Hoe we deze twee
kunnen verenigen is voorlopig nog een vraagteken, maar dit wordt momenteel onderzocht.

!Dit omdat we steeds in de Euclidische ruimte werken.
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Indeling van deze thesis

Deze thesis start met een korte situering van het werk in hoofdstuk 1. Daar we in deze
thesis heel vaak gebruik zullen maken van techniek van algebraische renormalizatie, geven
we hierover eerst een inleiding, zie hoofdstuk 2. Net omdat dit geen standaard techniek
is, gaan we enkel uit van een basiskennis Quantumveldentheorie. Hierna volgt hoofdstuk 3:
hierin geven we een overzicht van de ideeén van Gribov tot de constructie van de Gribov-
Zwanziger actie. Daar in de literatuur dit overzicht ontbreekt, hoopt dit hoofdstuk deze leemte
te vullen. Op het einde van dit hoofdstuk bewijzen we dat deze actie renormalizeerbaar
is met de technieken uitgelegd in hoofdstuk 2. Vanaf dan start het eigenlijke onderzoek.
In hoofdstuk 4 gaan we nog wat dieper in op de Gribov-Zwanziger actie. We leggen de
betekenis uit van de breking van de BRST symmetrie en we tonen aan hoe we deze kunnen
herstellen door het invoeren van nieuwe velden. Ook leggen we een verband tussen de Gribov-
Zwanziger actie en het beroemde Kugo-Ojima theorema. Vervolgens verfijnen we de Gribov-
Zwanziger actie om in overeenstemming te komen met de roosterdata in hoofdstuk 5. De
volgende twee hoofdstukken starten dan de zoektocht naar fysische operatoren. In hoofdstuk
6 onderzoeken we de algebraische renormalizatie van F; 31, in de Gribov-Zwanziger actie, terwijl
we in hoofdstuk 7 de i-deeltjes invoeren. In hoofdstuk 8 bespreken we nog enkele resultaten
voor de massa’s van enkele glueballs die berekend werden in het kader van de i-particles. We
eindigen tot slot deze thesis met een besluit en vooruitzichten in hoofdstuk 9.
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Introduction

1 The patchwork quilt of QCD

Quantum Chromodynamics (QCD) is the theory which describes the strong interaction, one
of the four fundamental forces in our universe. This force describes the interactions between
quarks and gluons, which are fundamental building blocks of our universe. At very high ener-
gies, QCD is asymptotically free, meaning that quarks and gluons should be detected as free
particles!. However at low energies, i.e our daily world, due to the strong force, quarks and
gluons interact and form bound states called hadrons. A well known example of these bound
states are the proton and the neutron, but a whole zoo of hadrons has been observed in par-
ticle detectors. In fact, the only way to obtain information about the strong force is through
bound states, as no free quark or gluon has even been detected. We call this phenomenon
confinement. Although since the formulation of the standard model (which includes QCD),
40 years of intensive research have past, no good answer has been found to probably one the
most fundamental questions in QCD. Even the formulation of what confinement really is, is
under discussion.

The difficulty for solving confinement lies in the fact that the standard techniques which
have been so successful in QED, are not applicable in QCD. In QED the coupling constant
is small enough?, so one can apply perturbation theory, which amounts to writing down a
series in the coupling constant. As in QCD, the coupling constant increases for decreasing
energies, the coupling constant is too large and perturbation theory alone can never give a
good description of the theory. Therefore, other techniques are required which we call non-
perturbative methods. There exists a wide range of non-perturbative methods, which all try
to approach QCD from one way or another. One should not see these different techniques as
competing, but as patchwork trying to cover all aspects of QCD.

Even if one omits quarks in QCD, one can still call the remaining theory confining. Al-
though there is no real experimental evidence, lattice simulations have shown that gluons
form bound states which we call glueballs and no free gluon shall be detected. Therefore,
it is already interesting to investigate pure QCD without quarks, and try to find out what
happens. One could say that confinement is hidden in the behavior of the gluons.

'E.g. in deep inelastic scattering (DIS) experiments, quarks can be treated as free particles.
2This depends of course on the energy range of interest.
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2 The Yang-Mills theory: definitions and conventions

Now what is QCD? QCD is a gauge theory, as all theories for the fundamental forces. In
fact, QCD is only a special case of the more general SU(N) Yang-Mills theory, but with N = 3.

In order to know what we are talking about, let us already introduce the Yang-Mills the-
ory here, as this theory shall be the main building block of this thesis. We shall try to be
consistent and use the conventions outlined in this section. The derivation of the Yang-Mills
action can be found in any standard textbook on quantum field theory [5].

We start with the compact group SU(N) of N x N unitary matrices U which have de-
terminant one. We can write these matrices as

U = e 90X (1.1)
whereby X represent the generators of the SU(N) group. The index a,b,c,... is called the
color index and runs from {1,..., N2 —1}. These generators obey the following commutation
rule

[Xava] = ifabc)(C > (1.2)

and thus the SU () group corresponds to a simple Lie group. We can choose these generators
to be hermitian, X = X, and normalize them as follows

Tr[Xo X)) = % . (1.3)

The generators X, belong to the adjoint representation of the group SU(N), i.e.
UXU' = (DMapXs, (1.4)

with (DA(Xa))bC = —ifae. Now we can construct a Lagrangian, which is symmetric under
this group.

Firstly, we define the standard SU(N) Yang-Mills action as
Sym = / d%%TrFWFW , (1.5)
whereby F),, is the field strength
Fo. = 0,A,—0,A,—ig[A., A, (1.6)

and A, the gluon fields which belongs to the adjoint representation of the SU(N) symmetry,
ie.

A, = ARXY. (1.7)
The field strength can thus also be written as

F, = Fj X%, (1.8)
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whereby
Fﬁu = a,uA?/ - aVAZ + gfaklAﬁAfj . (19)

Under the SU(N) symmetry, we define A, to transform as
i
A, = UAUT - 5(8MU)UT : (1.10)

and one can check that this is compatible with the fact the A, belongs to the adjoint repre-
sentation. Consequently, from (1.6) we find

F/./Ll/ = UF;WUT, (1.11)

and therefore the Yang-Mills action is invariant under the SU(N) symmetry. Infinitesimally,
the transformation (1.10) becomes

SAL = —DSbo" (1.12)
with Dzb the covariant derivative in the adjoint representation
Dab = 9 5ab _ fabcAc (1 13)
poo = 9 e :

Secondly, we can also include the following matter part in the action, when considering full

QCD
Sw = [ ds (abuasDiiu}) (114)

which contains the matter fields 1, and 1; belonging to the fundamental representation of
the SU(N) group, i.e.

v, = Uiy, (1.15)

or infinitesimally

5P, = —i0°X&9, . (1.16)
The index ¢ runs from {1,..., N}. Every ¢; and ¢; is in fact a spinor, which is indicated with

the indices {«, §,...}. D,/ is the covariant derivative in the fundamental representation
D = 0,67 —igAL(X")" (1.17)

and v, are the Dirac gamma matrices. One can again check that also the matter part is
invariant under the SU(N) symmetry. The matter field ¢ represents the quarks of our
model. As is known from the standard model, there is more than one type of quark, which we
call flavors. For each flavor, we would need to add a term like Sy,, but keeping the notation
simple, we shall not introduce a flavor index here. The starting point of the Yang-Mills theory
including quarks is thus given by

S = Sym+ Sm . (1.18)

Most of the time, we shall however omit the matter part, and work with pure Yang-Mills
theory.
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3 Outline of the thesis

Now that we have introduced the Yang-Mills theory, let us explain the goal of this thesis. In
this thesis, we shall try to cover one square of the patchwork quilt. Most of the time, we shall
omit quarks and work with pure Yang-Mills theory, commonly known as gluodynamics.

For this, we need techniques. In everything which we shall do, we believe that renormal-
izability is of great importance. To prove that a theory is renormalizable, we use a beautiful
technique called algebraic renormalization. This is an extremely powerful tool, which is unfor-
tunately not widely known. Therefore, we have given a general introduction of the formalism,
starting only from basic knowledge of quantum field theory. This is the topic of chapter 2.

In chapter 3, we shall introduce the model which we shall explore in great detail in this
thesis, i.e. the Gribov-Zwanziger (GZ) formalism. As no overview of this model has been pre-
sented so far, we give a detailed description of the origin of the GZ action. For this, we shall
start from the Yang-Mills action, and show that one is obliged to choose a gauge when quan-
tizing the theory. The way to implement a gauge is by following the Faddeev-Popov method
and we shall mainly work in the Landau gauge. However, if one carefully does the derivation,
one sees that the Faddeev-Popov method contains flaws, i.e. the gauge is not fixed uniquely
and Gribov copies arise. However, at the time Faddeev and Popov invented their method,
they were only interested in the perturbative regime, where the flaws can be neglected. But
as we explained, the non-perturbative regime is the interesting regime where confinement sets
in. Gribov was the first to notice that these flaws could have serious consequences on the
ghost and the gluon propagators at low momenta. Subsequently, Zwanziger found a way to
construct an action which implemented the ideas of Gribov: the Gribov-Zwanziger action was
born. With the help of chapter 2, we shall then prove that this action is renormalizable.

Once the Gribov-Zwanziger action is explained, we shall elaborate on several aspects con-
cerning this action. This was done in chapter 4. In particular, we shall show that the GZ
action breaks the BRST symmetry, and we shall further elaborate on this. Another important
point shall be the relation of the GZ action to the Kugo-Ojima confinement criterium.

A theory is only a model until it has been tested. As we are working with pure Yang-
Mills theory, we cannot use experimental data, but we can compare our analytical results
with lattice calculations. Two particular quantities have been tested in great detail. Namely
the ghost and the gluon propagator, as they are believed to play an important role in con-
finement scenarios. Until 2007, the following results were reported: the gluon propagator was
positivity violating and infrared suppressed in 2d, 3d and 4d. At zero momentum, in 2d the
gluon propagator was vanishing [6], in 3d the gluon propagator was not in contradiction with
a vanishing gluon propagator [7], while in 4d, not so much was known. The ghost propagator
was believed to be enhanced. A vanishing gluon propagator and an enhanced ghost propa-
gator exactly agrees with the predictions of the GZ framework, increasing at that time the
success of the model. However, in 2007, the papers [4, 8] appeared, with simulations on huge
lattices. What they found was striking: the gluon propagator did not seem to vanish at zero
momentum and the ghost propagator did not display enhancement. Therefore, it seemed that
something was missing in the GZ framework. Perhaps other non-perturbative effects should
be included? This is the topic of chapter 5. We shall show that within the GZ formalism, we

4
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can still obtain results which are in agreement with the lattice data, by including condensates
into the theory, which we call the Refined GZ (RGZ) action. We shall corroborate this with
some explicit fits with the lattice data.

So far, we only investigated propagators. However, these are highly gauge dependent quanti-
ties. If the (R)GZ action really is the correct theory to describe QCD, we should be able to
the find bound states, i.e. glueballs. This is the topic of chapter 6 and 7. In chapter 6 we shall
investigate the operator F/fy, which is commonly believed to be related to the scalar glueball
operator, and we shall show that we can renormalize this operator to all orders within the
(R)GZ framework. We shall even be able to construct a renormalization group invariant.
However, the correlator (F?(x)F?(y)) displays unphysical cuts. Therefore, we shall look in
chapter 7 for operators which have physical properties and could be really related to glueballs.
In chapter 8 we shall discuss some results for the masses of the lowest lying glueballs in the

framework of i-particles. We shall formulate our conclusions and outlook in chapter 9.






Algebraic renormalization

In this chapter we shall provide the reader with an overview of the algebraic framework of
renormalization, as a large part of this thesis is based on this technique. This overview is
mostly based on the book [9], with the focus on the practical implementation of the algebraic
renormalization.

1 The generating functionals

Let us start with a general classical Lagrangian £ involving a certain set of fields ¢;, with ¢
denoting the kind of field, as well as the spin and internal degrees of freedom, and working
in d-dimensional space-time. The Lagrangian can always be decomposed in a quadratic part
and an interacting part

L(di(z)) = Lo(o(z)) + Lint(o(z)) , (2.1)
whereby we can write the quadratic part as
Lo@(a)) = 5oiln) KT (0)y(x) (22)

The action is then defined by

S@) = [ dsLioitw). (2.3)

Now that we have introduced the action, we can introduce the Feynman path integral

/ [dgle 5@, (2.4)

whereby we shall work in Euclidean space-time. This object is the basis of quantum field
theory. Expression (2.4) forms the basis for the calculation of Green’s functions in Euclidean
quantum field theory. Green’s functions are vacuum expectation values of the fields,

(Dir (21)Diy (72) - . Fi, (T0)) = /[d¢]¢i1(951)¢z’2 (22) ... biy () T 5@, (2.5)

These Green’s function are objects of interest in Quantum Field theory, as they can enter the
formula of the cross section corresponding to the scattering processes of particles. The main
question is thus how one can calculate these Green’s functions. Now we shall construct three
different kinds of generating functionals which generate different kinds of Green’s functions
[5, 10-13].
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1.1 The generating functional Z(J)

Firstly, we start with the vacuum expectation value of a products of fields as given in equation
(2.5),

(Di (21) ... diy(zn)) = / (A6, (21) - . iy (wn)e” 75D (2.6)

Let us first elaborate on the meaning of these Green’s functions. The Green’s function (2.6) is
called a n-point function. Diagrammatically we can think about n-legs, namely ¢;,, ..., ¢y
starting from the space-time points x1, ..., xy, which have to be connected in some way. How
one can connect these lines, is determined by the action S, and different possibilities are often
possible also with a different number of internal loops. We order the diagrams according to
the number of loops, which shall correspond to a certain order in A: we call this perturbation
theory. Purely written as in (2.6), also diagrams shall be created which are completely dis-
connected from the space time points x;. These diagrams are called vacuum diagrams, and
by choosing an appropriate normalization factor A/, one can show that one can get rid of this
kind of diagrams.

The expectation values (2.6) can be derived from the following generating functional,
2(0) = N / [dgle™ 7 (S@+[ dad'@)ei(@)) (2.7)

whereby J(z) is an external source for field ¢;. Here we have immediately introduced the
normalization factor N to omit diagrams which contain pure vacuum terms. If we take
N = Z7Y(J = 0), one can easy appreciate that no pure vacuum terms will appear in the
diagrams. In what follows, we shall not write explicitly A/, always assuming its presence. If
we derive the functional Z(J) with respect to the corresponding sources and set these sources
equal to zero afterwards, we find indeed

NA))

- <‘hl)N /[dqb]@(xl) L (an)e m 5@ (2.8)

J;=0
In this sense, we can write Z(J) as a series in J:

e}

Z G P [ [ [ Aot @) TV ) (@) (o)
=0
(2.9)

1.2 The generating functional Z¢(.J) of the connected Green’s functions

So far, connected as well as disconnected diagrams were taken into account. One can therefore
also define the following Green’s function,

(0, (1) - bin (@), (2.10)

which only takes into account connected diagrams.
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The generating functional of the connected Green’s functions is related to Z(.J) in the follow-
ing way,

Z2(J) = e wZ) (2.11)
where again
> 1/ﬁN 1 A .
dz; [ dz deyJ™ (x1) ... "V (xN) (Di, (1) . .. diy (TN)),
Nzl [an [ [ doyaia ) (6, (o1 N@ .

This can be understood as follows. A generic Green’s function can always be described by a
sum of connected Green’s functions,

(Pir(z1)) = (Pir(21)
i (21) b3y (22)) = (¢iy (21) i (22
(i) (1)

( ) )
iy (72)Bis (23)) . + (i (21)) . (i (T2) Big (23))..

¢
<¢i1 (x1)¢i2 (x2>¢i2 (1‘3)> =

i 1 2 c
+ By (22)) . (Diy (1) Di (73))
+ (Pis (3)), (D4, (1) iy (22)).,
+(iy (21)) . (Bin (72)) . (Pis (23))., (2.13)

as one can read from the following diagrams
- —0— .8

% _

whereby the ¢ stands for the connected diagrams. This expansion can be found back if we
rewrite (2.11):

+3

(2.14)

Z(J) = ok Sy G [ dan [ daa [ dan T (@) TN (o) (91, (1) 01 (),

— 1 <_hl> [/ Ay J (1) (B3, (1)),

o (;1) [ a7 (@) (03 ()01 22),
+% <hl> /dxldem?’J“(xl)*]m(@)fg(x?)) (Dir (21) @iy (¥2) Pig (3)) . + - - -
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L 1)
21 \ '

/ dy ' (21) {6 (21)), / A2 (22) (1, (1)),
—i—%l /deill (71) <¢z"1 (371)>c/dwldmﬂl(%)c’h(@) (@i (1) iz (w2)) . + - -

= (‘;)3 [ [ a7 @) @), [ dea®(a) (0 (2),

y / Ay T (3) (i, (3)), + . . (2.15)

To guide the eye, we explicitly write the expansion (2.9) up to third order

Z(J) = 1+% / day J* (21) (i, (1))

2
+ <_n1> [ derdan T @) 7% 2) (G ) 02)

—_ 3 . ) )
+% (;) /dxldIEQd.’EgJ“($1)J12($2)J13(l‘3) <¢21(x1)¢22(x2)¢13($3)> .

Comparing equal orders in &, we indeed nicely recover the relations (2.13).

Let us have a look at the meaning of two point functions. Starting from (2.12), we obtain

522°(J)

ST ()5 Tn(y) (¢5(x)or(y)), » (2.16)

which represents the exact propagator of the fields ¢;(z) and ¢ (y).

1.3 The generating functional I' of the 1PI Green’s functions

Next, we shall discuss the generating functional I'[¢°!], which is also called the effective ac-
tion. The effective action is of uttermost importance for the concept of algebraic renormaliza-
tion. Not only is T'[¢°!] the generator of the 1PI (one particle irreducible) Green’s functions,
i.e. Green’s functions with amputated external legs, we shall also prove that F[(Z)Cl] reduces to
the classical action S at lowest order. The effective action is also of paramount importance
as it contains the information regarding the vacuum expectation values of the fields.

Let us define the effective action. First, we need to introduce the quantity gbfl, called the
“generalized” classical field, by

ol 6Z°(J) [[d@)¢i(z)e 7 (5@ +] dwT (@)6:(x))

(2.17)

which is equal to the vacuum expectation value of ¢; in the presence of external sources J; and
therefore depends! on J;. The classical field should certainly not be confused with the dummy

'In order to not overload the notation, we did not explicitly write this dependence: ¢>§l(x) should be written
cl
as ¢f (x, J).

10
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integration variable ¢, and can be interpreted as the real classical field in the presence of a
source J. With this classical field we can define the effective action as the Legendre transform

of Z¢(J),

M) = 2°0) - [ el @)ee) (2.18)

The definition is simple, however, one should be careful about its meaning. The effective
action defines a functional of ¢°!(x) through the implicit dependence of J¢ on ¢

A feature of the effective action is that the functional derivative w.r.t. ¢! becomes nice
and simple:

o5 () — Ji(2)

ST(oY) 52°(J) 8 (y) _ [, 0T (@)
500(2) /ﬁy&ﬁ@>wfw> /dtwﬂ@
=95 (y)

= —Ji(2). (2.19)

Therefore, if we set the external sources equal to zero, we find that

aT(¢)
0¢5()
and thus the solutions to this equation provides us the vacuum expectation values of the

fields ¢;, i.e. (¢;(x)). This is a very valuable relation, the main difficulty relies of course in
the evaluation of T'(¢).

=0, (2.20)

J=0

Let us now investigate the relation between I' and the Green’s functions. Firstly, we start
again from relation (2.19). We immediately find that

§ 0T (¢

0J;(x) 665(z) —898(z ). (2.21)

On the other hand, by implementing the chain rule, we can also write the left hand side of
this equation as

cl cl 2 cl
VOO N . 0
0.Jj(x) o5 (2) 6.Jj(x) 695 (y)ogs ()
Now inserting the definition (2.17) we obtain
T cl ZZC 2F cl
) 5<l¢):/dy C2) OT) (2.23)
6.J;(x) 697 (2) 6.J;(x)0J(y) 665! (y) a5 ()
Invoking equation (2.16), we reveal the following interesting relation
52F(¢C1) B
dy (¢j(@)or(¥)), =~ = —070(z—2x), 2.24
[ i@t s s (-~ a) (2.24)
which represents the fact that two infinite dimensional matrices are inverses of each other.

§2F(¢)cl)

5@ (5 represents the inverse of the connected two point function or

This means that

11
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equivalently the exact propagator of the fields ¢;(x) and ¢;(y). This is an important result
as this means that the masses of the particles are encoded in the second derivatives of the
effective action: the roots of the 1PI propagator correspond to the poles of the connected
propagator. Next, we can investigate higher order derivatives of the effective action. Let us
rewrite (2.24) in a different notation,

02ze()) s2r(ey )
SR ‘(wgl(m)aas;l(y)) ’ (229)
and differentiate w.r.t. ﬁ(z)
§37°(J) R 821 (o) - (2.26)
0Ji(2)8J;(y)o () OJk(2) \ 66 ()56 (y) ' ’

We apply again the chain rule,

-1
§3Z¢(J) _ /d S¢S(v) 6 ( 520(¢%) ) | 227

6Ji(x)0J;(y)0 Tk (2) 3J5(2) 695 (v) \ 06! (x)d¢ (y)
and the standard rule for differentiating the inverse of a matrix, (%M @)=-M~1 %—AfM -
§37¢(J)

[, 8 w) < 52T (¢ )( 5T (¢) ) Pred) )
—/ W a2) / W\ Sotmoanm)  \soiwon i) \seaew)

3 Cl
— [ Qududo (utuwon(a). (6:2)omu). (6500 0D, (5 T )

(2.28)

This expression can be better understood diagrammatically,

(2.29)

xr3 T2

whereby the left hand side of this figure represents the 1PI three point Green’s function,
where at each external leg a fully dressed propagator is attached. This operation reconstructs
the connected three point function, as expressed in fact by equation (2.28). We observe that

12
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the connected three point Green’s function is split in different parts: three legs which contain
the full propagators and a remaining part. This remaining part shall be always connected in
the sense that one cannot divide the diagram in two separate pieces just by cutting one line,
i.e. the white blob represents a 1PI diagram. Therefore the underlined part in expression
(2.28) is the 1PI three point Green’s function and the effective action has generated this
Green’s function, i.e.

53F(¢d)
3¢ (v)d¢sh (u) 3l (v)

One can also calculate higher order derivatives of Z¢(J). These calculations become more
complicated, though finally result in the simple expression

= <¢Z(U)¢m(u)¢n(v)>1pf : (2.30)

5nr<¢cl)
50 (1)6¢5 (w2) . .. 505 ()

This is a very important result as it shows that the effective action contains the complete
set of physical predictions of a quantum field theory. Indeed, as is well known, 1PI Green’s
functions are related to the S matrix elements, which contain the information of scattering
processes, as established by the LSZ reduction formulas [14].

= (i (71)Piy(22) - - - Pi, (¥0))1ps - (2.31)

As a final property, let us show that we can loop expand the effective action with the ze-
roth order equal to the classical action. We start with expression (2.11) of the generating
functional Z¢ and substitute the expression of Z(J) from (2.7),

e 1 Z°) = / [dgle~# (S@+] del!@)i(x)) (2.32)

The calculation of Z¢(J) shall be inspired by the method of the saddle point approximation
of the path integral. For an integral of the type,

I = / dze= /@) (2.33)

whereby we suppose that f(x) is stationary at some point zg, i.e. f'(x¢) = 0, we can Taylor
expand f(x) in the region near x,

f(z) = flzo)+ =(z —x0)2f"(wo) + ... , (2.34)

so that the integral I becomes
[~ e @) / doe™ 3@ wo) (2.35)

In this way, the integral has become a Gaussian integral which we can evaluate. Let us
therefore try to do the same for the right hand side of (2.32). For this, we need to find a
stationary point for S(¢;) + [ dzJ*(x)¢;(x), which is the classical field equation:

65 (i)
Yo%

+J;, = 0, (2.36)
P=do

13
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whereby ¢¢ is the classical field. At leading order, we just substitute this solution into the
right hand side of (2.32),

i) = / [dge 7 (S(@i0)+[ det'@)dio(@)+O(M) (2.37)
and thus
Z¢(J) = S(¢ip)+ / daJ (x)pio(x) . (2.38)

Let us now calculate the classical field ¢, see expression (2.17),

oy — 9Z°(J)
Y= 5w

= ¢io(x), (2.39)
so we find that in leading order ¢$!(z) = ¢;o(z) and thus
Z¢(J) = S(o¢h + / dzJ! (z) ¢ () . (2.40)
After performing the Legendre transformation (2.18) we find,
L) = S, (2.41)
which is what we wanted to show. In fact, this is perfectly logical as the only 1PI zero-loop
graphs are the ones corresponding to the classical action. These vertices correspond to a term

in the Lagrangian. Higher order corrections of the effective action, e.g. I'™) shall correspond
to n-loop graphs.

2 Composite operators

In an algebraic renormalization analysis, composite operators shall play an important role.
Therefore, we shall elucidate the concept here.

Let us first explain what composite operators are. Classically, it is a local polynomial of
fields and derivatives at the same space time point. One should treat composite operators
as separate objects when investigating the renormalization of a theory, and not just as the
product of fields, as they can induce new infinities. The problem lies in the fact that the limit

im (i, (21)diy (72)) (2.42)

Tr1—IT2

can become singular. Therefore, if we want to consider a composite operator in our theory,
we introduce them into the classical action coupled to a source:

S@um) = S@)+ [dapQt. (2.43)

with QF the composite operators, and pj, the appropriate sources.

14
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Now we can generalize the definitions of the generating functionals. Firstly, in order to
construct Green’s function of the type

(Dir (1) - - Din (TN)Qky (Y1) - - - Qky, (Ym)
- /[dﬁb}%(m)---¢iN($N)Qk1 (Y1) - Qro (ym)e ™ 75@) | (2.44)

the expression (2.7) becomes
Z(J.p) = N/[d(b]e—%(s(@)"‘f depQ*+[ de ' (2)¢i(@)) (2.45)

so we can generate the Green’s function with the insertion of composite operators,
sntmz(J)

6Jiy (#1) - .. 05, (20)0pry (Y1) - - - Pl (Ym) | 1, py—0
= (Tiy (1) - - - iy (xN) Qe (1) - - - Qi (Ym)) - (2.46)

The related Feynman graphs shall now contain new vertices corresponding to the insertion of
the field polynomials Q*. Secondly, we generalize expression (2.12)

Z(Jp) = o iZU0) (2.47)

and finally, the effective action becomes
Mp) = 2°0p) ~ [ el ()6 (o) (245)

with ¢ still defined as in (2.17). T'(¢%, p) is thus the generating functional of 1PT Green’s
functions,

5nr(¢cl)
065, (x1) - 605, (20)0prs (1) - 0Pk (ym) | _,
= (¢, (x1) - - D () Q" (Y1) - .. Q" (ym))1pr - (2:49)

We can also formulate the previous generating functionals in a slightly different way. The
following object

6Z(J, p)
Spr(y)

Q (y)-Z(J) , (2.50)

p=0

is the generating functional of Green’s functions with the insertion of the composite operator
Q" (y). Analogously,

6ZC(J7 p) k
Q%(y) - Z°(J) , 2.51
| () 2°(J) (2.51)
generates the connected Green’s functions and
5T (9%, p) k 1
—_— = Q"(y) -T'(¢%), 2.52
5o0) |, (y) - T(¢%) (2.52)
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the connected 1PI Green’s function, both with the insertion of the composite operator. As
at the lowest order, I'(¢%, p) is equal to the classical action S(¢;, px), see expression (2.41),
we can expand expression (2.52),

ST (¢, p)

k
sy |, = Qwrom, (2:53)

whereby Q¥ (y) is the classical composite operator.

3 The QAP, the key to algebraic renormalization

In this section, we shall explain the procedure of algebraic renormalization which is based
on the quantum action principle (QAP). Basically, algebraic renormalization is based on the
concept of symmetries. The whole idea is that a Lagrangian and its quantum corrections
are completely determined by the underlying symmetry content. From this viewpoint, the
symmetry content of a given quantum field theory model plays a fundamental role, as both the
classical Lagrangian and the corresponding Feynman rules are determined by its symmetries.
One should therefore ask what happens with the classical symmetries at the quantum level,
in order to construct a meaningful consistent perturbation theory at higher orders. This is
the scope of this section.

3.1 The idea of symmetries

The first step in the process of algebraic renormalization is the detection of the symmetries of
the classical action. Let us therefore start with the classical action again, S(¢;). This action
has a continuous symmetry if the following infinitesimal variation of the fields

opi = Pi(e), (2.54)
whereby P; contains an infinitesimal parameter, leaves the action invariant,
0S(¢p;) = 0. (2.55)

We assume the functions P; to be a local polynomial in the fields and their derivatives. All
the symmetries we shall encounter shall belong to a representation of a Lie group G. If X,
are the generators of the Lie algebra GG, they obey the following commutation relation

[Xava] = ifabc)(c’ (2.56)

with fupe the structure constants of the Lie group. Next to discrete symmetries, we can distin-
guish between two different kinds of continuous symmetries, linear and non linear symmetries,
which we shall discuss below. Linearly broken symmetries shall be discussed too, as they are
also allowed according to the Quantum Action Principle.

The symmetries can also be divided into local and global symmetries. In the case of a
global symmetry, we can write

bi(¢) = ie"Pi(e), (2.57)

with €% a constant infinitesimal parameter. In the case of a local symmetry, €* becomes
dependent on the space time coordinates.
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3.1.1 Linear symmetry

The symmetry (2.54) is linear if

Pi(¢) = aijd;, (2.58)

with a;; quantities independent of the fields. Now consider a Green’s function

(p1¢2 ... ) = / [A0)6i, (21)is (22) . . - i, (n)e 75 | (2.59)

as the classical action S(¢;) is invariant under the symmetry transformation, we easily find
that

§(¢™ . gy = (@M (1) ... " (mem1)aiyid (20) " (esn) . @ (2)) L (2.60)
/=1

a sum of elementary Green’s functions.

The invariance of the action can be written in functional form as follows,

5
WS =0, W = /d:rP 6@( R (2.61)

where W is called the Ward operator associated to the invariance (2.58). In the case of a global
symmetry, the Ward identities is an integrated identity. However, when dealing with local
symmetries, € is a function of the space time coordinate z, see equation (2.57). Therefore,
due to the linear independence, the Ward identity shall be a non integrated identity. Non
integrated identities are usually more powerful then integrated identities.

3.1.2 Non-linear symmetry

More generally, we assume a symmetry which is non linear in the fields. As an example, let
us assume a symmetry which is quadratic in the fields,

Pi(¢) = bijroj(x)dr(z), (2.62)

We shall encounter this kind of symmetry typically when dealing with the BRST symmetry
of non abelian gauge theories. What we now see is that the variation of a Green’s function
under this symmetry does not result in a sum of elementary Green’s functions,

n
(1= o) = (¢ (1) . " (o) biggrd (w0) " (w0) 9 (wera) - ™ ()
(=1

(2.63)
What we find is the insertion of the composite operators (2.62) into the Green’s functions. It
is therefore necessary, in the case of non linear symmetries, to explicitly add the corresponding
composite operator (2.62) to the starting action as they will be needed for the renormalization
process. The classical action shall therefore become

Y = 5(¢) + Sext , (2.64)
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with
Sext = /dxszZM)), (2.65)

whereby p; is a source coupled to the composite operator, see section 2. Of course, one wishes
to retain the symmetry (2.62) for the new action ¥. We should then check if Sey is left
invariant?. If not, i.e. if 6P;(¢) = @Q; # 0, we need to introduce another source coupled to
Q. In this case, the action becomes larger again

Y = ¥+ Sext,2 5 (2.66)
with

Sext2 = / dzR;Q; . (2.67)

If 6Q° is also nonzero, we can continue this process until we find a variation which is zero.
However, it is also possible that this process is infinite. In such cases, to avoid the infinite
number of sources, the best way to proceed in through the introduction of a nilpotent BRST
operator encoding the information of the Lie algebra of the system, see [9].

Now suppose 6Q; = 0. We can write the symmetry (2.62) in functional form as follows

55 55
W(S) :/dxapw -

This way of writing shall turn out useful later on.

0. (2.68)

3.1.3 Linearly broken symmetries

Other symmetries which shall play an important role in the process of algebraic renormaliza-
tion are the linearly broken symmetries. Moreover, we can generalize expression (2.61) and
(2.68) to write down the most general Ward identity compatible with the Quantum Action
Principle. Assume we have a classical action S which also depends -besides on the fields ¢;
and the sources p;- on a set of parameters® )\;. The most general Ward identity is then given
by,

WS (N, ¢y pi) = O, (2.69)
whereby W and the classical breaking © are given by

) 1) ) )
= Wi—— i + T — + — )
W “ O\ +/d$ <U d; 10 0¢; * opi 5@)

e = /dl‘ (Oéqul +Bijpi¢j) . (2.70)

In the expression w; are constants, while o;, T;;, a; and 3;; are quantities independent of
the fields, but they can be functions of partial derivatives. In the case that W is a local non
integrated identity, i.e. W = W(z), the corresponding breaking © shall be a non integrated
expression. Notice that in the case of a local Ward identity the global part wi(&_ cannot
appear.

*We define §p° = 0.
3 can be e.g. the coupling constant, the masses, ....
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3.2 The Quantum Action Principle

After determining the symmetries of the classical action, the main question is what happens
with these symmetries at the quantum level. Here the Quantum Action Principle (QAP)
comes in the game, which was worked out in the early 70’s in [15-19]. The QAP gives
information about the structure of the Ward identities at the quantum level. For the QAP to
be applicable to a certain theory, we always assume that this theory is local, Lorentz invariant
and power-counting renormalizable. In addition, we also assume that the propagators of the
theory have the following behavior in the UV,

Jm (i(k)d;(—k)) ~ — 5=, (2.71)

with R(k) a certain polynomial of the momentum and k? = k? + k3 + k3 + k7 as we are working
in the Euclidean space time.
3.2.1 The QAP for linear symmetries

Let us continue with the Ward identity (2.61). The Quantum Action Principles states that
the classical Ward identity (2.61) becomes at the quantum level®

/da:R(a:)MiI;m) = A-T, (2.72)

whereby A is an insertion as explained in (2.52). This insertion has certain properties:

e A(z) is an integrated local polynomial in the sources and fields and in their partial
derivatives, A = [ dzA(z)

e A has a dimension which is bounded by (d — d; + dp), whereby d is the space-time
dimension, d; is the mass dimension of the field ¢; and dp is the dimension of P.

e A has the same quantum numbers as W ( e.g. charge conjugation, parity, global indices,
etc.)
3.2.2 The QAP for non linear symmetries

In the case of a non linear symmetry (2.68), the QAP states that

o or .
/ Ypmonw — & (2.73)

with A% obeying the similar properties as in the linear case.

3.2.3 The QAP for linearly broken symmetries

Now the most general Ward identity compatible with the QAP is given in (2.69). At the
quantum level, the identity (2.69) becomes

5F 5F or ol 6T
— dz — Ta — = a4 A®.T . 2.74
“ n +/ < 5o 5¢ﬁ5pi5¢@-> o+ 274)

“For a nice review on the QAP, see e.g. [20].
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As we have seen in expression (2.41), the effective action I' can be expanded in a power series
of &, recovering at zeroth order the classical action again. Therefore, we loop expand I'

r = > nrt, (2.75)

n=0

with T'(©) equal to the classical action S. Let us therefore expand expression (2.74) in series
of h. At zeroth order we need to recover the classical Ward identity,

&S &S .58 08 68
a_— a__— a AJ — = a
wj 78 +/dx <O’Z 50, + 1559 50, + 5p; 5¢z’) (S (2.76)

from which we can see that A% can only start from order 7.

3.2.4 An easy example

Let us give an easy example to fix the thoughts. We shall study the quantum extension of
the U(1) global symmetry in a scalar model. We start with the following classical action

S = / d'e (f‘w@w +m*Bp + %(@p)z) : (2.77)

whereby we work in 4 space time dimensions. The fields ¢; are thus given by the complex
conjugate pair (@, ) and the parameters \; are (m,g), where m stands for the mass and
g is the coupling constant. One easily sees that this classical action is invariant under the
following linear Ward identity

ws = 0,
) 5
w /dx(@5¢ @590>’ (2.78)

expressing in functional form the U(1) global invariance:

dp = lap,
0p = —iap, (2.79)

whereby « is constant parameter. In addition, the action is invariant under the following
discrete symmetry s

p—P -, (2.80)
while W is odd under this symmetry
W = —W. (2.81)
Now we can apply the QAP, implying that
Wl = A-T. (2.82)
We can prove that WI' = 0 by a recursive argument. At one loop,

VT = RA + O(R?) . (2.83)
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whereby we have made explicit that A can only start from order &, see expression (2.76). A
is an integrated polynomial, with dimension bounded by four and is odd under the discrete
symmetry (2.80), as described below equation (2.72). We can therefore parameterize A as

A = /d4m [al (@2 — @2) + as (@3¢ — ¢3g0) + a3 (0pdp — 0p0P) + ay (@4 — @4)]

= Wla (¢* +7) + a2 (97 + $%0) + a3 (990 + 0509) + as (¢ +7")]

WY ek, (2.8)
i=1
with a; arbitrary coefficients. Now we can replace I'Y) by
™ — @ _ 24: ail; (2.85)
i=1
so we obtain
T = om?) . (2.86)

We can repeat the procedure order by order. In this way, we have proven the effective action
to obey the Ward identity also at the quantum level.

3.3 Anomaly

There are two different possibilities for the breaking of the Ward identity A. Firstly, the
breaking can be trivial as in the example shown previously. In this case, one can always
absorb the breaking by introducing local non invariant counterterms in the effective action
I' in order to restore the Ward identity at the quantum level. However, a second possibility
is that the breaking is non trivial. In this case, there is no possibility of restoring the Ward
identity by the introduction of local counterterms in the effective action. In this case, we call
the Ward identity anomalous. The symmetry is thus broken by quantum corrections. Proving
that the breaking A is non anomalous shall often rely on solving consistency conditions. Let
us give an example. Suppose the linear Ward identity W in equation (2.61) has a group index
a belonging to a Lie algebra, so we can write

0
wes — /dxpf(@ s =0. (2.87)
If the theory is power counting renormalizable, this symmetry becomes at quantum level,
WO = A%. T = hA® + O(h?) . (2.88)
From the commutation relations we find,
[Wa’ Wb] = fachC . (289)

Applying this equation to I' and using equation (2.88), we find at lowest order,
WIAY —WPAS = fu A (2.90)

which is called the Wess-Zumino consistency condition. Therefore we have proven that the
commutations relations between the Ward operators W?, i.e. expression (2.89), put a restric-
tion on the breaking A®.
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3.4 Stability

Let us now suppose that we are dealing with a Ward identity which is not anomalous. This
does not yet mean that our theory is renormalizable. For this, we have to prove the stability
of the action. Let us explain this concept with the help of our easy example, the scalar U(1)

model. We have shown that the theory is non anomalous, therefore at first order, Wf(l) =0.

(1)

Now, we can split I’ into two independent parts: a finite part and a divergent part,

™ = T+ T (291)
where fgli‘), is an integrated local functional of the fields. Due to the linearity of W we have
that

WLE = o. (2.92)

The classical action itself shall, when calculating loop diagrams, be responsible for divergences,
while, after the renormalization process, the total effective action is finite, representing the
physical content of the theory. Therefore, we can think of the effective action as follows

I = s+ T = 543wty + > T . (2.93)
n=1 n=1 n=1

We now introduce the bare action in order to reabsorb the divergent part of the effective
action by means of a suitable redefinition of the fields and parameters of the action 5,

oo
S(pis Xis pi) + ZF((;B((P% Ais pi) = S(9i,0, Xi05 Pi0) 5 (2.94)
n=1
whereby ¢;0, Ao, pio are given by a suitable redefinition:

/\i,O = (1 + ha)/\i Pi0 = (1 + ﬁb)pi gbz',() = (1 + hc)@ . (2.95)

Equation (2.94) expresses the stability of the classical action S, meaning that the divergences
occurring at the quantum level can be reabsorbed by the introduction of local counterterms
obtained by redefining the fields and parameters of S(p;, Ai, pi). The quantity S(¢; 0, Xio, pi0)
is usually called the bare action in the literature. It is easy to see, that if the action is stable
at order h, one can prove by induction that it is stable at all orders.

3.4.1 An easy example: continuation

Let us now prove the action to be stable for the scalar U(1) model. F((ili‘), is given by

rd) = / 42050 + o / damGp + 23 / a*a%(ze)? (2.96)

with x1, 2 and x3 arbitrary parameters. One can check that they are indeed the only
invariant terms of dimension 4 which fulfil the Ward identity. We now need to prove that

B _ 90 _ g,
/ d'z (0900&00 + miBowo + Zo(wowo)z) = / d*z (W&o +m*Pyp + Z(@‘P)Q) +arld)
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which can be done by a redefinition of the fields and parameters
@0:(1+hﬂ>¢ sao=<1+h2)
m%z( +h<—fx1)>m2 go = <1+h(?372x1>> (2.97)

We have thus proven that the U(1) model is renormalizable.

4 Intermezzo: cohomologies

Before tackling the renormalization of the Yang-Mills action, we shall introduce some useful
concepts here.
4.1 Cohomology

Suppose ¢ is a nilpotent operator, 6> = 0. The cohomology of § is given by the solutions of
the equation

A = 0, (2.98)
which cannot be written in the form
A =60. (2.99)

A quantity A obeying equation (2.98) is called closed, while a quantity of the form (2.99)
is called ezact. The cohomology of A is thus identified by quantities which are closed but
not exact. More precisely, a non trivial quantity A is always defined up to the addition of
an arbitrary exact part, i.e. one speaks of cohomology classes. In fact, take now two closed
quantities A1 and Ay. These quantities belong to the same cohomology class if

A=Ay = 5(...), (2.100)

i.e. when Ay and A, differ by an exact part.

In this way one can always write A obeying (2.98) as a sum of a trivial part and a non
trivial part.

A = Apuiv+0(...), (2.101)
A
triv

whereby Ay, iy does not contain parts that can be written as d(...). In quantum field theory,
these non trivial parts shall be the most interesting parts, as they will be related to the
renormalization of the physical parameters of the theory.

4.2 Doublet theorem

Now there is a very important theorem which shall be very useful later on. Suppose our
theory contains a pair of fields, sources or parameters (u;, v;) which form a doublet:

ou; = v; ov; =0, (2.102)
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whereby the subscript ¢ is a certain index (e.g. color). We assume u; to be commuting, while
v; is an anticommuting quantity. Then we can prove that u; and v; shall never enter the non
trivial part of the cohomology of §.

The proof is as follows. We introduce two operators P and A

. 0 0

P = / dx <ui8ui + v; c%i)

A = / e (w2 (2.103)
- 7 8%' ’ .

= ) 2.104
) v o (2.104)
so we obtain
q 0o 0
A - i i ,
0 /dzL‘ (vaz—i-vj 8%81)2)
; 0 0 0
A = i i
) /d:):(uaZ U ](%Zau]>
and thus R )
{0,A} = P. (2.105)
Analogously we also have
A 0 0 0 0 0
Py o= fas (“auau i ‘aau>
2 0 a 0
oP = /da; (vja - —i—fujuia o +U]U7’8ujaz;¢>
and thus R
[0, P]=0. (2.106)

AsPisa counting operator for the total number of u; and v;, we can expand® A, see expression
(2.101), in eigenvectors of P,

A=) "A,, (2.107)
n>0

whereby ]3An = nA, and n represents the total number of u; and v; in A,. Now from the
cohomology condition (2.98) and the commutation relation (2.106), we find that

0=> néA, = > néA,=0. (2.108)

n>0 n>1
Looking at expression (2.102), we easily obtain that

SA, =0 Yn>1. (2.109)

5We assume A to be a polynomial in u; and v;.
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Finally, using this property and invoking expression (2.105), we obtain

A = A0+Z%PA,1

n>1

= Ao+ %MAH

n>1
= Ng+6(...). (2.110)
In conclusion, as 62 = 0
0A =96Ag, (2.111)

whereby A is independent of the doublet (u;, v;). The quantities u; and v; shall thus never
enter the non trivial part of the cohomology.

5 The algebraic renormalization of the Yang-Mills action

In this section, we shall explore the details of the algebraic renormalization of the Yang-Mills
action including a matter part, see equation (1.18). We shall show that the gauge fixed action
has a non linear symmetry, called the BRST symmetry, which is therefore a nice example for
applying the QAP. Firstly, we shall search for all the possible Ward identities of the classical
action. Next, we investigate these Ward identities at the quantum level by applying the QAP
and scrutinize the possibility for an anomaly. In the final part, we shall prove that the action
is stable and therefore renormalizable.

5.1 Gauge fixing the Yang-Mills action and looking for all the symmetries

When trying to formulate a path integral for the Yang-Mills action (1.18), it was noticed that
the path integral was ill-defined. Therefore, one needed to include a gauge fixing [21]. We
shall elaborate on this in the next chapter, but here we just accept the following well defined
action,

S = Sym+Sm+ ng , (2.112)

with Sgr the gauge fixing,

a\2
Sy = / d'a <ba8uAZ+a(bQ) —|—ca3uDZbcb) : (2.113)

whereby « is the gauge parameter, ¢ and ¢® are anti-commuting fields and b is a bosonic
field. b* is also an auxiliary field (sometimes referred to as the Nakanishi-Lautrup field [22]),
as it has no interaction vertices. Therefore, one can easily integrate out this field by invoking
the equations of motion of the b* field to obtain the following equivalent gauge fixing

«

1 _
Sgto = / d*x (—2 / d*z(9,A4,) +ca8Mijbcb> : (2.114)
which is perhaps more familiar. However, as we shall see, the form (2.113) is more suitable
for proving the algebraic renormalizability of the Yang-Mills action. In the case that o = 0,

we are in the Landau gauge.
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Let us now have a look at all the symmetries and/or Ward identities of the classical ac-
tion S. Now that we have introduced a gauge fixing, obviously, the SU(IN) gauge symmetry
is broken. However, it was found by Becchi, Rouet and Stora [23] and independently by
Tyutin, that this action S still enjoys a remaining symmetry, called the BRST symmetry
24],

sS = 0, (2.115)
with
sAj, = — (Dyc)* , sct = %gf“bccbcc,
sct = b, sb* =0,
stbh, = —ige" (X)) 50 = —igUnc (X" (2.116)
One can check that s is nilpotent,
2 = 0. (2.117)

a property which shall turn out to be very important®. As we explained in section 3.1, we
need to couple a source to each non linear variation of the fields, i.e. to sAj, sc?, sy, and

s%. Therefore, we add the following auxiliary part to the action,
Y = Sym+Sm+ ng + Sext (2118)
Sext = /d4x (KgSAZ + L%c* + 7:8% + s@ZaYO’C)

1 , o . o
= [ate (“Rappe 4 ore b gVt (00 — e XV

whereby K7 is a Grassmann source, L is a bosonic source and Y, and Y;! are spinor sources
transforming in the same representation as . The s variation of all these sources is equal
to zero. Notice that due to the nilpotency of the BRST symmetry s, we were able to add
this part in an s exact fashion. We have summarized all the quantum numbers of the fields
in table 2.1 and 2.2. Now that we have introduced this extra part, we summarize the Ward
identities.

e Firstly, the Slavnov-Taylor identity is now given by

0¥ 0¥ 0% 0% 0x 0% 0% 0X 0%
K[ 0AS 6L 6c* oc §Y,, o, oYL s,

(2.119)
e Secondly, if we derive the action X w.r.t. b*, we find the gauge condition,
0% “ a

Notice that this symmetry is linearly broken. However, this is allowed according to the
QAP as explained in the previous section.

5Notice that without the introduction of the b-fields, the BRST operator would be nilpotent only on-shell,
i.e. using the equation of motion.
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e Thirdly, the action enjoys the antighost equation:

5 5
— — Y = . 2.121
<5ca +a“5Kg> 0 (2.121)

e Finally, from the table 2.1 and 2.2 we also notice that the action preserves the ghost
number and the spinor number:

gn(x) = /d4x<ca5c“5Ka 0 ol _yi 0 _yild )2:0

Sc 5c MK SLo “5y.eYd
A B 5 b
Y) = dz | Vi— - Y : | |2 =0. 2.122
sne) = [ x(am Y ww;) 0 (2122)

However, we should notice that the spinor number is not a necessary Ward identity to
prove the renormalizability of the Yang-Mills action. Therefore, we shall not further
discuss this quantum number.

(g (e e o | v | oh |
dimension 110 2 ]2]3/2]3)/2
ghost number | O | 1 | —1] 0 0 0
spinor number | 0 | O | O | O | —1 1

Table 2.1: Quantum numbers of the fields.

v
dimension 3 4 |5/2|5/2

ghost number | —1 | =2 | =1 | —1

spinor number | 0 0| -1 1

Table 2.2: Quantum numbers of the sources.

5.2 The Ward identities at the quantum level

We shall now try to prove that all the Ward identities can be transformed to the quantum
level and that no anomaly is present.

5.2.1 The gauge condition

Let us start with the gauge condition (2.120), we would like to prove that

or
W = @LAZ + Oéba . (2123)
The QAP translates the symmetry to the quantum level:
5F P Aa a Aa
% = (9,1 m + Oéb + -T. (2124)
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We know that A can only start from order h. Let us now assume that it starts at order h",
with n > 1:

or

S Ou AL + ab® + AP A" + O(h"H1) . (2.125)

From the properties below equation (2.72), we can determine A% A® is a local polynomial
of the sources and fields of dimension two with ghost number zero, therefore from the tables
2.1 and 2.2 we can deduce that

A%z) = FYA, ¢, (x)+w®’(z), (2.126)

with F® a local polynomial in the fields A, ¢ and ¢, and w® certain constants. No other
combinations are possible, as the dimensionality of the other fields and sources are too high
for constructing a dimension 2 polynomial. Now we also know that

1) 1)
o ww - (2127)

so that acting on I' gives,

o o

[W» W]F =0
= 5();5(3:)(8“142 + abb + hnAb)(y) _ 6bb5(y)(8”AZ +ab® + B"A%)(z) = 0
= 5ba5(x)ﬁb(y) - 5bb5(y) A(x) =0, (2.128)

returns us a consistency condition. Filling in the expression for A* we immediately obtain
that w®® = w®. Now we can rewrite (2.128)

o o

A%(x) = Fb(A, ¢,e) + wbebe 2.12
570 ) = Gy (A D) +FH)) (2.129)
so we obtain after integration
a _ 4 b —\1.b 1 berbyce
A%(z) = 50°(2) /d y (F (A, c,0)b’(y) + 5% bbe(y) | - (2.130)

Just as in equation (2.85), we can redefine the effective action I,

_ 1
T = I'-a" / d*y <Fb(A, ¢, O)b°(y) + 2wbcbbbc(y)> , (2.131)
so that
5f a a n+1
Sha 3“14“ +ab®+O(h") . (2.132)

We can repeat this argument at each consecutive order, so that we have indeed proven (2.123).
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5.2.2 Antighost equation

Let us now investigate the antighost equation (2.121). We would like to prove that

5 5 \=
(M+a#5Kﬁ)r = 0, (2.133)

whereby we continue to work with T’ defined in (2.131). We can rewrite this equation into a
more simple form by performing the following transformation

K, =K,+9,c,
{~ po = B Oue (2.134)
c =c,
so that
5 _
(SKM(J?)C" 6Ku(z)a ’
0 =09, .
oc(x)® dc(z)e H OKL
and thus the antighost equation becomes
4]
oc
with ¥ now in the new variables (K 15 ¢, ...). We can now repeat the proof of the gauge
condition in the previous section 5.2.1. Applying the QAP yields”
6T -
— = A°.T. 2.136
oc® ( )
We assume again that the breaking A starts at order A", with n > 1,
N
s = AT+ O(h™+1y | (2.137)
c

with A again a local polynomial of the sources and fields of dimension two however with ghost
number +1 and thus given by,

A%z) = GYA,cb)(x)+v?)d(z), (2.138)

whereby v®(c) is has to function of ¢ to combine to ghost number +1. However, we have to
keep in mind that ' obeys the identity (2.132). Therefore, we know that G* cannot depend
on b and thus

A%z) = GYA,c)(z) + ™) (z) . (2.139)

Here, we have that

"We omit the ~ notation for the rest of the paragraph.
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as we are working with ghost fields here. Multiplying this equation with the effective action
I" gives

0 o
AP A%(z) = 2.141
and thus v®(c) = —v%@(c). We can solve this equation again,
A%(z) = 56‘15(.r) /d4y (ch’b(A,c)(y) + ;ch(c)cbcc(y)) . (2.142)

We can redefine the action analogously as in equation (2.131), so the antighost as well as the
gauge condition hold to order A™. By induction, we have thus proven that these identities
hold to all orders®.

5.2.3 Ghost number

We can easily prove that the ghost number remains zero at the quantum level. According to
the QAP, the first equation of expression (2.122) becomes

gnf) = AT, (2.143)

whereby A is an integrated local polynomial of dimension 4 which has the same quantum
numbers as the Ward identity Gn. From equation (2.122), we see that the Ward identity Gn
itself has ghost number zero. Therefore, A also has ghost number zero. Assuming that the
breaking A starts at order h", we rewrite

gn(T) = m"A+OH"). (2.144)

We can parameterize A as

A= / dzay (8,2 + K00, + / dzay(B,e + K A% f4° 4 ag / AL f7 1 S(A)

(2.145)

with S(A) given by
/d4x (b1 AOOA + b AADA + b3 AAAA) . (2.146)
The parameters aq,...,bs are arbitrary and in the last expression, one can contract the

different fields A and partial derivatives with all possible Lorentz contractions and color con-
tractions”. For the derivation of expression (2.145), we have also kept in mind the validity of
the gauge condition and the antighost equation.

Let us now prove that all the coefficients ai,...,b3 vanish. We start with a;. If we act

on both sides of the equation (2.144) with the test operator %%@) and set all sources and

fields equal to zero, we find
0 ) 0 )

- Gn(T = — hA , 2.147
5C($) 5C(y) ( ) fields,sources=0 5C($) 5C(y) fields,sources=0 ( )

8In order not to overload the notation, we call the redefined effective action again T'.
9Giving rise to more than three terms. For simplicity, we have not written down all possible contractions.
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or thus, with equation (2.122), we obtain

52T 52T

FETIRYIIRY + === = ha1026*(z — y) . 92,148
(50(.%)(56(3/) fields,sources=0 5c(y)(5c(x) fields,sources=0 e ( ) ( )

As the L.h.s. of this equation is clearly equal to zero, it follows that a; is also equal to zero.
In an analogical fashion, one can prove that all other coefficients are zero. As an example,
acting with m on equation (2.144) and setting all fields and sources equal to zero,
immediately gives bs = 0. Therefore, we have proven I' to have ghost number zero to order
h. We can however prove this order by order, so in summary, we have

) § § §  —i 0 )
4 a ¥ —a Y a . a R Vi V| —
/dx<c = V- ; 2L Ya6 : Yas é)r 0. (2.149)

5.2.4 The Slavnov-Taylor identity

Finally, we need to show that the Slavnov-Taylor identity can be extended to the quantum
level. From the QAP we learn that

or 6T oI oI or oI or or or
OKg 0As ' SLedcs | 5et | gyt 0ul 0V gy

(2.150)
Again, let us assume that the breaking A starts at order A",
ST) = R"A+O(h"t, (2.151)

then we have to show that we are able to restore the Slavnov-Taylor identity by a redefinition
of the effective action I'.

Firstly, we shall derive a condition for A, called the consistency condition. We can exploit
the nilpotency of the Slavnov-Taylor identity. For this we need to introduce the linearized
version of (2.150),

r r r r
Sp—/d4x<5 o or o or o 0 5+b“6

a a + a a + a 7& + 7& a =a
0Ka6As ' 6ALOKS  6L7éct | 8o SLe - oc

+6F5+6F5_57FL_L5 (2.152)
oY, 00 0UL sy OYdsy, oyl 0Ya) '
We can now prove that
SrS() = 0. (2.153)

To prove this, we abbreviate the formula (2.150),

6T oI 6T
. 4 a
SI) = /d T (5/@-5 i+b 66&) , (2.154)
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whereby IC; symbolizes the ghost fields/sources and .4; symbolizes the bosonic fields/sources.
For the linearized Slavnov-Taylor identity, we write in this notation

5T & (5F ) )
4 e\ . 2.1
/ & <6IC SA; 5,42- SKC; b (50“) (2.155)

Now we unleash Sp on S(I') to find

5T 6  oT & 5 ST 6T, 4T
T = d4 d4 bb
Srs(T) / x(dlC-(SA- T 54, oK 50“)/ y<5/c 5A; >

:/d4/d4<5r 52T 61‘+5F67F 52T +5F 52 or
OKC; SAK; 0A;  0K; 0K, 0Ai0A; — 8A; 6Ki0K; 6.A;
_ 0T 6T 4°T e 52T 6T _baér 52T
0A; 5/Cj 5/Ci(5.z4j 5@“(5]Cj 5.Aj (5]Cj 5Ea5Aj
p, 00 6°T p O &°T wp 0T
5K, oA 54 oK 5ca5cb>

(2.156)

whereby the indices i,a and j,b belong to the x resp. y dependent fields/sources. Now it is
easy to see that all terms cancel pairwise or that they are a contraction of a symmetric and an
antisymmetric part. Therefore we have proven (2.153). Notice that I" plays no particular role
in this proof and that it can be generalized to all functions'® F. Unleashing Sr on equation
(2.151), we find that

SrA = 0+ 0(h). (2.157)
We can expand Sr, the lowest order contribution, which gives
SsA = 0. (2.158)

This is called the consistency solution.

Now we have two options. The consistency condition (2.158) can have a trivial solution,
A = SyA, or it has a non trivial solution and cannot be written as A = Sy(...). Only in the
first case, we can prove that the Slavnov-Taylor identity holds at the quantum level. Indeed,
if we define

I = I'-h"A, (2.159)

we have that

ST) = / . <5(F —h"A)O(L —R"A) (T — h”A))

oK, 0A; oc?
= SM)—hm" S  A+O0Hth
~—
=Ss+0(h)
= S() - m"A+ O
O(h" 1. (2.160)

0This proof here hold only for functions of the fields and sources with even ghost number, however, also for
odd ghost number, this identity holds, but the form of the linearized Slavnov-Taylor identity changes.
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The only thing which we need to check is that I' does not violate the other Ward identities.
This is the subject of the next paragraphs.

Firstly, we can prove that A obeys the antighost equation (2.121) and does not depend
on the b-field:

) ) J
WA_O <5ca+8“6Kg> A=0. (2.161)

The first relation can be derived from the following expression:

) 6T A ) )
(SbT(y)S(F) —Sr <5ba(y) - 8y,uAu> = <5ca(y) + 8“5Kg(y)> I. (2.162)

Indeed, we observe that due to the antighost equation (2.133) and the gauge equation (2.123),
the above expression becomes

5 5
5ba(y)8(r) =0 - 6b%(y)

The proof of the expression (2.162) is straightforward. We compute that

5 5T 6T 4T
d v —
5be(y) / r <5/ci AT 5cb>

A=0. (2.163)

_/d4x 8T 6o N T &°r L 5T N 5T
B SICi6be(y) 6A; — OKC; 5b(y)SA; sba(y)oct ) e (y)
and
6T "
5 (5~ 20
ST §&°T o &% 52T 6T
_ 4 b _
B /d ! <5/Ci 6 A;:00%(y) " 6 A; 0IC;0b%(y) o 5ba(y)50b> 8%“5[(55(.@) ’

and thus the remainder of these two expressions gives exactly the right hand side of (2.162).
Notice again that I" plays no specific role in this derivation. The second relation of (2.161)
can be derived from

) ) ) §
— — — — = 2.164
<5Ca+8M5Kﬁ>8(f)+8}‘<5ca+0#6Kg>f 0, (2.164)

for F a function with even ghost number. Replacing F with I' returns us the second relation
of (2.161). The expression above can be proven in a similar fashion as (2.162).

Secondly, we can also easily show that A has ghost number one. Unlashing the operator

5 5 5 5 i & 6
R o I S —ope vyt % yi 0 2.1
gn / v <C sev — Cder T UMK oL oyl "‘(SYOﬁ) » (2:165)

on equation (2.151), we see that

Gn(ST]) = h"Gn(A). (2.166)
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As I' has ghost number zero, and the operation S rises the ghost number with one, A also
has ghost number one.

So far, we have shown that A does not depend on b, obeys the antighost equation and
has ghost number one. If we can prove that the same properties hold for A, T' (see equation
(2.159)) obeys all the Ward identities. For this, we shall work in the transformed fields (K,
C, ...) as introduced in equation (2.134). We recall that this transformation changes the
functional derivatives, see expression (2.135) and thus the antighost equation has changed
form, e.g. for A

0
5c?

(Ku,G,...) = 0. (2.167)

We now define the following counting operator:

5
1 (e za 0 2.1
/ i <b IR 5(;”) , (2.168)

which counts the sum of the number of b and ¢ fields. Expanding A according to the eigen-
values of this operator yields

> A, (2.169)

n>0

whereby N'A,, = nA,. Ag is thus the part which does not contain any b nor ¢ fields. As A
obeys the antighost equation and does not depend on b, unlashing the counting operator on
A = Sy A gives

0 = NSgA=SNA=) nSuh,, (2.170)

n>0

whereby we have used the property that N' and Ss; commute. This can be checked by writing
SE»

a Y 45 a —b c c 0
Sy = /d455 <_ (Dyc) SAa + <(5;1(i\/[ — Opub” — gfbacaucbc - gfbacch ) SKa
I I

“w
) ) )
abcbc _nabg =b _ nab b d c
) gf Sct ( DM aﬂc Du K,u'i_gfdacL C) 5La + b 5ea + . > . (2.171)
in the new variables!'!
0 0SYM ~ )
Sy = [ d*z | = (Dye)* — — G frac KO | —
» / x( (Dyc) 5Ag+<5Ag 9/ “c>5Kg
1 abc J d c a 0
597 cc5—a+<gfdach>6La+b =t > . (2.172)

One now easily sees that Sy; and N commute. Finally, from (2.170), we find that A, forn > 1
must be equal to zero and only Ag survives. This means that A is independent from b and

HThe ... stand for the parts related to the quarks, which are irrelevant here.
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obeys the antighost equation.

In conclusion, if the consistency condition (2.158) has a trivial solution, A = SyA, the
Slavnov-Taylor identity holds to all orders. Otherwise, we can have an anomaly, and the
Slavnov-Taylor identity is broken. In this case, we shall not be able to prove that the action
is renormalizable as the Slavnov-Taylor identity is a crucial identity. But when exactly do
we have an anomaly? Firstly, one can prove [5] that when the spinors ¢ are a sum of a left
handed spinor and a right handed spinor, no anomaly is present and the consistency condition
always has a trivial solution. Secondly, in the case our matter field 1) would be a left handed
spinor, i.e.

1
Y = Prefs whereby 5(1 —V5)Vleft = Vlefs (2.173)

there is the possibility of an anomaly. This anomaly is called the Adler-Bardeen anomaly.
However, this anomaly depends on the number of flavours, and if chosen correctly, this
anomaly can vanish, and it can be proven to vanish to all orders. Such a construction plays
an important role in the elektroweak theory.

5.3 Stability of the Yang-Mills action

Let us consider the case without anomaly and prove that the Yang-Mills action is stable in
this case. In the previous section, we have determined all the Ward identities which the
effective action obeys, therefore we can characterize the first order counterterm f((iliz, and try
to reabsorb this into the action as described in equation (2.94). If this works, we have proven

the action to be stable.

For all the Ward identities we have described previously, we can write down the identities for

the first order counterterm féli‘),. The gauge condition and the antighost equation read

5(1;51? = 0, (2.174a)
(52 + 005 j(ﬁ) i - o, (2.174b)
and the Slavnov-Taylor identity to first order yields,
STl = 0. (2.175)
whereby we repeat that
Sy /d‘*w(éz 002 0 0% 0 0% 0 40
OK[0AS  0A% K[  0L*dc  dc 5L oc

(2.176)

+626+5E5 0¥ 90 0¥ 9o

5V, 00 W sy OYdsyl syl 0Yd )
with 82 = 0. Beside these identities, we have also shown that ffﬁl has ghost number zero as
one can read from (2.149).

35



CHAPTER 2. ALGEBRAIC RENORMALIZATION

Let us now construct this counterterm, which is the most general local polynomial of di-
mension four obeying the previous constraints. Here we can benefit from the nilpotency of
the Slavnov-Taylor identity. As explained in section 4, we can write the most general form of
fgli\), as a sum of two parts

=(1
F((jlzz = Z]n.triv. + Z]triv. 5 (2177)
whereby the trivial part can be written as
Ytriy. = Sp2 = S5 ¥triv. =0 . (2.178)

Let us first try to construct the non trivial part, ¥, ¢yv.. First, we notice that there is one
doublet in the game, (¢%,b%). Due to the doublet theorem from section 4, this implies that
these fields cannot enter the non trivial part. After some combinatorial effort, one sees that
also K;, L and ¢* can not enter the non trivial part. Also the spinor sources Vza and Y/ are
unable to enter the non trivial part, as it is impossible to construct a term with ghost number
zero including these sources. Only with the spinor fields Wa and ! we can construct a term
with the right quantum numbers and invariant under Sy

Do W)as DIV (2.179)

However, we shall prove later that this term can be written as a variation of Sy, therefore,
this term is trivial. In conclusion, only the gluon field A, shall enter the non trivial part.
One can check that the only combination which is invariant under the BRST symmetry'? is
the Yang-Mills action itself. Therefore,

1
Yntriv. = a04/d4xF5y7 (2180)
whereby ag is an arbitrary parameter. Secondly, we have to scrutinize the trivial part. For
this part, we need to construct the most general local polynomial €2 of all the fields and

sources of ghost number —1 as Sy, increases the ghost number with 1. With the help of the
tables 2.1 and 2.2 we find

0= / dz (alA/‘jK @+ ap0, " A% + azc" L + ase'b" + a% fabecaghee

+ gl Yi + arV ok + asBaY o + agVauh ), (2181)

whereby a1, ..., a9 are arbitrary parameters. Unleashing Sy; at each term, we find
Sy [ d'z ALK —ay [ ( A9 g A0 4 60, (g fan Al — K g fu AL
ajoyx xz (V) = a1 €T i 5142"/ + 12k V) + c 12 g akb Mc - /'Lg akb NC
— 0 ()P gAL(X) T, — Dy K
128y, / d'zd,e A% = as / d'z (9,4 A% + 8,2 Dyc”)

2 A8 3 triv. contains only gluon fields, the Slavnov-Taylor identity Sx. reduces to the usual BRST.
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1
a3Sy, / dizct L = as / d4x<§fabccbcCLa - Eaf)qujbcb + KﬁDzbcb — gL fabechee
iV (X)), + g e (XY
a482/d4xcaba = a4/d4x(caca> =0

CL5SE / d4ngabccaébéc = aj gfabc / d4x (gfadecdceébéc . QCabbEC>

wSs [dey = [dle(~T,0,)" D))
a7Ss / d*2Y" ~ agSs / d*29 V! ~ agSy, / 42V ~ Sy / A2y Yo

(2.182)

We have still have to impose the gauge condition and antighost equation. From the gauge
condition (2.174a) and the antighost equation (2.174b) we learn that

as = 0 alp = as . (2.183)

We also notice that the terms in ag, a7, ag and ag are equal, so we can take them together.
Here we have also proven the term (2.179) to be an Sy, variation and thus belonging to the
trivial part. Taking all previous results together, the trivial term is thus given by

05 7t o a(ya\ij,,J
Yiriv. = a1 /d4$ (AMWY,?A + aﬂgaauca + KZ@LC“ - 11%(’7#) ﬁgAu(X ) ]@bé)
n

1 ; o
+as / d4x<—§fabccbch“ — E“@uDzbcb + KﬁDzbcb + ig?;ca (X)),
T (X)) +a [ (T, DY) (2184)
whereby we have three independent parameters here'3.

For the action to be stable, we need show that (see equation (2.94))

—(1
Share(950,00:Ai0) = (65, pi M) + HT Gy + O(h?) (2.185)
with ¢; = {A,¢,¢,b,9,%}, p; = {K,L,Y,Y}, \; = {g,a} and the bare fields, sources and

parameters defined as
$i0 = Zdl,{ bi Pi,0 = Zp;Pi Aio = 2N - (2.186)

Let us work out one example and try to determine Z 4. To determine this particular constant,
(2.185) is

1 1
/ 014331(3“1430 —0,A% ) =Za / d%z(f)uAﬁ — 0,A%)?

1 a a 1 a a 1 a a
- / d4x1(8uA,/—8l,Au)2—h(ao / At (9,45 — 0,47)" +2a, / d4x1(8ﬂAl,—8l,Au)2> ,
(2.187)

1345 and as are not equal to the ones in expression (2.181), but set again in a logical order.
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and thus

Za=1—Ti(ag+ 2a1) = Zi/Qzl—h<%+a1> . (2.188)

The other renormalization factors can be determined in a similar fashion,

Zg:1—|—h<%), L =2,
7 =77 Zy = 2% = 2,2, 71?7, *
Zo =74, Zy = Zg .

h
ZV2 =7 =14 3 (a1 +az)
12 _ L1/2 _ 4 <@)
Zy Z@ 1-h 5 ) (2.189)
As all counterterms can be absorbed, we have proven the action to be renormalizable. Notice

that the coupling constant g is renormalized with the non trivial counterterm, while all the
other (non physical) fields and parameters are renormalized with the trivial counterterm.

5.4 Algebraic renormalization of the YM action in the Landau gauge

We can also prove the Yang-Mills action to be renormalizable when choosing immediately
the Landau gauge, o = 0. The action remains stable under quantum corrections as an extra
identity comes into the game, namely the Ghost-Ward identity,

G“(Sym + Sgr) = A, (2.190)
with
) )
a  _ d ) abeb Y
g* = /d x(dca +gf*c 5bc> , (2.191)
and
a“—g / g fobe (KZAfL - LbcC) : (2.192)

a linear breaking. In an analogical fashion as before, one can show that this identity shall
put a constraint on the counterterm, namely

G'Snuiv. = 0. (2.193)

Therefore, in the counterterm (2.181), a3 shall be equal to zero. This comes down to setting
az = 0 in (2.184) and it is trivial so see that the counterterm can be absorbed with the
renormalization factors equal to expression (2.188)-(2.189) whereby as = 0.

For other fixed values of a, & = o, the action is not stable as we cannot reabsorb the
divergences. Though, is it necessary to let o to be free, as we did previously. We needed
to introduce the associated Z,-factor, thereby ensuring renormalizability for the general a
case. Consequently, « itself has become a running quantity. Since keeping o = 0 also gives a
renormalizable action, we conclude that o = 0 must be a fixed point of the a renormalization
group equation.
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5.5 Conclusion

We have here shown in detail that the Yang-Mills action is renormalizable when no anomaly
is present. From this example, one can see that algebraic renormalization provides a very
systematic and powerful technique to prove that an action is renormalizable. As the Yang-
Mills action is the basis of the standard model, we have here given a first peek view on how
one could renormalize the standard model. However, this is far more elaborated and beyond
the scope of this small introduction and we refer to the literature for an algebraic proof of
the renormalization of the elektroweak standard model [25].
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From Gribov to the Gribov-Zwanziger action

In this chapter we shall give an overview of the literature concerning the Gribov problem.
First, we shall uncover the Gribov problem in detail by reviewing the Faddeev-Popov quan-
tization [1]. Next, we shall treat the Gribov problem semi-classically, as done in [2]. Then,
we shall try to translate the ideas of Gribov into a quantum field theory by formulating the
Gribov-Zwanziger action [3, 26].

1 The Faddeev-Popov quantization

In this section we shall repeat the Faddeev-Popov quantization which solved the quantization
problem of the Yang-Mills action[l, 27, 28]. Although this has now become a standard
textbook item (see [10, 11, 29-31] for some examples), we shall go into the details of the
calculations to point out some subtleties which are rarely mentioned.

1.1 Zero modes

Let us start again with the Yang-Mills action as introduced in section 2 of chapter 2. For this
part, we shall only consider the pure gluonic part, as the quantization problem is related this
sector. We recall that

1
Sym = /ddx4ngng. (3.1)

Naively, we would assume the generating functional Z(.J) to be defined by equation (2.7),
Z(J) = / [dAJe— St/ deiAl (3.2)

Unfortunately, this functional is not well defined. Indeed, taking only the quadratic part of
the action,

Z(T)quae = /[dA]e‘all J de(8 Ay (@) 8, Ay (2))?+ [ dwJ2 () A ()

_ %fdxdyAZ(a:)[5’1176(:1:73,1)(826uyfﬁu8y)]AZ(y)+f da g (z) A% (z)
[dA]e , (3.3)

and performing a Gaussian integration (A.1)

Z(J)quaae = (det A)—1/2/[dA]e—éfdxdyJﬁ(x)AW(:c,y)1J;f(y) , (3.4)
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with A, (z,y) = 6(z — y)(9%6,, — 8,0,), we see that this expression is ill-defined as the
matrix A, (z,y) is not invertible. This matrix has vectors with zero eigenvalues, e.g. the
vector Y, (z) = Oux(x),

/dyAW z,y)Y, /dy z —y) (0?0 — 0,0,)]0,x(y) = 0. (3.5)

Therefore, something is wrong with the expression of the generating function (3.2). Notice
that this problem is present for SU(N) Yang-Mills action as well as for QED, i.e. the abelian
version of the Yang-Mills action.

The question is now where do these zero modes come from? Let us consider a gauge trans-
formation (1.10) of A, = 0, whereby we take U = expigX“x®,

b - o - v o

or thus Az’ = 0,x? This means that our examples of zero modes Y, are in fact gauge
transformations of A4, = 0. As we are integrating over the complete space of all possible
gluon fields A, we are also integrating over gauge equivalent fields. As these give rise to zero
modes, we are taking too many configurations into account.

1.2 A two dimensional example

To fix the thoughts, let us consider a two dimensional example. Consider an action, S(r),
invariant under a rotation in a two-dimensional space,

2m oo
W = /dfes(r) = / d@/ rdre™50) (3.7)
0 0

The “gauge orbits” of this example are concentric circles in a plane, see Figure 3.1. All the
points on the same orbit, give rise to the same value of the action S(7). Therefore to calculate
W, we could also pick from each circle exactly one point, i.e. the representative of the “gauge
orbit”, and multiply with the number of points on the circle (see Figure 3.1). Now how
exactly can we implement this? Mathematically, we know that for each real-valued function,
we have that [32]

Sz — x;)

P (3:8)

S(f@) = 3

with z; the solutions of f(z) = 0 and provided that f is a continuously differentiable function
with f/ nowhere zero. Integrating over z yields

/ dus(f Z | f (3.9)

or thus we find the following unity

1

ZI(1)|/da:5(f(:z:)) = 1. (3.10)
i |f (x;
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Applying this formula in our 2 dimensional plane, we can write

1
ZW

F(r,¢)=0

/dgf)&(}'(r,gb)) =1, (3.11)

whereby F represents the line which intersects each orbit. Now assuming that our function
F intersects each orbit only once, we can write
oF
’WH /dq&é(}"(r, $) = 1. (3.12)
d¢ F(r,¢)=0

However, to make to analogy with the Yang-Mills gauge theory in the next section, we rewrite
this,

OF (7

‘WW [aono+o) - ‘&b)HHMZD [aosFi) =1, @3

99 ‘ ‘T(r,6+¢)=0

and thus in this notation ¢ represents the rotation angle of the vector 7. This unity shall
allow us to pick on every orbit (a given r) only one representative, where F (i) = 0. Notice
however that for every representative we have to multiply with a Jacobian, i.e. the derivative
of the function F in this point with respect to the symmetry parameter ¢. As this Jacobian
shall only depend on the distance r, we denote this measure as follows

OF (i) H
9% || r@w)=0

Ar(r) = ‘ (3.14)

Now inserting this unity into expression (3.7),

W= / a0 / rdrAs(r) / AG6(F(r,0 + ¢))eiS®) | (3.15)

and transforming 6 — 0 — ¢,

W= / d¢ / do / rdr Az (r)3(F(r,0))e ") (3.16)

we are able to perform the integration over ¢, which gives a factor of 2.

W = 27?/dH/rdrA]:(r)é(]:(r,H))eiS(r) . (3.17)

This factor represents the “volume” of each orbit. We shall see that we obtain something
similar for the Yang-Mills action.

Finally, let us remark that it is of uttermost importance that F intersects each orbit only
once. Else, this derivation is not valid, and one should continue with formula (3.11).
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Figure 3.1: Gauge orbits of a system with rotational symmetry in a plane and a function F which
picks one representative from each gauge.

1.3 The Yang-Mills action

We can repeat an analogous story for the Yang-Mills action [1, 33, 34], by keeping in mind
the pictorial view of the previous section. Due to the gauge invariance of the Yang-Mills
action, we can also divide the configuration space A,(x) into gauge orbits of equivalent
classes. Two points of one equivalency class are always connected by a gauge transformation
U = exp(—igX®0%),

AU = UAUT - ;(@uU)UT : (3.18)

see equations (1.10) and (1.1). In analogy with the two dimensional example, we shall there-
fore also try to pick only one representative from each gauge orbit, which shall define a surface
in gauge-field configuration space. As we are now working in a multivariable setting, i.e. infi-
nite dimensional space time coordinate system x, and the N2 — 1 dimensional color coordinate
system a, b, ..., the analogue of the unity (3.13) becomes,

As / AUIS(F(AV)) =1, (3.19)
whereby we have used a shorthand notation,
o(F(AT) = T[4l @)
[du] ~ T[]0 . (3.20)

Due to the multivariable system, the Jacobian (3.14) needs to be replaced by the absolute
value of the determinant,

0F* (AL (x))

Ar(A4) = [det Map(e,y)| - with  May(w,) = =55

(3.21)
F(AV)=0
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This determinant is called the Faddeev-Popov determinant. Just as in the two dimensional
example, this determinant is independent from the gauge parameter 6%.

Inserting this unity into the generating function (3.2) gives

Z = / [dU] / [dA]AF(A)S(F(AY))e S (3.22)

whereby we omit for a moment the part JA. Analogous to the two dimensional example
(see equation (3.16)), we perform a gauge transformation of the field A — AU’ so that Ag
transforms back to A,:

AU —UA,U - ;(@LU)UT —  UAU'yt - é(aﬂU)UT — A, (3.23)

Expression (3.22) becomes

Z = / [dU] / [dAJA£(A)S(F(A))e Sy (3.24)

as the action, the measure [dA] and the Faddeev-Popov determinant are invariant under gauge
transformations. Now we have isolated the integration over the gauge group U, so we find

Z =V / [AAJA£(A)S(F(A))e™ S (3.25)

with V an infinite constant. As explained in section 1.1 of chapter 2, one can always omit con-
stant factors. It is exactly this infinite constant which made the path integral (3.2) ill-defined.

Let us now work out the Faddeev-Popov determinant. This determinant is gauge invari-
ant, and does not depend on 6%, therefore we can choose A so that if satisfies the gauge
condition F(A) = 0. In this case, we can set % = 0,

0F" (A} (z))
Map(a.y) = 20 (3.26)
66°(y)
0=0&F (A)=0
Applying the chain rule yields,
OF(Au(x)) 5457 (2)
Map(z,y) = / . : (3.27)
04(z) - 0(y) 9=0&F (A)=0
First working out expression (3.18) for small ¢
AT = A, — (D))" X+ 0(6%) (3.28)
and thus
0F*(Au(@) b
May(z,y) = / dz @) plegiy — 2 . (3.29)
A7 (2) ! F(A)=0
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This is the most general expression one can obtain without actually choosing the gauge
condition, F. Let us now continue to work out the Faddeev-Popov determinant for the linear
covariant gauges. For this, we start from the Lorentz condition, i.e.

FUAu(x)) = 0,A"(x) — B%x) , (3.30)
with B®(z) an arbitrary scalar field. With this condition, Mg (x,y) becomes,

_ ab .
Map(z,y) = —0.D;70(y — ) Fiio | (3.31)

Because in the delta function in expression (3.25), the condition F(A) = 0 is automatically
fulfilled, so we find,

z - / (4] det[~8,D26(y — 2)]J6(0A — B)e=S¥ (3.32)

Still, we cannot calculate with this form. However, luckily, there is a way to lift this deter-
minant into the action. For this, we need to introduce Grasmann variables. As described in
the appendix in expression (A.3), we have that (by setting n =7 = 0)

det Mop(7,y) = / [dc][de] exp / dzdye® (z) Ma (2, )" (y) (3.33)
and thus
7 - / [dA][dd][d6(DA — B) exp [—SYM— / dxca(x)auDzbcb(x)] o (330)

and we have been able to convert to determinant into a part in the action.

Finally, we would like to get rid of the dirac delta function. For this, we can perform a
little trick: since gauge-invariant quantities should not be sensitive to changes of auxiliary
conditions, we average over the arbitrary field B%(x) by multiplying with a Gaussian factor,

/ [AB]S(9A — B) exp <21a / de2) — exp <21a / da:(auAZ)2) L (3.39)

whereby « corresponds to the width of the Gaussian distribution. Taking all the results
together, we obtain the following gauge fixed action:

S = Sya+ / da (&apgb 2 22@4;)?) , (3.36)

-~

Set

which is exactly the action (2.114) where we started from in chapter 2. This gauge is called
the linear covariant gauge. Taking the limit @ — 0 returns the Landau gauge. In this case
the width « vanishes and thus the Landau gauge is equivalent to the Lorentz gauge (3.30)
with B = 0. Another widely know gauge is the Feynman gauge whereby o = 1. The Landau
gauge has the advantage of being a fixed point under renormalization, while in the Feynman
gauge, the form of the gluon propagator has the most simple form.

In conclusion, we have obtained the following well defined generating functional:

Z(J) = / [dA][de] [dd] exp [—54— / de;‘AZ] , (3.37)

with the action S given in equation (3.36).
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1.3.1 Two important remarks concerning the Faddeev-Popov derivation

We need to make two important remarks.

e First, notice that in fact, we need to take the absolute value of the determinant, see ex-
pression (3.21). In most standard textbooks, this absolute value is immediately omitted,
without mentioning that mathematically, it should be there. Subsequently, in equation
(3.33), we have neglected this absolute value in order to introduce the ghosts. It was
thus implicitly assumed that this determinant is always positive. However, in the next
section, we shall prove that this is not always the case. Only when considering in-
finitesimal fluctuations around A, = 0, i.e. in perturbation theory, this determinant is
a positive quantity (see section 2.)

e Secondly, closely related to the first remark, this derivation is done is the assumption
of having a gauge condition which intersects with each orbit only once. We call this an
ideal condition. If this is not the case, one should in fact continue with an analogous
formula as (3.11), namely,

L£N(A) = Ay / [dU]S(F(AYY) (3.38)

whereby N(A) is the number of Gribov copies for a given orbit!. Again, in the next
section, we shall show that the condition (3.30) is not ideal by demonstrating that the
orbit can be intersected more than once. In fact, a mistake is made here.

1.3.2 Other gauges

Here we have worked out the Faddeev-Popov quantization for the Linear covariant gauges
which encloses the Landau and Feynman gauge as a special case. However, many other
gauges are possible. We can divide the gauges in several classes. The first class are the co-
variant gauges, which besides the linear covariant gauges also holds e.g. the t Hooft gauges
[35] and the background fields gauges [36]. A second class of gauges are the noncovariant
gauges, i.e. gauges which break Lorentz invariance. The most famous example is probably
the Coulomb gauge, whereby F* = V;A? (see e.g. [37] for a derivation). Some other exam-
ples are the axial gauge, the planar gauge, light-cone gauge and the temporal gauge. A nice
overview on the second class can be found in [38]. Finally, there are some other gauges like
the Mazimal Abelian gauge [39], which breaks color symmetry, and some more exotic gauges
which break translation invariance. For a nice overview on different gauges, we refer to [40].

For this thesis, we shall mainly work in the Landau gauge.

1.3.3 The BRST symmetry

Now that we have fixed the gauge, the local gauge symmetry is obviously broken. Notice that
on the other hand the global gauge symmetry is still present as one can check by performing
a global gauge transformation on the action (3.36). Fortunately, as discussed in chapter 2,
after fixing the gauge a remaining symmetry is still present, namely the BRST symmetry.

'For each copy, the Faddeev-Popov determinant shall be the same, therefore, the sum in equation (3.11)
can be replaced by 1+ N(A).
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This BRST symmetry is most easily seen when introducing the b-field, as done is equation
(2.113)

pa 2
S = Sym+ / A4z (b“@uAZ—i-a( 2> +caaupgbcb> : (3.39)

whereby the nilpotent BRST symmetry s is given by expression (2.116).

This BRST symmetry is of uttermost importance, as it is useful for several properties. Firstly,
as we have already proven, it was the key to the proof of the renormalizability of the Yang-
Mills action. Secondly, the BRST symmetry shall also be the key to the proof that the
Yang-Mills action is unitary. Let us explain what unitarity means. We define the physical
state space Hguns, Which is a subspace of the total Hilbert space, as the set of all physical
states [1) A physical state is defined by the cohomology of the free BRST symmetry?
[41, 42]

phys*

50 %) ppys = 0 and [¥) pnys 7 S0(--) + -0y (3.40)

with sg is the free BRST symmetry. Now a theory is unitary if

1. Starting from physical states belonging to Hsups, after these states have interacted, one
should end up again with physical states € Hgups-

2. All physical states should have a positive norm.
It will exactly be the BRST symmetry which will allow to prove these properties®. Also
notice that by fixing the gauge, we have introduced extra particles, the ghost particles ¢ and
¢. As these particles are scalar and anticommuting, they violate the spin statistics theorem.
If the theory wants to be valid, these ghost particles have to be excluded from the physical
spectrum. This is of course related to issue of unitary and one can show that the ghosts are
indeed excluded from Hgyps by invoking the BRST symmetry.

Finally, let us remark that in some approaches, BRST symmetry is regarded as a first principle
of a gauge fixed Lagrangian [45, 46], rather than instead using Faddeev Popov quantization.

2 The Gribov problem

Let us now explicitly show that in the Landau gauge®, the gauge condition is not ideal.
Gribov demonstrated this first in his famous article [2] in 1977, which has been reworked
pedagogically in [47]. For the gauge condition (3.30), he explained that one can have three
possibilities. A gauge orbit can intersect with the gauge condition only once (L), more than
once (L') or it can have no intersection (L”). In [2] Gribov explains that no examples of the
type L” are known, however that many examples of the type L’ are possible.

2This means, switch off interactions or set g = 0.
3See [14, 43] for the original proofs, or [44] for a more recent version of the proof.
4From now on, we shall work in the Landau gauge, unless explicitly mentioned.
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Figure 3.2: The three possibilities for a gauge orbit w.r.t. a gauge condition. Original figure from

[2].

Let us quantify this. Take two equivalent fields, A, and A;L which are connected by a gauge
transformation (1.10). If they both satisfy the same gauge condition, e.g. the Landau gauge,
we call A, and AL Gribov copies. We can work out this condition a bit further,

A, =UAUT = L@UUT,  8,4,=0 & 9,4, =0,

J
0,UAUT +UAL8,UT — HOZU)UT - L(9,U)(9,UT) = 0. (3.41)

Taking an infinitesimal transformation, U = 14+a, U = 1—a, with o = a®X?®, this expression
can be expanded to first order,

—0u(Opa+igla, Ayl) = 0, (3.42)
or from equation (1.13) we see that this is equivalent with
—0,Dya = 0. (3.43)

In conclusion, the existence of (infinitesimal) Gribov copies is connected to the existence of
zero eigenvalues of the Faddeev-Popov operator. This is a very important insight as now we
can understand the two remarks made in the previous section.

Firstly, for small A, this equation reduces to —E)ﬁa = 0. However, it is obvious that the
eigenvalue equation

P =€, (3.44)
only has positive eigenvalues ¢ = p? > 0. This means that also for small values of 4, we
can expect the eigenvalues €(A) to be larger than zero. However, for larger A, this cannot
be guaranteed anymore. Therefore, negative eigenvalues can appear (and will appear) and
thus the Faddeev-Popov operator shall also have zero eigenvalues. This means that our gauge
condition is not ideal. Secondly, if the Faddeev-Popov operator has negative eigenvalues,
the determinant of this operator can switch sign and the positivity of this determinant is no

longer ensured. An explicit construction of a zero mode of the Faddeev Popov operator has
been worked out in [47-49].

Finally, let us also mention that in QED no Gribov copies are present. We can show this with
a simple argument. In QED, the gauge transformations are given by

A, = AL —0ux, (3.45)
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and thus, for the Landau gauge, 0,4, = 0, the condition for AL to be a gauge copy of A,
becomes

QA, =0 = 9x=0, (3.46)

which does not have any solutions besides plane waves. As a plane wave does not vanish at
infinity, they cannot be used for constructing a gauge copy AL.

2.1 The Gribov region: a possible solution to the Gribov problem?
2.1.1 Definition of the Gribov region

Now that we have shown that the Faddeev-Popov quantization is incomplete, we need to
improve the gauge fixing. Gribov was the first to propose in 1977 [2] to further restrict to a
region of integration, the so-called Gribov region 2, which is defined as follows:

Q = {49, 0,A% =0, M® > 0}, (3.47)
whereby the Faddeev-Popov operator M is given by equation (3.31)
Mab(zy) = —8,D%5(z —y) = (_agaab +0, fabcA;) 5z —1y) . (3.48)

This is the region of gauge fields obeying the Landau gauge and for which the Faddeev-Popov
operator is positive definite. We recall that a matrix is positive definite if for all vectors w,

/dmdywa(m)./\/l“b(z:, Yw(y) >0 . (3.49)

In this way the problem of the absolute value of the determinant would already be solved
(first remark on p.47). The border of this region € is called the first Gribov horizon and at
this border the first eigenvalue of the Faddeev-Popov operator becomes zero. Crossing this
horizon, this eigenvalue becomes negative. This is depicted in Figure 3.3. Consecutively, one
can define the other horizons similarly, as drawn on the picture, where the second (d€23), the
third (6€23), ...eigenvalue becomes zero. However, keep in mind that this picture is a very
simplified pictorial view. In reality, the space of gauge fields is much more complicated.

2.1.2 An alternative formulation of the Gribov region

We can also define the Gribov region as the set of relative minima of the following functional®
1 a a
1AV = Tr / Qe Al ()AL (@) = / Az A (2) A2V (z) | (3.50)

which corresponds to selecting on each gauge orbit the gauge configurations which minimizes
A?. Notice that there can be more than one minimum. It can be seen relatively easy that this
definition agrees with the Gribov region. Assume we have a gluon field A, which minimizes the

The original derivation can be found in [50-52], a more recent version in the appendix of [53].
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Figure 3.3: The different regions in the hyperspace 04 = 0.

functional (3.50). Firstly, in order to have an extremum, varying ||A||?> w.r.t. an infinitesimal
gauge transformation (1.12) must be zero,

SI|A|P = ¢ (; / dxAZ(x)AZ(m)) = / dad Al (x) Al (x) = — / daD3Po" (z) A% (x)

- - / A, 0% () A% () = / A6 ()9, A% () = 0. (3.51)

As this equation must be zero for all ¢, we must have that J,Af(z) = 0. Secondly, this
extremum must be a minimum, therefore, differentiating again,

AP = — /dx@uﬁa(x)éAZ(x) = /dw@“(m)(—@uDzb)Hb(ac) >0 V6. (3.52)
This implies that the operator —8MDZZ’ = M must be positive definite, see equation (3.49).

2.1.3 Properties of the Gribov region

How exactly one can implement this restriction, is the topic of the next sections. First, we
shall answer some profound questions and discuss some properties of the Gribov region.

e Firstly, does each orbit of gauge equivalent fields intersect with the Gribov region?
This property is of course of paramount importance as it would not make any sense to
integrate over an incomplete region of gauge fields. A first step towards establishing this
property was made in [2] where is was proved that for every field infinitesimally close to
the horizon 2, there exists an gauge copy at the other side of the horizon, infinitesimally
close again. Later, it was then actually proven that every gauge orbit indeed intersects
with the Gribov region [52, 54]. In [54] is was mathematically rigorously proven that
for every gauge orbit, the functional (3.50) achieves its absolute minimum. Moreover,
since every minimum belongs to the Gribov region, every gauge orbit intersects with
the Gribov region.
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e Does A, = 0 belong to the Gribov region? This is important as this means that the
perturbative region is also incorporated in the Gribov region. In fact, we can prove
this very easily (see the appendix of [55]). Taking A, = 0, the Faddeev-Popov operator
becomes M® = —926% which is positive definite.

e We can also prove that the Gribov region is convex [55]. This means that for two gluon
fields AL and Ai belonging to the Gribov region, also the gluon field A, = aAL + ﬂAi
with «, 8 > 0 and oo 4+ 8 = 1, is inside the Gribov region. To demonstrate this, we need
to show that M“b(aAL + BAZ) is positive definite. However, from expression (3.48), we
immediately see that

b b b
M (A, + BA%) = aM™(A)) + BM™ (A7) .
As o, 8 > 0, this sum of two positive definite matrices is again a positive definite matrix.
e Finally, we can also show rather easily that the Gribov region is bounded in every
direction [55]. Assume we have a gluon field A, part of the Gribov region €, then we

can show that the gluon field AA, with X\ large enough, shall be located outside of 2.
Firstly, as the matrix Mgb(AM) = OufabcAj, is traceless, the sum of all the eigenvalues

of M is zero. Therefore, for A, # 0, there should exist at least one eigenvector® w
with negative eigenvalue k, i.e.

/ dzdyw® (z) M (z, y)wb(y) = k < 0. (3.53)

Secondly, as M$°(A,,) is linear in A, M3 (AA,) = AMZP(A,) has the same eigenvector
w with eigenvalue Ax. Therefore,

/dxdy W) MPAA) (2, ) (y) = /dx w“(m)(—@ﬁ)w“(:ﬁ) + Ak, (3.54)

which shall become negative for large enough A. Consequently, M“b()\AM) is no longer
positive definite and AA,, is located outside the horizon. Therefore, €2 is bounded in
every direction. Moreover, in [56] it has been proven that the Gribov region is contained
within a certain ellipsoid.

With all these properties, restricting the integration of gluon fields to the Gribov region looks
like a very attractive option to improve the gauge fixing. Unfortunately, the Gribov region
still contains Gribov copies. This was first discussed in [50]. Let us repeat their reasoning.
Assume a gluon field A, belonging to the boundary of the Gribov region, then we have that

JlAl? = o,
AP # 0 = 36, /dx&a(x)Mab(x)Hb(x):O. (3.55)

As the Faddeev-Popov determinant has zero modes, this means that it is inconclusive whether
||A||? is a minimum?. We have to consider the third variation §3||A||?,

PIAIR = g / A, 0° ()0 () DS ()0 () | (3.56)

5We assume this eigenvector to have norm 1.
"This is a consequence of the second derivative test as can be found in any textbook on basic mathematics.
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which is, generally speaking, not zero®. Therefore, a gluon field on the boundary of the

Gribov region is not a relative minimum of the functional (3.50) and thus there must exist a
transformation U: )
2 U2
[1AN7 > AT (3.57)

Now, suppose we have a function f from X to Y, where X,Y are topological spaces. We say
a function f is continuous at x for some x € X if for any neighborhood V' of f(x), there is a
neighborhood U of = such that f(U) C V. In this view, let us define the following function,
f(A,U) = ||AY||, which we can consider a continuous function VA, U. Moreover, the function
g(A) = f(A,I) — f(A,U) is also a continuous function. Therefore, for certain A located on
the boundary of the Gribov region, we know that g(A) > 0, see equation (3.57). Due to con-
tinuity, we can take a region V around g(A) which is still positive, such that there is a region
U around A for which g(U) C V. We consider the field (1 —€)A,, with € > 0 and as small
as needed to lie inside U. From the convexity of the Gribov region, it is easy to understand
that (1 —€)A,, € Q. Therefore, we can conclude that ||[(1 — €)A]Y|> < ||(1 — €)A[|? and we
have that the relative minimum ||(1 — €)A[|? is not the absolute minimum.

Also numerical results have confirmed this, see e.g. [57]. In fact, it is not surprising that
the Gribov region still contains copies. By looking at the functional (3.50), it seems obvious
that on a gauge orbit, the functional (3.50) can have more than one relative minima. Two
relative minima of (3.50) on the same orbit are Gribov copies which both belong to Q. Also
Gribov was already aware of this possibility [2].

2.2 The fundamental modular region (FMR)
2.2.1 Definition of the FMR

What is then the configuration space free from Gribov copies? It is obvious that from the
functional (3.50) which defines the Gribov region, we can also define a more strict region,
i.e. the set of absolute minima of the functional (3.50). As we take for each gauge orbit, the
absolute minimum, we shall select, on a given orbit, only one gluon field, namely the gauge
configuration closest to the origin. This region is then called the fundamental modular region
A. Restricting to this region of integration is also called the minimal Landau gauge®. A is
then a proper subset of 2, A C Q. Notice that the absolute minimum of the functional (3.50)
can only determine the minimum up to a global gauge transformation. Indeed, as mentioned
on p.47, fixing the gauge does not break the global gauge symmetry and by performing a
global gauge transformation H independent from the space time coordinate z, expression
(3.50) does not change,

1AY)3, = Tr/dxHAg(x)HTHAf{(a;)HT :Tr/dxAg(x)Ag(x) =||AY|>. (3.58)

Therefore, saying that we picked out from a gauge orbit exactly one configuration always
means modulo global gauge transformations.

80ne can compare this with 2 which has a saddlepoint at = 0. The first and second derivative are zero,
while the third derivative is positive.

9Sometimes this is also called the absolute Landau gauge, while the minimal Landau gauge can refer to
taking one arbitrary minimum of the functional (3.50), depending on the author or article.
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In fact, the FMR A would be the exact gauge fixing if the global minima of the functional
(3.50) are non-degenerate. However, it is proven that degenerate minima can only occur on
the boundary of the FMR, 0A [58]. Therefore, if one would integrate over

_ e oYM .
z - /A [dAJe~ S | (3.59)

these degenerate minima do not play any role, as they have zero measure. This agrees with
endpoints of a function which do not play a role when integrating over a function.

2.2.2 Properties of the FMR

Let is discuss again some properties of the FMR, many similar as the Gribov region.

e Firstly, all gauge orbits intersect with the FMR. This is in fact already demonstrated
in the first bullet point on p.51.

e A, =0 belongs to the FMR as 0 is the smallest possible norm.

e A is convex [50]. This is a bit more involved to prove than for the case of the Gribov
region 2. We have to show that if A}H Az € A, also B, = tAlll +(1 —t)AZ, with ¢ € [0, 1].
For this we work out the functional (3.50),

AV = Tr/dmA,{{(x)A,{{(x)
i i
= Tr/d:n <UA“UT - g(@uU)UT> <UA“UT - g(@uU)UT> :
i 1
— A7 - Q;Tr/dx (AMUWMU) - gZTr/dx ((8MU)UT(8MU)UT) .

As AL and AZ both belong to the FMR, we have that

i 1
A2 — A2 20 o —Q;Tr/d:r (ALuto,0) - g2Tr/dx (0,001 @0)0") > 0

i 1
A2V = |42 >0 < —2;Tr/d:c (AiUT8NU> - Tr/dx ((aMU)UT(auU)UT> >0.

2
Or thus, combining these two inequalities,

—Q;Tr/dx ((tAL v (- t)Ai)UTéﬂU) - glgTr/dx ((a#U)UT(a#U)UT) > 0 (3.60)

from which follows
IBYI* = 1IBII* > 0. (3.61)
Therefore, B belongs to the FMR and the FMR is convex.

e A is bounded in every direction. This is obvious as A C Q with Q bounded in every
direction.

e The border of A, JA has some points in common with the Gribov horizon [49].
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2.3 Other solutions to the Gribov problem

Firstly, a very important result has been proven by Singer in [59], whereby it was shown that
all Lorentz invariant gauges suffer from Gribov copies. Therefore, a gauge free a Gribov copies
shall thus manifestly break Lorenz invariance, and are therefore very difficult to handle in
calculations. These gauges do exist, e.g. the space like planar gauge [60] which has no Gribov
copies.

Many other attempts have been done, like improving the Faddeev-Popov gauge fixing in
[61] whereby they have managed to lift the absolute value of the Faddeev-Popov determinant
into the action. However, they were not able to take into account the number of copies into
the action, and therefore, as far as we know, no further calculations have been done in their
framework. Also in [62, 63] an attempt to improve the gauge fixing has been done. However,
as far as we know, the meaning of their model remains unclear in the infrared.

In [64], another method is proposed which avoids the Gribov ambiguity. The method is
based on stochastic quantization and is an improved implementation of the method proposed
in [65] where the gauge was not fixed. However, this method is not so convenient to use.

Finally, to be complete, we should also mention that the following paper [66] claimed that the
Faddeev-Popov quantization is correct although Gribov copies are present. Also in [67], an
attempt is done to try to take into account all Gribov copies, by working in a Coulomb-like
gauge. In this way, they have avoided the use of a boundary condition like restricting to the
Gribov region.

2.4 Summary

In conclusion, to be absolutely sure that one has a correct quantization of the Yang-Mills
theory, one should really restrict to the FMR in order to have a completely correct gauge
fixing whereby only one gauge configuration is chosen per orbit. However, no practical im-
plementation of this region has been found so far in the continuum. Some other attempts
of improving gauge fixing are interesting, but not very convenient or too difficult to handle.
However, if we restrict ourself to the Gribov region, it is possible to perform practical calcu-
lations. Gribov has done this semi-classically, and Zwanziger has managed building an action
which automatically restricts to the Gribov region. One can still object as the Gribov region
still contains Gribov copies, but there has been a conjecture by Zwanziger [55, 68|, that the
important configurations lie on the common boundary éA N 62 of the Gribov region 2 and
the FMR A. Therefore, the extra copies inside the Gribov region would not play a significant
role, and it would be sufficient to restrict to the Gribov region.

2.4.1 Important configurations lie on the common boundary A N €2

Let us go a bit more into the details of the statement that the important configurations lie
on the common boundary dA N €2, as a clear reasoning is not available in literature [69].

We shall start by proving the following statement: If a configuration A satisfies the two
conditions (i) it is an absolute minimum of the minimizing functional ||AY|?, see equation
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(3.50) and (ii) there exists an x-dependent solution w, that is with O,w # 0, to the equation,
Dy(Aw =0, (3.62)

then configuration A lies on the common boundary OA N OQ of the Gribov region Q and the
FMR A. Here w is a common eigenvector of each of the D, (A) for p=1,...,d.

To prove the statement we first observe that the equation,
OuDy(Aw =0, (3.63)

follows from (3.62). The existence of an xz-dependent solution w to (3.63) is the defining
condition for configurations A to lie on the Gribov horizon 9€2.1° Moreover, by condition (i),
configuration A is an absolute minimum of ||AY|| so it satisfies the defining condition of the
fundamental modular region A, and we have A € A. Furthermore A is included in Q, A C ,
and so, since A lies on the boundary of Q, A € 9€), it necessarily lies on the boundary of A,

A€ 0A. QED.

Now we give some argument that part of the configurations on this common boundary éANJ<2,
shall dominate. The argument goes as follows. In the maximal Abelian gauge, it is stated
that Abelian configurations (or more precisely those nearby) dominate the functional integral
[70], and would be responsible for confinement. In SU(2), any Abelian configuration can be

written as!!

A'Z(x) = 6%a,(z) , (3.64)

whereby a,(x) is an arbitrary function. This configuration possesses the degeneracy property
(3.62). Indeed for w'® = 6?3, where c is a constant, we have

Du(A')o' = 9,0 —ig[Al,w] = 0. (3.65)

When this configuration is gauge transformed to the absolute minimum, A = A’V on its
gauge orbit, we have A € A and D, (A)w =0, as D,(A)w = 0 is a gauge invariant equation,
which is proven in appendix Bl. When the gauge transform of w’, w = Uw'UT, is no longer
a constant function, conditions (i) and (ii) are satisfied and the Abelian configuration (3.64)
are equivalent with configurations on the common boundary dA N §Q2 of the Gribov region {2
and the FMR A.

For completeness, we should stress that certainly not all Abelian configurations shall have an
equivalent configuration on the boundary JANJSL. It is always possible that an Abelian config-
uration already lies inside the FMR A. Indeed, we may make an Abelian gauge transformation
so the Abelian configuration is transverse, d,a, = 0, and is thus simultaneously in Landau
gauge and maximal Abelian gauge. Each such configuration corresponds to a unique distinct
Abelian field tensor f,,(z) = 0,a, — Oya,, , with inversion a, = (82)*1(% fuw automatically

9The condition that w be 2z-dependent, d,w # 0, is necessary because the minimal Landau gauge condition
does not fix global gauge transformations U = expw, and global gauge transformations have as infinitesimal
generator z-independent w, with d,w = 0. These satisfy (3.63) for every transverse configuration A (including
those in the interior of A), when w is z-independent, d,w = 0, as is easily verified. Indeed when A is transverse,
we have 8, D, (A) = D, (A)d,, and so 9,D,,(A)w = D, (A)d,w = 0 for any z-independent w.

"'This can be generalized to other SU(N).
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satisfying d,a, = 0, so different transverse Abelian configurations are gauge inequivalent.
Thus the set of gauge inequivalent Abelian configurations consists of unbounded rays Aa,,
where A > 0 is any positive number. On the other hand the FMR, A, in minimal Landau
gauge is bounded in every direction. So some transverse Abelian configurations lie inside
A and some lie outside. When the transverse Abelian configurations are gauge transformed
to the absolute minimum (by non-Abelian gauge transformations), those Abelian configura-
tions that were originally inside A remain there. (For them w is z-independent, J,w = 0.)
Only those transverse Abelian configurations that were originally outside A get mapped onto
OA N O by the minimizing non-Abelian gauge transformation.

We also note that the corresponding statements hold in lattice gauge theory, as discussed
in [68].

As a side remark, notice that if we have one gauge field A, satisfying equation (3.62), with
w different from zero, the whole gauge orbit shall satisfy this equation due to its gauge in-
variance. Such a gauge orbit has a peculiar feature. In one direction, namely the direction
defined by w, it is degenerated because the infinitesimal gauge transformation,

A, = A+ Dy(Aew = A, (3.66)

with € infinitesimal, leaves A invariant. Therefore, the gauge orbit through A has one di-
mension less that a generic gauge orbit. We call (3.62) the “degeneracy property”. Since
this property characterizes a gauge orbit it is of geometrical significance, whereas the Gribov
horizon is more an artifact of gauge fixing to the minimal Landau gauge.

3 Semi classical solution of Gribov

3.1 The no-pole condition

Gribov was the first one to try to restrict the region of integration to the Gribov region [2, 47],
which was done in a semi-classical way. He restricted the generating functional to the Gribov
region by introducing a factor V(2) in expression (3.34),

2) = | [Alexp (=S
= / [dA][dd][de]V (2)5(DA) exp [—SYM— / dae®(2)9, D (x)| ,  (3.67)

whereby we are working in the Landau gauge, 6(0A). Now the question is how to determine
this factor V(€2). One can see that there is a close relationship between the ghost sector and
the Faddeev-Popov determinant, which is clear from calculating the exact ghost propagator.
For this, we start from expression (A.3)

1= [ladiaex [ [ ety cola) Aue eaty) + [ d% (2 (@)ea(w) + aula) (@)
= CdetAexp—/dd:L'ddy Jg(x)A;bl(x,y)Jg(y), (3.68)
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whereby in our case:

Aw(z,y) = —0uDpo(z —y). (3.69)
From this we can calculate the ghost propagator,
_ o 1)
Cl@)ay)). = =4

8.Jb(y) 6.J2(x)
_ / ATV (Q)5(8,A%) det(—8,D™) A} (. y)e 57 . (3.70)

Taking the Fourier transform and keeping in mind that we have conservation of momentum

alplen(—p) = [10AV(@Q)5(0,4) det(~0, D) ( [ = ez y>> oSV

(3.71)
we can compare this expression with the one loop renormalization improved ghost propagator
starting from the Faddeev-Popov action,

(Calp)es(k))e = O(p+k)6"G(K?)
1 1

gk = - . (3.72)
I 11g2N 1. A2\ 44
Py (1_ 4§]7r2 lnkT)
P2

From this expression, we can make some interesting observation. Firstly, for large momen-
tum k? we are within the Gribov region €, as perturbation theory should work there. Indeed,
for large k2, G(k?) ~ 1/(k*In Ié\—Q), which is the perturbative result. Secondly, we notice this

1 4872
g2 11N J*

The first pole indicates that for k? ~ 0, we are approaching a horizon, see expression (3.72).

As for all k2, P; is always positive, we stay inside the Gribov region. The second part of the

ghost propagator P, is not always positive for all k2. For k? < A%exp (—g%%), Py shall

become complex, indicating that we have left the Gribov region. Therefore, V(€2) makes it
impossible for a singularity to exist except at k? = 0.

expression to have two poles: one pole at k2 = 0 and one pole at k? = A%exp (

From these observations, we can construct the no-pole condition. For this, we shall calculate
G(k%, A),, whereby the gluon field is considered as an external field. This comes down to
calculating det(—ﬁﬂDZb)Afl(x, y) from expression (3.71), i.e. we shall calculate the following
diagrams:

AL h pA Ptk—q
k—p
G(k A) @ b @ b ¢ b
o, = — —— — —— — — _— —— — —_— —
Hat k + k P + k k+p q

Figure 3.4: The ghost propagator with external field to second order.
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In momentum space, these three diagrams are given by!'?

. 1
L =96 b(27r)d5(k—q)ﬁ
11

L = gﬁ?fakb ip Al (k — p)

d,/

s = 92/ ((;ﬂ]; kl 2 (p +1k:)2 2 ake {0+ R)u AL (=) fers 10, AL (P + k= q) . (3.73)
In fact, this is all we can say about these diagrams, unless we take into account that after
determining V' (€2), which shall be a function of the external gluon field, we shall always need
to integrate over A. This means that the gluon lines are connected, rendering the second
diagram to be equal to zero. For the third diagram, the incoming momentum k shall equal
the outcoming momentum ¢g. Formally, we can therefore rewrite the third diagram as

Sk —q)(2m)? 1 d%’ k,(p' +k , ,
o= I g [ GRS A A )

whereby we have introduced the infinite volume factor V', to maintain the right dimensionality.
Moreover, we also know that the color indices k = £. In order to calculate the correct prefactor,
we take the sum over the color factors, see formula (A.6)

1 1 11 Ng? ddq (k — @) puqv
2 _ 2 - - - 4 4 1%
G A) = g 0wd(W A = 5+ Tz / ami A G—
1
whereby
11 Ng2 d% 0ok —a)uky
A = ——= A A ~ TRV .
Now we can rewrite this
1 1
2 — e

as in this way we are considering the inverse, or the 1PI diagram, see expression (2.24). This
inverse contains more information as we are in fact resumming an infinite tower of Feynman-
diagrams. The condition that the Faddeev-Popov operator has no zero modes, reduces to the
requirement that

o(k,A) <1. (3.78)

We can work out this requirement a bit more. As we are working in the Landau gauge,
quA, = 0, and thus AZ A! is transversal,

A0 = () (8~ B3) — AP (3.79)

12The Feynman rule for the ghost-ghost gluon vertex is given by ik, fax, with akb resp. from ¢, A, and ¢
whereby the outgoing momentum k, stems from .
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moreover, multiplying with d,,,, we find that w(A) = d—ilAﬁAf“ with d the number of dimen-

sions. Therefore, we can simplify o,

1 1 Ng kuky/ d?q
Vd—1N2—-1 k2 (2)

1
dAﬁ(*q)Aﬁ(q)mPW . (3.80)

o(k,A) =

As it is possible to prove that o(k, A) decreases with increasing k2, see appendix B, whereby
we have assumed that A’ (—q)A% (q) is positive, the condition (3.78) becomes,
o(0,4) < 1. (3.81)

Taking the limit k2 — 0 in o(k, A) yields,

1 1 Ng¢ . kik,d—1 ddq 1
A = ————— <2 lim ¥ 7§, 9 AL NVAL (g) =
o(0,4) Vd—1N2Z—1smo k2 d " / i ta(—04al0)
11 Ng? ddq 0,01
= —= AL (—)AL(Q)— .82
VdN2_1 / (2m)* a(—0) (X(Q)qQ ) (3.82)
whereby we used the fact that [ d%qf(¢*)quq./q* = 1/d S, [ dqf(q?).
In summary, the no-pole condition is given by
V(Q) = 0(1-0(0,4)), (3.83)
with o(0, A) given by expression (3.82), or thus, using the Heaviside function,
+ico+-e€ dﬂ
Q) — B(1—c(0,4)) 84
Ve = [ | (359

we can insert this into the path integral (3.67).

3.2 The gluon and the ghost propagator
3.2.1 The gluon propagator

Our goal is calculate the gluon propagator in Fourier space

(Asm) AL ) | (3.85)

at lowest order including the restricting to the Gribov region. We start from the path integral
(3.67), while introducing appropriate sources for the gluons,

dﬁ —0(0,A uadr d 1 d a a
20 :N/%iﬁ (AP0 0.4) oy [ng +/d xw(8uAu)2+/d vA%(2)Jo(x) | |

with N = Z71(J = 0). We do not need to take into account the integration over [dc|[de] as
we are only calculating the free gluon propagator, also we only need the free part of Syw.
Translating this in Fourier space, we have that

Snadr / ddx%(auAu)Q + / 4w A (x) T2 ()
— / (gi’; (;AZ(k) <5M,,/<:2 + (i - 1) kﬂky) AY(—k) — AZ(k)JZ(—k)) ;
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or thus,
(As (k)AL )
S [ B [ R0 s
a b : )
6Ji(=k)oJ)(=p) ) 2miB =0
(3.86)
whereby
12 Ng? 1
K®(k) = o (ﬂv y N29 5ﬂyk2+5uyk2+<a—1> k:uk:,,), (3.87)

also includes the part stemming from ¢ (0, A) in expression (3.82). Now invoking the Fourier
transform of (A.1), we find

dges _ _

a b _ ab\—1/2/ y-ab\—1

(A00AL0)) = 80k + PN [ G (ot i) V2L ) (389)
This determinant has been worked out in appendix B, resulting in

d—1 Ng? 2 1
q _In ( + b gldqu)] , (3.89)

(det Ka2)™"% = exp [—

and thus
(A5 (k) AL (p) ) =0k + DN / DI t) 1)

L q _In ( ﬁNg 2 1) . (3.90)

f(B)=B—-Inp— 7(

—1dV ¢

As we assume (KZS)_l(k‘) not to be oscillating too much, we apply the method of steepest
descent!? to evaluate the integral over 3,

(A0 Abw)) = sk NP (K (k) (391)

whereby we have absorbed 27i into /. 3y is the minimum of f(3), i.e.
f /(50) =0
1

1= 7]\7 . .92
- ﬁo T / ¢t + BoNg 2) (3.92)
N

2_1dV
We define the Gribov mass,

4 _ BN 2
" N2_1qv?

(3.93)

13The infinite parameter to apply the method of steepest descent is 1/h, which is not written anymore.
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which serves as an infrared regulating parameter in the integral. As in fact, V is equal to
infinity, in order to have a finite 7, By ~ V. Therefore, 1/ can be neglected and we obtain
the following gap equation,

d—1 ddq 1
l=— "N 2/ S — 3.94
a9 ) enid+AY (3.94)

which shall determine v*. Now, we only have to calculate the inverse of
ab 5ab 45 1 5 2 1
(K,uu)(k) = Y uuﬁ + ,uuk + a -1 kuku ) (395)

whereby we have set 8 = Gy which yields,

(K@) (k)Y = §% LP (k)+ak72k“k“ (3.96)
e e ayt+ kL K2 )7 '

as one can check by calculating (Kzg)*l(k)(KS§)(k) = §%M"*. For o = 0, the inverse becomes
tranverse and the gluon propagator is given by
2

(A5 ALY = 0+ )5 Pl (397)

as N shall cancel ef(%) due to normalization.

3.2.2 The ghost propagator

Now that we have found the gluon propagator, we can calculate the ghost propagator. In fact,
this comes down to connecting the gluon legs in expression (3.73). We easily find (analogous
as expression (3.80)),

1 1
ab/1.2 _ ab —
grk) =0 k21 —o(k)’
kK ddq q2 1 quq
2 14 v
o(k) = Ng ij /(QW)dq4+,y4 (k —q)2 (5/W_ 22 ) : (3.98)

To calculate 1 — o(k), we rewrite the gap equation (3.94) as

kuky o [ dig 1 Qv
1= N [ ooy (o= ) e

and thus, we have written the unity in a complex way

k. k ddq 1 quq q> k. k
1-— = £YN 2/ _— v — niv 1-— = BV N2 v .
otk) ="z Ng (2m)4 (¢* + %) <5“ 7 ) ( (k—q)2> g2 N9 k)

To investigate the infrared behavior, we expand this integral for small k2, whereby up to order

/{2
2 9 9
q _ 1 kY 2kug, kg
(- wter) - Cemm e e le) o e
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and thus we can split R, in three parts. The first part is given by

ddq 1 quq d—1
1 k:kQ/ 8 — 22V ) = = =6, K1 101
By (K) @em)dg (¢ ++H) \ " ¢ a "o (8-101)

whereby I, = [ %m is a number depending on . The second part is zero, at is it
odd in ¢, and the third part is given by

dlq  qagp g qa9sq.9y
R3 (k) = —46,,kok / + dkok / pE_ 3.102
o (F) et | 2m)d ¢ (¢F + %) 7] (@n)d g8 (gt + A7) (3.102)

The first term of this expression is given by,

58 ddq 1 4
—4 v ; Ra = — 50w I )
O =gk kﬁ/(27r)dq2 (* +~4) 2ok h

while the second term is given by

1 ddq 1
4kakﬂ(5aﬂ5m/ + 5a“6ﬁy + (5al,5g'u)d2 T od / (27‘r)d = (q4 n 74)
1
_ 2
= 4(k?6, + Qk“k”)mf” .
Therefore,
R (k) = 4 15 k? + (k%6 2k, k L I 3.103
w(R) = A\ =20k + (K20 + 2kuky) 0 ) Iy - (3.103)

Taking all results together, we obtain,

kpky [d—1 1 1
X [d(s,wk? +4 (—dé,wkz + (K6, + QkMkV)Mﬂ I,

d—1 1 3
_ 21.2
= Ngk[d+4<_d+JLHM>}H

1-o(k) = Ng?

d? —3d+2
= N92k2wlry s (3104)
or thus, the ghost propagator is enhanced,
1 d*+2d 1
ab(1.2 ab
k) = 67— . 3.105
g (k) k*d? —3d +2 Ng?I, ( )
As an example, for d = 4, we find easily that I,‘Yi:4 = 1/(32724?) and thus
1 128722
G (k2) _ g L1 (3.106)

d=4 k* Ng2

Also in three dimension we find enhancement of the ghost. In two dimensions, the calculations
are not so straightforward as there is a problem with switching the limit and the integration.
We refer to section 4.2.2 of chapter 5 for more details. The conclusion shall however remain
the same, also in 2 dimensions the ghost propagator is enhanced.
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For a long time, these results for the ghost and gluon propagator were confirmed by lat-
tice calculations and therefore considered important, see [71-75] for some examples and [76]
for a nice recent overview. In fact, looking at the calculations, o = 1 means that the #-function
has become a J-function. This is due to the fact that we could neglect 1/5y in expression
(3.92) as we are working in an infinite volume V' — oo. In other words, by limiting to the
Gribov region, the ghost propagator has an extra pole, which indicates that the region close
to the boundary has an important effect on the ghost propagator.

4 The Gribov-Zwanziger action

After the publication of Gribov, Zwanziger tried to generalize his results to all orders by
constructing an action which implements the restriction to the Gribov region, we shall call
this action the Gribov-Zwanziger (GZ) action. In this section we shall first analyze a toy
model to demonstrate how the GZ action was obtained [77].

4.1 A toy model

We start with the following simple quadratic action in one dimension
1
S = /d$2(8A(a;))2 : (3.107)

whereby we omit color and Lorentz indices. We assume the Gribov region is contained within
the following ellipsoid,

L[ dk A(K)A(—k
2/(%) ()k2( ) .. (3.108)

f(4)

Therefore, to restrict to the Gribov region, we need to consider the following generating
functional

Z = /[dA]e(c — f(A)e ¥, (3.109)
as the f-function assures that f(A) < c.

Next, if we replace A(k)/Vk2 by y(k), and we work in a finite volume, f(A) < ¢ can be
written as

1
VZyky,k < ¢, (3.110)
k

and thus expression (3.108) can be seen as an hypersurface in an infinite dimensional space.
As is known for hyper spheres, the volume gets more and more concentrated on the surface
as the dimension grows. Therefore, we can replace the #-function with a J-function and the
generating functional (3.109) becomes

zZ = /[dA](S(c— f(A)e ™S . (3.111)
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Let us remark that also Gribov already noticed this, see the end of the previous section.

We use the formula

o dt
S(z—y) = / %el@*y)t, (3.112)

which we Wick rotate in order to get rid of the imaginary numbers, so we find

7 = /m+6 dg [dA]e™ eP(c—f(A))

—ico+e 2mi

i00+€
_ / dBe—95) (3.113)

—ico+e

whereby g(3) = —In [ [dA)ef(e=f(A)e=5 Now we shall perform a saddle point approximation
to integrate over (3,

Z o~ e 9B (3.114)
whereby 3y is determined by
g (Bo) = 0
Ay T e
TdAlTe e
. [[dA]f(A)e VB (=f(A)e—
JAfVF T es
c = (f(A))s , (3.115)

whereby we have set 3 = V 3*. Therefore, we find the following generating functional
z - / (dAJe~ (VA FA+S) (3.116)

with 5* determined by (3.115). In fact, the saddle point approximation becomes exact in
the equivalence between microcanonical and canonical ensemble [78]. This can be proven by
showing that f(A) has zero variance. Let us investigate the distribution of f(A),

(f(4) = /(;17];222/@,4]/1(1@),4( ke 2] 2 A0 [ +%] A= k)J B

- / (gfmlkzu(k)i(—k) / dAJe2 ] SAB [ E|ACHAT B Ak

_ /dk‘ IS & VO] e
= @n) 2267 (k)oJ(—k)

J=0

J=0
_ dk 1 1 3117
- /mmkw’ (3:117)
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whereby we used the Fourier transform of expression (A.1) in the appendix. Also,

1 [ dk dp 11 54 ke g1l
P -1 [ [agh s Bl s

1) (@n) (2m) K2 p2 5T (k)0 (—k)8J (p)6. (—p) 7=
1 fdk 1 1 [dp 1
_2/(2w)k4+ﬁ2/(2w)p4+6
1 [ dk dp 1 16(k+p)d(k+p) 5172
*2/(2@ ek V.V {p”pz]
s+ 5% [ o 3.118)

whereby we have formally written 6(‘57}(;];) = d(k+p)/V. In the thermodynamic limit, V' — oo,

we find that (f2(A)) = (f(A))?, thus f(A) has no variance and behaves like a d-function.

4.2 The non-local Gribov-Zwanziger action

To restrict the region of integration of the Yang-Mills action to the Gribov region, we need
to consider the following path integral,

Z = / [dA]eSyMtSstg(\(A)) (3.119)

whereby A(A) is the lowest eigenvalue of the Faddeev-Popov operator,
M = MG+ M = —0%6" + g furc A0, (3.120)

whereby we are working on-shell, 9,4, = 0. In this way, the lowest eigenvalue is always
greater than zero. Firstly, we notice that all constant vectors are eigenvectors of the Faddeev-
Popov operator, with zero eigenvalue. As these eigenvalues never become negative, we shall
not consider these vectors and work in the space orthogonal to this space.

4.2.1 Degenerate perturbation theory

In order to find the lowest lying (non-trivial) eigenvalue A(A), we shall apply degenerate
perturbation theory whereby Mgb is the unperturbed operator. For the moment, we work
in a finite box with length L, which shall approach infinity in the infinite volume limit. The
vectors which form a basis of eigenvectors of the operator Mgb and span the entire Hilbert

space are called |\I'g2>: i € Z%/{0}, while s runs over all the colors, s = 1,..., N? — 1. i
represents the lowest momenta, i.e. 7ip = (0,...,0,£1,0,...,0). Therefore, |‘II%%)S) represent

the vectors belonging to the lowest eigenvalue' )‘7(7?3 which is given by

A0 _ (27 i 3.121

Notice that the space spanned by the vectors ]\I/%?Q is 2d(N? — 1) = T dimensional. We call
this space Hy
Ho = span(|¥0)) s =1,...,7). (3.122)

oS

M The lowest lying eigenvalue is of course zero, belonging to the constant vectors, but we are not considering
these constant vectors anymore.
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The projector onto this space Hy is easily identified as
0 0
R=)_ \‘1’7(70)5> (‘Iféo)sl : (3.123)
S

which is of course an operator working in the entire Hilbert space. The other eigenvectors

|\Ifg]$)> have corresponding eigenvalue )\gl) given by
A0 = (2 3.124
ns L HnH ° ( ’ )

The entire space can be decomposed into Hg + H1 + He + .. ., whereby the H,, are defined as
the spaces spanned by the vectors belonging to the same eigenvalue!®.

In configuration space, the eigenvectors are given by

d
INE on
(sl wit) = (1) o7, a2
which shall lead to .
_ 1\2 .o.
<x,a ‘ qf](f)> g (2W> elk7 (3.126)

in the infinite volume limit.

Let us now switch on the perturbation M;. The degenerate eigenvalues shall split up in
different eigenvalues, while the eigenvectors ]‘P%?) shall evolve into |¥zs). In order to solve
the eigenspace problem, we shall try to find a matrix « and 5, so that

MS =Sk, (3.127)
whereby S is a matrix whereby the columns are given by the exact vectors |V ) and & is a
diagonal matrix with the diagonal elements given by Az,s, with 7y = (0,...,0,£1,0,...,0)

and s = 1,...,N? — 1. By introducing S, we can restrict ourselves to the space of interest,
namely the space of eigenvectors |V ) with the lowest lying eigenvalues Az, s.

The next step is to determine S and k. We shall write them as a perturbation series:

S:iSH m:inn : (3.128)
n=0 n=0

By substituting them into (3.127), and identifying equal orders, we find

MpSy = Soko , (3.129a)
MopS1 + M1Sy = Sikg + Sok1 , (3.129b)
MySo + M1S1 = Sokg+ Sik1 + Soke , (3.1290)
MpSs + M1Se = Sskg+ Sako + S1k2 + Soks (3.129d)

15We can order the eigenvalues by size, H, belongs to the (n + 1)th eigenvalue.
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The first equation is the free equation, thus Sy is the matrix whereby the columns are given
by ]\I/%OO)S>, and kg is the T' x T" dimensional matrix with diagonal elements )\(?. Notice that

p
T,

we can write Py = SOSS.

In order to solve the higher order equations, we shall use the normalization condition, i.e. S,
for n > 1 does not contain any vectors from the space Hy:

PySp =0 VYn>1, (3.130)

which we can also write as

SIS, =0 Vn>1. (3.131)
We now multiply the remaining equations with S(T). Firstly, we find
SiMoSy + SIM1Sy = SiSor1 = k1 (3.132)

As the columns of S contain vectors which live in the orthogonal complement of Hy, also the
columns of M5 shall live in this space. Therefore, SgMosl = 0 and we find

K1 = SIM1S . (3.133)
In an analogous fashion, we find for the other equations
Ko = SIM1S) K3 = SiM1Ss . (3.134)

To find S, we start from equation (3.129b),

M()Sl — S1/€0 = So/il — M1S0 . (3.135)
As kg = /\%%)IT, with I” the T x T unity matrix, we find upon using equation (3.133)

-1
MoS1 — A8 = Soky — MiSy = §; = (Mo - A,g?PO) (Py— I®)M1So . (3.136)

i
In an analogous fashion, we can deduce Sy from equation (3.129c),

MoSy — Sakg = —M1S1 + S1k1 + Sokz
-1
= Mo = A01)8, = (P — )M, (Mo - )\(ﬁ?lo") (Py — I°) M, S,

-1
+ (Mo - )\g:))loo) (Py — I®)M PyM1Sy,  (3.137)

or thus

-1 2 9
S0 = | (Mo = X0T) (0= | ook (Mo A0 T) (R - PO BAMS0.
(3.138)
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whereby we made use of equations (3.133), (3.134) and (3.136). With the expressions for Sy
and Sy, we write

Ry = )\%(:))IT,
k1 = S§MiSy,

—1
ke = SIMy (MO—A%?))IOO> (P — I®)M, S
-1 2
ks = SiMy [(Mo—)\(ﬁ?lm) (Py— I™)My | Sp,

-2
+SOM1 <M0 )IOO) (P@ — [OO)M1P0M1S() , (3.139)

. © . . .
or as the column s of Sy is given by the vector |\Ifﬁo)s), we can write the previous expressions
in terms of its matrix elements,

I{g/DUﬁOt = A(O)(Sutéﬁo g
A ot (0
™ = M)
—/ ot 0 0 -1
HSOU not <‘1’1(€6)u| My <M0 — )‘7(%0)100) (IOO - )Ml |\Ijn0t> ’

2
7l u,fiot 0 0) oo\ "'/ oo 0
oot <@;6>u| My [(/\/lo 207 ) (I — Po)/\/ll] v
0 o0 o0 0
— (@) My (Mo =291 ) (I = )M PoM, [W0) . (3.140)
4.2.2 The infinite volume limit
We shall now show that in the large volume limit, we can do some simplifications.

We start with the expression of k3. We can rewrite (I°° — P) in terms of a bra-ket no-
tation,

NZ-1 (0) (0) oo N2-1
0)
Z Z ’\Ijns \IJ Z Z ‘\Pnos noS’_ Z Z ’\Il \Ij(
l|7i]|[>0 s=1 [l7i]|=1 s=1 lInf[>1 s=1
(3.141)
-1
If we now let the operator (/\/lo — )\gf))l OO) act on this term, we obtain
N2-1
0) yo0 0 0 0 0
(MO _ )\fio)l ) Z Z )\( )\ — |‘1,%S)> <\IJ( )‘
[|I7]|>1 s=1
N2-1

||nz||;1 2 ((L” )1l - (3)°

)\ vy @0 (3.142)

()70t

Inserting this in yields,

N2-1
R = Y Y
- 7T

[|I7]|>1 s=1 f H ”2 (fﬂ)

><‘P%%)U|M1|‘1’g?><\1’(o My [ L (3.143)
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We can work out the matrix elements with the help of equation (3.125)

2 1 127 5.7 2T = =
<\Ij(0 | My ’\I,not> = inO,u;Ld/ddﬂ? eﬂ%n'ngstcflﬁ(x)el%"”
. 2r 1 e

<\P(ﬁ%)u| My |\IJ7(€(?9)> = lné)vﬂfﬁ d% e~ 27750 ngusc ( )l LT (3.144)

whereby we made use of partial integration and the Landau gauge condition 9,4, = 0 in the
second matrix element. If we take the infinite volume limit, see expression (3.126), we can
write

_oom fem\? 1 iz c 1 5z
< |/\/l |‘11n0t> = i <L> /d z (27r)d/26 gfstcA#(x)no’#We

.27 (2m d ~(0)
=7 <L> (v

0 0 21 20\ J~ o]+ .
Wil = 28 () (59 |4

xil(;o)> , (3.145)

nou Mot

with (Aab)u = gfavcAj,- We can write ry

a0 ) 26 () o o

|I7]1>1

whereby we have parameterized

N2-1
C(RyTouiot = 3 <‘T’((3i) ’g.ﬁ/ q,](f)><\f,]%0> A - \f/é‘z>> . (3.147)
s=1

In the infinite volume limit, we can write

7w, 2\ ? /2m\? 1 RV
K:20 ,miot _ (ﬂ-> <7T> / ddk‘ 5 C(k)nou,ngt
L)AL k- \k? = (%)

n=0

C(k)Towmot  (3.148)

Now we can see that the higher order terms for n > 1 will vanish relatively in the infinite
volume limit when comparing to the term for n = 0. One can check this for all d > 2.
Therefore, we obtain

iiu, ot (%)2 <27T>d / A= O (ot
. N EAWE
i L) \L) gz K

N ANEAY ddkiC(E oot 3.149
- (7 L) Jgpn ) : (3.149)

whereby we have included the endpoint ||k|| = 2T in the region of integration, which is a
valid operation. Going back to the original formulatlon, we thus find a very simple form for
K/;_ig)u,ﬁot

oot <\1/(8 | MMy My B (3.150)
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In an analogous fashion, we can simplify k3 as well, leading to
oo mo! <\y<3 | MiMG MM My [0 — (0 gguy MIMGPMIPOML [BE))  (3.151)

Moreover, we observe that the second term in the expression of k3 can be neglected in com-
parison with the first term due to the presence of Py, an argument which can be generalized
to ky. This can be checked by working these term out in a similar fashion, as done in equation
(3.144). In conclusion, in the large volume limit, we obtain the following matrices

ﬁ/uﬁot (O) t
0% _ U
i SEP L

R = e \M1\w£°>>,

Ry ™ = f< O MG M )
Rt = () | MM MM M 9 (3.152)
We notice that
1
-1 -1 -1 -1 -1 -1
=— M, = (1 -Mg M1+ My MMz M) My, 3.153
1+ MglMl 0 ( 0 1 0 /¥ 1) 0 ( )
or thus
M= Mgt = MMM+ MMM MM (3.154)
Therefore, we can now sum the whole series k,, starting from n = 2,
= k= = (U MMM B D) (3.155)
n>2

4.2.3 Taking the trace of &

Next, we replace the condition of all eigenvalues of kK = kg + K1 + K, to be positive with the
weaker condition that the trace of x has to be positive, we refer to [77] for some remarks on
this. Firstly, the trace of kg is given by

N2-1

Trrg= Y. . g™ = 0T, (3.156)

Iiill=1 u=1

Secondly, the trace of k1 is zero,

N2—1 N2-1
Trer= Y >0 = 30 Y (ERIMEE) =0, (3.157)
[l7i]|=1 u=1 [|7]|=1 u=1

as M{" = g fuucA;, 0, = 0. Finally, the trace of £, is given by

N2-1

Tre, = -— Z Z |M1M_1M1|‘1’f~33>

I7ll=1 u=1

- -y Z/dd/dd ©

[|I7E]|=1 u,a,b=1

./\/11):1: a><:r: a‘/\/l 1‘y,b><y,b)/\/{ ‘\Ifnu> .
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Working out the matrix elements in the infinite volume limit gives:
0 1 ore s
<y; b ‘ Ml ‘ \Ilé»u)> = gfbucAZ(y)aﬂ <Wel " y)

2T c 1
= lfgfbucnuAu(y) <2>

2 .
‘a:,a> = 1fgfuacnw4u(x) (W)’ (3.158)

(vl

and thus!®

Wy = [ate [aty 3 Bopumaiio) (5) M5 -0

[17][=1
2m c 1
ngbeCnVAV(y) <Ld/2>

= 2 <L1d> (QL”)Q / A%z / A%y fuac A5 (@) (M) (2, 9)g fouc AL, (y)
_ <2j_f>2‘1/ [ % [ Qg @M @) fan AL (w) - (3:159)

In conclusion, the following quantity should be positive

Trk = 2 (22)2 <d(N2 —1)— % / ddz / d%yg frae AfL(2) (M6 (z — y)gfbkmAﬁ(y)>

>0.
Therefore, we can set
Z = / [dA)eSYMTSet9(d(N? — 1) — h(A)) , (3.160)
whereby
5[4 [ ag i @)Y S~ g Abf) . (3160

4.2.4 The non-local GZ action

We can now follow the analysis of the toy model, to lift h(A) into the action. The first step
was to replace the f-function with a §-function. The argument here is that at lowest order,
h(A) reduces to

mA) = 3 [ [ dlyg i) 6™ a2<5< >>gfbkmA,’z<y>

N " A0 N dd u
- V/ddxAu( 5 Al (x A( P, (3.162)

16The summation over the color indices is implicitly assumed.
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which is exactly the toy model bound (3.108) (up to a factor N, which can be removed by
redefinition of h(A)). Therefore, at least at lowest order it is justified to replace 6 with d.
It is assumed that higher order corrections would not affect this statement. The second step
was to write the f-function as an exponential, by applying equation (3.113),

7 = /[dA]/d’ye’Y(d(N2—1)—h(A))e_SYM_ng

2mi
4y oy
= —e7V 1
/ e (3.163)
whereby v(y) = —1In f[dA]eV(d(NZ_1)_h(A))e_SYM_ng. The next step is to apply the saddle
point approximation,
Z ~ e P00 = /[dA]e_[SYM+ng+V7*h(A)_7* J dfed(N?-1)] (3.164)
whereby v* is determined by
V() = 0
dAlA(A)eV Y (=h(A) =S
d(N2 _ 1) f[ ] ( )e €

[1dA]eVr (=hA)e=5
d(N?*—1) = (h(A)),. , (3.165)

whereby v = V~*, in order to show explicitly that the action is an extensive quantity. The
final step is to prove that the saddle point approximation becomes exact, which can be done
analogously as in equations (3.117) and (3.118).

In conclusion, the Gribov-Zwanziger path integral becomes
7 = /[dA] [dc] [dg]e—[SYM+ng+.f dwhy (z)—y* [ dlzd(N?-1)] ’ (3.166)
whereby we have replaced 7* with 4* for further convenience and hy(z) is given by

hi(z) = ~* / A% foar A5 () (M6 (2 — y)g form AL (y) - (3.167)
The parameter « is fixed by the following gap equation

(hi(z)) = ~M(N?-1). (3.168)

4.2.5 Remarks

One thing which needs to be pointed out, is what happens at the boundary with the path
integral. At the boundary, one of the eigenvalues A approaches zero. Because of hi, which
contains the inverse of the Faddeev-Popov determinant, the probability in the path integral
reduces very quickly, roughly speaking, a factor e x enters the path integral. On the other
hand, we have argued that only the boundary of the Gribov region gives contributions for
V — 00, by replacing the € function with a ¢ function in equation (3.163). This could sound
contradictory. However, we can give an example which demonstrates what is going on. The
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path integral shall be a result of two competing functions. Firstly, we have a factor rN—1

stemming from the integration, whereby N approaches infinity in the thermodynamic limit
1

and we simple take r to represents the fields, while secondly, a factor e =, with R the size

of the boundary, represents the horizon function. The following function shows us what is
going on in the path integral
1
lim V- le " | (3.169)

N—oo

In the figures below, one can see how for larger IV, this function evolves into a delta function

N
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6F / \ 12001 / \\ /\\
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N
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[
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Figure 3.5: Evolution of the expression (3.169) for growing N whereby we chose R = 3.

Another element which looks contradictory is the following [79]. In perturbation theory, or
for large momenta, only the small area perturbing around A = 0 is important, while we have
just shown that the configurations get concentrated on the boundary of the Gribov region.
Perhaps this can be explained by noticing that the gribov parameter 72 cannot be accessed

in perturbation theory. Indeed, as 72 AéCD x e 92, perturbatively, v = 0.

4.2.6 The correct horizon function

In subsequent articles [26, 58], Zwanziger refined the horizon function (3.167) into the follow-
ing function

S = lim / dahy(x) = lim / d’z / d% (D (z)7* () (M) (2, y) (DZ“(y)VQ(y)) :

(3.170)
whereby 7(z) is defined through

P(z) = %7 (3.171)

The limgy_,o operation corresponds to replacing the space time dependent +2(z) with the con-
stant Gribov parameter 2. We observe that this horizon function shares a great resemblance
with hi(z) from expression (3.167). It is worth to point out here that the limit, limy_,o,
in expression (3.170) is meant to be taken after an appropriate localization of the horizon
function, a point which we shall outline in detail in what follows.
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In conclusion, the non-local action is given by
Sul = SyMm + Sgf + Sh (3.172)
with Syy the Yang-Mills action and Sgr the gauge fixing and

(ho(z)) = ~d(N?—-1). (3.173)

4.3 The local Gribov-Zwanziger action

In this section, we shall localize the action Sy by introducing some extra fields. Looking
at the following standard formula for Gaussian integration for bosonic fields, see expression

(A.2)
Cdet A~ exp / d%zd?y J4(2) (A7) (@, y) Jo(y)

— [leliaples| [ daaly — 2 (@4 @)t ) + [ a2 + 7 (@)@
(3.174)

we observe that we can get rid of the inverse of the Faddeev-Popov operator in hy(z) by

introducing new fields. For every index i, defined by ...J =...[¢, we can write for ha(x)

d(N?+1)

exp (—/d%hg(@*)) = H det(—./\/l)/[dap][dnp} exp (gli%[/ dd:x/ddy

i=1
B z) M (2, y) Pl (y) + /ddﬂf (Df(x)7*(2)) @i (x) + (Df(2)7* () @?(f)}) ;
whereby we have introduced a pair of complex conjugate bosonic fields (@ff, goff) = (@2, o3).

We can then also lift the determinants det(—M) into the exponential by introducing a pair

of Grassmann fields (EZC,WZC) = (@}, wf). Making use of the standard Gaussian formula for

Grassmann variables
(et Ayexp (~ [ atoaty I3 (A7) o) 150))

= /[dw] [d©] exp {/ d?zddy w*(x) A% (y) + /dda: (Jo(z)w®(x) + w(z)J3(x)) | ,
(3.175)

whereby we set the sources J2 and Jg equal to zero, we obtain

N24+1

d( )
exp | — drhy(z) ) = w|[dw D] ex dy Ay (G4 (2)M® (2 b
(- [ atetato)) [ [uaidzen] [ d [ (romtendo
@) M )el()) + fim [ e (DH)2 (@) o (0) + (DHe () )
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The new localized action thus becomes

Saz = Sp+5,, (3.176)
with
So = Sym + Sgr + / dz (agcaypgbgoff — wzc&,D,‘jbeC) , (3.177)
and with
8, = —lim [ d% [(Di ()7 (@) ¢i(x) + (Dy(2)7* (@) Byc(a)]

6—0

= lim [ d% (@) Dy (¢ (@) + 7 ()

= A2 / A%z DS (@i (x) + P4 (x)) - (3.178)

Notice that, as already remarked, the limit # — 0, in equation (3.178) has been performed
after localization. As one can see from (3.171), taking this limit is equivalent with setting
72(x) equal to the constant 2. As at the level of the action, total derivatives are always
neglected, S, becomes

S = 4 / dlag fe Al (e + ) - (3.179)

Notice here that starting from the first horizon function hj(x) given in (3.167) and under-
taking the same procedure, we would end up with exactly the same action S;. This can be
understood as we have neglected the total derivatives. Although the local actions derived
from hj(x) and ha(x) are the same, at the nonlocal level they are clearly different. We shall
come back to this subtle point in chapter 4.

Let us now translate the nonlocal horizon condition (3.173) into a local version [26]. The
local action Sgz and the nonlocal action Syy + S + Sy, are related as follows,

/ [dA][db][de][de]e(SrntSertSh) — / [dA][db][dd][de][dy][dp] [dw][dw]e 567 . (3.180)

Next, we take the partial derivative of both sides with respect to ¥2 so we obtain,

h aoc a C —0C
—27222 = (gfeAn (g 1 gy | (3.181)

for both horizon functions hi(x) and ho(z). We recall that (0,0%*) = 0 and (9,%**) = 0,
meaning that both horizon functions h; and ho give rise to the same local horizon condition.
Using these expressions and assuming that v # 0, we can rewrite the horizon condition (3.173)

(gf ™A% + 7)) +292d(N? - 1) =0 . (3.182)
By adding the vacuum term

/ ddz 4*d(N? - 1), (3.183)
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to S%, we can write the horizon condition as

or

with I' the quantum action defined as
el = / [dPle56z | (3.185)
where [[d®] stands for the integration over all the fields.

For the Gribov-Zwanziger action to be renormalizable, it necessary to perform a shift over
the field wf, see [26],

Wi (@) — wi(@) + / A2 (M), 2)g D[ DR (2)64(2)] (3.186)
so that the action becomes
Saz = So+ S, (3.187)

whereby S(, has been replaced by Sp
So = S+ / A4z (—g f“bcauw?Dzdcdcpf> : (3.188)
and the vacuum term is now included in S,
Sy = S+ / Az 4 d(N? - 1) . (3.189)

In section 5 we shall prove the action Sgz to be renormalizable. We would like to stress
that this is far from being trivial, especially since no new parameter is needed to take into
account vacuum divergences, which would lead to a modification of the vacuum term we
introduced by hand in equation (3.183). In addition, the algebraic formalism employed in
the next section also gives a more clean argument why the extra term appearing in equation
(3.188) is necessary, without the need of performing the nonlocal shift (3.186).

4.4 The gluon and the ghost propagator

Now that we have the local Gribov-Zwanziger action at our disposal, we can easily calculate
the gluon and ghost propagator, at lowest order. We shall show that we obtain the same
results as Gribov obtained, see section 3.2.

4.4.1 The gluon propagator

To calculate the tree level gluon propagator, we only need the free part of the Gribov-
Zwanziger action Sqyz,

1 a a2 1 a)2 —a a
Sy = [t @uas - 0,4)" + 5 (0,47)° + B0
_72g(fabcAz<ch + fabcAzalbf) + .. } ’ (3.190)
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where the limit @ — 0 is understood in order to recover the Landau gauge. The ... stands for
the constant term —d(N? — 1)y* and other terms in the ghost- and w,@-fields irrelevant for
the calculation of the gluon propagator. Next, we integrate out the ¢- and p-fields. As we

<0
are only interested in the gluon propagator, we simply use the equations of motion 98¢z _

’ 8¢Ibf
and 6SGZ = 0, which give
—bc 1 2 rabc pa
gpu =9, = ﬁﬁy gf*eAy . (3.191)
We use this result to rewrite S%Z,
0 d a a)2 1 a\2 abc dbc Ad
S0, = /d (9.4 a,,Au) o (0uA2) 512 fe AL A
—25 g(fabcA 2 fdbcAd)
1 2 2
d a a a 4 2 jra a
= /d v |7 (045 — 0, 43)" + % (0.45)" — Nv*g Aua2Au | 5(3.192)

whereby the last step is explained with the relation (A.6). We continue rewriting S, so we
can easily read off the gluon propagator

S&z = / d’z [2AZAZZ,’,A” } :
a 29°N~* 1 a
A,ulz)/ = |:<_82 - 82> 5[1,V - 8uau (a - 1>:| 0 b . (3193)

The gluon propagator can be determined by taking the inverse of AZ’;, and converting it to
momentum space. Doing so, we find the following expression

b d P Pup b
A% (p)A = 2m)! 5 | O — e | 6,
(apam) = s+ men bl - 2] s
—_—
D(p?)

(3.194)

which is exactly the same expression as Gribov found, see equation (3.97). We can already
observe that this expression is suppressed in the infrared region, while displaying complex
poles at k? = +i42. This structure does not allow us to attach the usual particle meaning to
the gluon propagator, invalidating the interpretation of gluons as excitations of the physical
spectrum. In other words, gluons cannot be considered as part of the physical spectrum. In
this sense, they are confined by the Gribov horizon, whose presence is encoded in the explicit
dependence the propagator on the Gribov parameter ~.

4.4.2 The ghost propagator

In order to find the ghost propagator, we need to calculate the one-loop corrected ghost
propagator, see figure 3.6

78



4. THE GRIBOV-ZWANZIGER ACTION

Figure 3.6: The one loop corrected ghost propagator.

In momentum space, the ghost propagator is given by

<Ca(p)6b(k>> = 8*@2m)%(k - p)G(K*) (3.195)
whereby
11 N d%q (k- q)uk. 2 1
G#) = Et e [gQNQ -1 (2734 ((k' —%2 ¢t + gg?Nv“] Fuw(@)g
= %(1 +a(k?) + 0(gh) (3.196)
with

1 [ di% (k—q)uk ¢ auq
k2 - N 2/ puhy 5 - ndv
7(%) 12 ) Gl (k—q? ¢ +28°N7 < g )

kuk diq 1 ¢ 0
=N e 5 v et 1
9 g2 /(27T)d (k —q)2 ¢* + 22 N~* < iz P > ; (3.197)

which is of course similar to expression (3.98). We are again interested in the low momentum
behavior and therefore calculate o(0),

0_(0) _ N92 kﬂkV 5uyd —1 / ddq i q2
N2 -1 k2 d (2m) ¢% ¢* 4+ 2> N~*
Ng?> d—1 / d?q 1 (3.198)
N2—-1 d (2m)4 g% + 2g2 N~ ’

Notice that this integral diverges.

To calculate this integral, we shall invoke the gap equation (3.184). Firstly, we calculate

the effective action. The one loop effective action F(vl) is obtained from the quadratic part of
our action S?}Z

(1)
e T = / [d®le—S%z | (3.199)
with

1 1 1
Sz = / d?e [4 (9, A2 — 8,4%)% + o (8,42)% — No*g2as -

a 2 4
MaZAM_d(N -1y +...

Notice that this time, we need to maintain the constant term —d(N? — 1)y* as it will enter
the horizon condition. After a straightforward calculation the one loop effective action in d
dimensions yields,

N2_1 d 4 2 2N 4
re - —d(N2—1)74+()(d—1)/ dqdlnq T2 (3.200)
2 (2m) q
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CHAPTER 3. FROM GRIBOV TO THE GRIBOV-ZWANZIGER ACTION

Now we can apply the gap equation (3.184),

arg) -2 2 2 / d?q 1
= d(N +2¢°N(N? -1 d—1 =0, 3.201
= (V= 1)+ 2 NV =077 =) | G s (3.201)
or thus!'”
d—1 [ d% 1
1 = ¢°N / , 3.202
974 (2m)® ¢* + 2> N~* (3:202)
which exactly expresses
c(0)=1, (3.203)

see expression (3.198). This means that the ghost propagator is enhanced, just as we expected
from the semi-classical calculation of Gribov. Moreover, this result has been explicitly checked
up to two loops, see [80, 81].

5 Algebraic renormalization of the Gribov-Zwanziger action

We shall now prove that the Gribov-Zwanziger action is renormalizable to all orders by
using algebraic renormalization as explained in chapter 2. In [3], it was first shown that the
Gribov-Zwanziger action was renormalizable. A first algebraic proof was given in [47], and
made complete in [82]. A recent alternative proof can be found in [83].

5.1 The starting action and the BRST

We start with the Gribov-Zwanziger action

Saz = Sym+ ng + So + S»y , (3.204)

with
Sy = /ddx (@?8# (DZWpf) —wio, (Dzbwf) - gf“bcauwachd<p5> ,
d
S, = —%g / d’z <f“bCAngff+ freAvphe + 5 (N?—1) 72> : (3.205)

We recall that we have simplified the notation of the additional fields (cp“ P “C,wzc) in

So as Sy displays a symmetry with respect to the composite index i = (u, ¢). Therefore, we
have set

(@1 ou @t wif) = (B W o) - (3.206)
The BRST variations (2.116) can be logically extended for all the fields,
sAj, = —(Duc)* , sc? = %gf“bccbcc,
sc® = b, sb* =0,
s = Wi, swi =0,
swi =8, sgy =0. (3.207)

17The solution v = 0 has to be disregarded. This is an artefact of the reformulation of the horizon condition.
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5. ALGEBRAIC RENORMALIZATION OF THE GRIBOV-ZWANZIGER ACTION

However, due to the v dependent term, Sy, one can easily check that Gribov-Zwanziger action
breaks this BRST symmetry softly[3, 84],

sSaz = s(So+54) = s(S,) = —972/dd:nfabc (Awaf - (Dzmcm) (@Zc + @ff)) . (3.208)
In chapter 4, we shall elaborate on the meaning of this BRST breaking.

In order to discuss the renormalizability of Sqyz, we should treat the breaking as a composite
operator to be introduced into the action by means of a suitable set of external sources. This
procedure can be done in a BRST invariant way, by embedding Sqz into a larger action,
namely

Yaz = Sym+ Sgt+ So+Ss, (3.209)

whereby
S, = s / d'e (~Ug DI} — Ve DRt — UVt + o e DY
= / d’z (—Mgipg%g? — g UL Dl s + UL Diw! — NY DY) — VI D!

g VDt — MV URINGE + Riig ™ Ditetess + Tytlg fune DI 55 )
(3.210)

We have introduced 3 new doublets (U, M), (V#, N#*) and (T2, R%') with the following
BRST transformations, and

sUS = M, sM =0,
sV =N, sNi' =0,
sT = R, sRi'=0. (3.211)

We have therefore restored the broken BRST at the expense of introducing new sources.
However, we do not want to alter our original theory (3.177). Therefore, at the end, we have
to set the sources equal to the following values:

ai _ ai _ ai _
UH |phys ~ "B lphys T H lphys 0,
ab __ yyab __ _ pab _ ~2gab
M| =V = B = (3.212)

We emphasize that only in [82] this doublet (T2, R%) was introduced, and therefore, the
only correct algebraic renormalization of the Gribov-Zwanziger action can be found there.
Otherwise, the intended physical limit does not exactly reproduce the original action (3.204).
In the original article [26], these two sources were also not introduced. When taking the
physical limit, an extra term was generated, which was then removed by doing a (nonlocal)
shift in the w field. Here, we have circumvented this unnecessary shift by introducing the
doublet (Tﬁi, RZZ) Notice that the terms g fabCVlfiDchdwf and Rzig fabCDchdwf cancel in
the physical limit.
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Table 3.1: Quantum numbers of the fields.

A |t e [0y | ) | Wi | WY

dimension 1 0 2 2|11 1 1 1
ghost number | O | 1 | —=1] 0 | O 0 1] -1
@ s-charge Ol 0] 0|01 |-1|1] -1

Table 3.2: Quantum numbers of the sources.

U M7 [ NF[VF R | T [ Ky | L°
2 [ 2 [ 2 [ 22 [2]3]4
1o |10 |0 |-1]|-1|-2
1| 1|1 |11 ]1]0]o0

5.2 The Ward identities

Following the procedure of algebraic renormalization outlined in the chapter 2, we should
try to find all possible Ward identities. Before doing this, in order to be able to write the
Slavnov-Taylor identity, we first have to couple all nonlinear BRST transformations to a new
source. Looking at (3.207), we see that only A and ¢* transform nonlinearly under the BRST
s. Therefore, we add the following term to the action gz,

1
[ / diz (—Kg (D) + 9L fabccbcc> : (3.213)

with K; and L two new sources which shall be put to zero at the end,

ohys = 0 - (3.214)

Klﬂphys - La‘
These sources are invariant under the BRST transformation,
sK; =0, sL*=0. (3.215)
The new action is therefore given by
,GZ = Yaz + Sext - (3.216)

The next step is now to find all the Ward identities obeyed by the action Xf,,. We have
enlisted all the identities below:

1. The Slavnov-Taylor identity is given by
S5(S6z) =0, (3.217)
with

65y, 05y, | 05y, 0%
/ _ d GZ GZ GZ GZ
8 GZ)_/d x(&Kﬁ 5Az T 5La s

Sy By 0% 0T w0 5
a 7(1 CL MU/L 2 Nal 2 al 2 .
R e e 17 I 5ng>

+b
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5. ALGEBRAIC RENORMALIZATION OF THE GRIBOV-ZWANZIGER ACTION

2. The U(f) invariance is given by
Uii¥az =0, (3.218)

o o o o
Uy = [ d%(p?— — 5% a___ 5t
J / x(% sp ~ Visge e Sw? i swe
— MY J _yY J

-
al
WOgMal T §Ua G SN

v Ry O g 0 ).

6
+ Va’l —
" ST

By means of the diagonal operator @y = Uj;, the i-valued fields and sources turn out
to possess an additional quantum number. One can find all quantum numbers in Table
3.1 and Table 3.2.

3. The Landau gauge condition reads

‘S?ISZ = 9,49 (3.219)
4. The antighost equation yields
6?;(32 + f;?ﬁz 0. (3.220)
5. The linearly broken local constraints yield
6(?(;2 + Ou ?f}; + gfwdT) (;XIJ%Z = gfeeA Ve
6;22 + 0, ii%% —g fabcwg% = gf*c AU (3.221)
6. The exact R;; symmetry reads
Rij¥qz =0, (3.222)
with
Rij = / dz <<p$ 525 — 5:;1 + VY Mffﬁj ~UPs J\iﬁi + T 51;5;?') . (3.223)

3

. The integrated Ward identity is given by

2020 ) i 03¢
/ddx (c 5;;’12 + wj 5EGaZ +U, 5;5) =0. (3.224)
i f

Here we should add that due to the presence of the sources T ;L” and Rzi, the Ghost-Ward
identity is broken, see section 5.4 of chapter 2. However, it shall turn out that this is not a
problem for the renormalization procedure being undertaken.
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CHAPTER 3. FROM GRIBOV TO THE GRIBOV-ZWANZIGER ACTION

5.3 The counterterm

The next step in the algebraic renormalization is to translate all these symmetries into con-
straints on the counterterm!® Gy, which is an integrated polynomial in the fields and sources
of dimension four and with ghost number zero. The classical action X{,, changes under quan-
tum corrections according to

Yoz — Yoy + hEgy, (3.225)

whereby h is the perturbation parameter. Demanding that the perturbed action (X¢,+h%g,)
fulfills the same set of Ward identities obeyed by X, see chapter 2, it follows that the
counterterm ¢, is constrained by the following identities.

1. The linearized Slavnov-Taylor identity yields
BY%, =0, (3.226)

with B the nilpotent linearized Slavnov-Taylor operator,

B /d4 5EGZ 0¥y, 0 5E/C;Zi+5zlcz 0 b“i
OKf 6AY  0A% SK 0Le §co oc* L@ oc?
) ) ) )
[ 2 N® - + R . 3.227
P T e T M s N S ﬂmn)’ (3.227)
and
B*=0. (3.228)
2. The U(f) invariance reads
UijXaz = 0. (3.229)
3. The Landau gauge condition
Gy,
. 2
5o 0 (3.230)
4. The antighost equation
0¥X¢y 0X¢y
0 = 0. 3.231
sen T OMSK a ( )

5. The linearly broken local constraints yield

5 5 5 i 0 Nee
<M+8M6Mﬁi+au5Mﬁi+gfabcT# 5K02>2GZ = 07

5 5 oy S
. abe ¢y = 0. 232
<5w$ + Oueom SN -gf zdbc> az 0 (3.232)

3In the previous chapter, this counterterm was denoted by f(1)7e.g. see expression (2.91).
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6. The exact R;; symmetry reads
RijXGz =0, (3.233)

with R;; given in (3.223).

7. Finally, the integrated Ward identity becomes

o o 53¢
a4 a”2G7 | 5072G7 | raiZZGZ | _ () 3.234
/ x<c Sar Vi T lu SKe (3:234)

Now we can write down the most general counterterm ¥¢,, of d = 4, which obeys the linearized
Slavnov-Taylor identity, has ghost number zero, and vanishing () number,

Gz = aoSym+ B / d% {aleAZ + agﬁuéaAz +ag L%* + a4U:fi Oupi + as V;i Ouwy

+aswi0*gf + arUp Vit + agg UL 0L AS + agg f*V, 0} A,

+arogf P wEAS 0,08 + a119 f D0 AL @h + bIREUS + by T MY

+b39 fabe RYWEAS + bag fanc TS @ AS + bs RO, + bﬁTﬁiaugof} , (3.235)
with ag,...,a11 arbitrary parameters. Now we can unleash the constraints on the countert-
erm. Firstly, although the ghost Ward identity (2.190) is broken, we know that this is not
so in the standard Yang-Mills case. Therefore, we can already set as = 0 as this term is
not allowed in the counterterm of the standard Yang-Mills action, which is a special case of

the action we are studying'®. Secondly, due to the Landau gauge condition (3.230) and the
antighost equation (3.231) we find,

a, = ag. (3236)
Next, the linearly broken constraints (5.) give the following relations

a1 = —ag = —ag = ajp = aj] = —bg = by ,
a4 = a5 = —ag = ay , b1:b2:b5:b6:0. (3.237)

The R;; symmetry does not give any new information, while the integrated Ward identity
relates the two previous strings of parameters:

a = —ag = —ag = aijp — a1 = —bg = b4 = a4 = a5 = —ag = a7 . (3.238)

Taking all this information together, we obtain the following counterterm

05 . ,
X =aoSym +m /ddﬂ? (AZ 5224 + 0uc0uc” + K0, + M*0upi — Ut Ouwi
m

+ NP 0@} + V0,87 + 0,85 0upf + Opwf 0,w5 + VM — U N — g fapcUst @8 0yuc”

- gfach,fiwﬁ?aycc — 9 fabe0p@e000,c" — gfabcRZiaucbwf + gfabch‘fiauchf) . (3.239)

19Tn particular, since we will always assume the use of a mass independent renormalization scheme, we may
compute as with all external mass scales (= sources) equal to zero. Said otherwise, as is completely determined
by the dynamics of the original Yang-Mills action, in which case it is known to vanish to all orders (see section
5.4 of chapter 2).
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5.4 The renormalization factors

As a final step, we have to show that the counterterm (3.239) can be reabsorbed by means of
a multiplicative renormalization of the fields and sources. If we try to absorb the counterterm
into the original action, we easily find,

agp
Zy = 1-h,
o 1+h(%+a1), (3.240)
and
ZEI/z _ ch/Qngl/‘lZg_l/Q:l—h%,
Zy = Z,',
Zx = zY?%,
7z, = 7% (3.241)

The results (3.240) are already known from the renormalization of the original Yang-Mills
action in the Landau gauge. Further, we also obtain

AL Z;/Q:Zg—lﬂzj/“:ph%,

7z = 7'

Z%/Q _ nglj

Zy = 1—h%:Zg_1/2ZZI/4,

Zy = 221/2,

Zy = 1+h7 =27,

Zy = 1—h%:Zg_1/2ZZI/4,

Tp = 1+h%:Zg‘1,

Zp = 1-}%:2;1/22;1/4. (3.242)

This concludes the proof of the renormalizability of the action (3.204) which is the physical
limit of ¥{,,. Notice that in the physical limit (3.212), we have that

Zyn = 7,27, (3.243)

6 Relation between Gribov no-pole condition and the GZ action

To end this chapter, we would like to point out that the equivalence between the no-pole
condition and Zwanziger’s horizon condition has been checked up to third order in the gauge
fields. All the details of the calculation can be found in [85].
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Scrutinizing the Gribov-Zwanziger action

In this chapter we shall elaborate on the Gribov-Zwanziger action by discussing a variety of
topics. Firstly, we shall calculate all the propagators of this action and discuss the transver-
sality of the gluon propagator. Secondly, we devote some effort in scrutinizing the BRST
breaking of the GZ action and its consequences. We shall even demonstrate how one can
restore this broken BRST by the introduction of additional fields. Next, we shall briefly
touch the hermiticity of the GZ action and we shall also devote some words on the form of
the horizon function in relation to the renormalizability. Finally, we shall dwell upon the
Kugo-Ojima criterium in relation to the GZ action.

1 The propagators of the GZ action

As it shall be useful later on in this thesis, we shall calculate all the propagators of the GZ
action. In order to make no mistakes with minus signs, we shall perform the calculations with
great care. We start by taking only the quadratic part of the action Sgrayz into account

1 a a a a —=a a —a a —a a aoc pAa C
Saz = / d%[z(aﬂA,, — 0, ALY + 10, AL + T2 + PO — W Ohw] — A g f P Al
—’yzgf“bCAWZC] o (4)

We see three different parts appear:

Al 1 1
Saz = / d'z [7"(—825“” + 0u0,)0" Ay + SV LAY — SO AL + B0

_729fabcAZ(gozc+¢zc)] + / d*z [wg(—a2)w3] + / d4z [aaagca] (4.2)

The Ww propagator

The goal is to calculate the propagator

CAORAONS (4.3)
As we are working in Euclidean space, the path integral is given by

P = / [d®]e~ 56z | (4.4)
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with [d®] the integration over all the fields. In order to calculate the propagator in momentum
space we can now employ formula (A.3)

1= [ ldw)de]exp [ [ oty B0 A ) w) + [ e () + @, () I2()
= Cdet Aexp — /ddxddy JjJ’“(m)A;VI (x,y)J%(y) , (4.5)

whereby in our case:

A(z,y) = 6(z —y)(9%)"

Az, y) =6(x — y)%é’” . (4.6)

Now going to Fourierspace,

d?p ~ - ddp  ~ ~ -
1= [ligsten | [ S 2m-nCRe0 + [ 58 s + 50 T-n)
dpy ~

—Cdet dexp - | %M—p)pﬂ@@) 7 (4.7)

we can calculate the propagator in Fourierspace:

—(27)8 — 0 = i I
(5J5(—p) 5Jw<_k)

—ab. -1
- <w,j’(p)w§d(k)> — §eegtls 25 (p+ k)(2m) . (4.8)
J=0 p
The ghost propagator

Completely analogously, we find

FW20)) = 6= e0'5m+b). (4.9)

The mixed operators

For the final part, we shall use the following general formula,

rag) = [lagden |3 [alatty q@aeen) + [ o))
= C(det A)~Y/2 exp;/ddmddy J(x)A™ (z,9) I (y) . (4.10)

However, as we see in the action (4.2) we need to rewrite the complex conjugate Bose fields
@ and ¢ in terms of real fields. Therefore, we shall introduce the real fields U and V
b ;Trab
PO i o 10
SOM - 2 ’
b iTrab
Vyw — iUy
2

—ab

1259 (4.11)
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We can thus rewrite the relevant part of the action as

Al 1 1
Sraz = / At | (=020 4 0,0,)8° Al + b0, A7 — SO, At

1 ab q2y,ab ab q27rab 1 2 rabc qaysbe 1 2 rabc qayybe
T (ViR orvieh + URoPURY) = SyPgf e ALV — Satgf e ARV L (412)

We rewrite this in matrixform as

expl—Shaz) = el [ e [A3@) B(0) VE(@) U(a)]

X
- —82P;w5ab 78#5an 7,}/29!}0(1@']‘5“& 0 1 Ag ($) _
bm
) 0 0 0 (2)
% _'729]0%[5041/ 0 %82 0 i ] ’
5an5ki6£j Vi (J})
0 0 0 192
i 56)\2(53p5tq_ _Uf\’q(iﬁ)_
A
where
0,0, 0,0y
Py =6 — g—Z, L, = gz : (4.13)

are the respective transverse and longitudinal projectors. Notice that we have rewritten (4.12)
in a symmetric way. Now we can apply the general formula (4.10), meaning that we have to
find the inverse of A.

[ —0?Puw0® =00 —42gfus,,. 0 [Abe  Bbe cbw DLY"
8,5m 0 0 0 Ene pre g HM
A R A T R - S
_ 0 0 0 W;&é;;tq_ Mpie Npre o ppoh)
e
[695,, 0 0 0
0 gme 0 0
o o K255 0, 0
L0 0 0 596", |

89



CHAPTER 4. SCRUTINIZING THE GRIBOV-ZWANZIGER ACTION

After some calculation we find for A=!(x):

[ cbe —9? Jy sbo bxy —2g+* ]

5 [B4+2N92’y4 PI/T 626 f Puw 84+292N"{4 O

-1 2g2N~4 —2g7?
67_5110W 5110 984’7 fnxyaw a%v O
P fijc —2g+? ) fijo —2g+? fijrfxyrp 4g%~*4 0
KT 011 2¢2 NAA K B ) (7‘62)‘(84+292NW4)
+ 5 61767
—2 h

L 0 0 0 77825179511 5>\X-

For the propagators, we need to go to Fourierspace,

Jidew [ [at x@awxte + [ 52 SnT0)

:C’(detA)_l/Zexpl / dp JE(=p) A~ p)J(p), (4.14)

2/ (2m)d
with
JU = [Ja By v Ju], (4.15)
and A~!(p) given by
_ ) o o -
O g bor | 0% TP P grisgin 0
. 2 4 . 92
ip, 6" gno2 T frevip, =4 0
P fijc —2g+° ) fijo*2g"/2 fijrfxyrp 4g%4* 0
KT P 1292 N2 K P KW p2(pT 1292 NAT)
+;—225“’36]y(5,w
i 0 0 0 TROPISIG

We now have all the ingredients to calculate the propagators.

AA-propagator
We have for example,

0 0 1 ~ ~
- - I= A% (p) AP (k
5JAZ(_p) 5JA§;(_k) (27r)8 < M( ) ( )>
_ L s I S
= (27r)46 d(k+p) [p‘* T 2N9274P“”} ,
or equivalently
A b p* b 4
(A ak)) = S P8k 4 p)2m)* (4.16)
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whereby we have defined

M= 2Ng*yt. (4.17)
Ab-propagator
Next,
b 5 1 /=, - Dy (D +E)
- I = A2(p)be(k)) = —i—Lgab , 4.18
T, = @ VB = et (4.18)
or thus
<Zz(p)'5b(k)> - —i%g(saba(ﬁk)(zw)‘*. (4.19)
bb-propagator
Al
(b (k) = 358+ K)(m)" (4.20)

The propagators with U and V
In an analogue fashion, we find

(BTr)) = 122 P (o)) 6o+ F)

~ ~ _ 2
(F@VEm) = ot en e+

~ ~ 2,4 .
<V;b(p)vycd(k)> — (fabeCdTPHsz(pzl?2’;2]\[,74) + ])225a05bd5lw> (27T)4(5<p+k),
(T ) = 85,2 6+ k)

(DawUem)) = (0)0Er) = (TLe)TR) = 0, (4.21)

which can be rewritten in terms of ¢ and P again,

@z 0) = ?MPW( )(@2m)*5(p+ )

<
< ark) = (w7 k) = fﬂbﬁipfp—4<2w>45<p+k>7

<~ab NCd > _ fabrfcdrp 9274 + ;15“C5bd5 (27[')46(p+ ki)
Y pr(pt + 292Nyt T p? w ’
2.4
~cd _ ~ab ~cd _ abr pcdr gy 4
(& > = (BORE) = JU N P ey (2m) S )

(4.22)
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In summary, we have the following large set of propagators in the theory:

(GFwasie)) = s —sp+ k"
Fw@P@) = 675+ k)(em)*

2
p a
= abwd *5(k +p)(2m)*
- —1%‘2‘5%5(19 k) (2r)
4

)
)
)
(Few®) = 5+ ket
)
)
)
)

(A@F0) = (BERSE) = 1™ P @) 5+ k)
2
(Feew) = (@ > = ipy = m) 5+ )
cd abr pedr p 9274 —1 ac
(Erw' ) = ( e e R (ORI S
(EWE®) = (FOFR) = 7R, T ok
P AT "2 (pt + 292 Nyt)

(4.23)

2 The transversality of the gluon propagator

One might wonder whether the gluon propagator still remains transverse in the presence of
the Gribov horizon. As the gluon propagator is the connected two-point function, we ought
to consider the generator Z¢ of connected Green functions, which can be constructed from
the quantum effective action I' by means of a Legendre transformation. Due to the QAP, "
obeys the renormalized version of the Ward identity (3.219), or

— = 9,A% . (4.24)

Introducing sources 1¢(.J;) for the fields b*(Af) and performing the Legendre transformation,
see expression (2.18), the identity (4.24) translates into

ZC
It = 8M§? . (4.25)
nw

Acting with b on this expression, and by setting all sources equal to zero, we retrieve

627¢
0=0% ———— = 0% (A%(x)Ab , 4.26
b ST @)0 () - (AL (2) AL (y)) (4.26)

which expresses nothing else but the transversality of the gluon propagator.
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3. THE SOFT BREAKING OF THE BRST SYMMETRY

3 The soft breaking of the BRST symmetry

3.1 The breaking

We recall here that the Gribov-Zwanziger action (3.204) is not invariant under the BRST
transformation (3.207). Indeed, in equation (3.208) we have found that

A, = s8=s8,= —g7? /d4a:fabc (AZwZC — (Dzmcm) (@i’f + @ZC)) . (4.27)

We see that the presence of the Gribov parameter  prevents the action from being invariant
under the BRST symmetry. Notice that if v = 0, we can integrate out the fields @, ¢, w,w
and we left with the original Yang-Mills theory. Therefore, this breaking is clearly due to
the introduction of the horizon into the Yang-Mills action. Nevertheless, this fact does not
prevent the use of the Slavnov-Taylor identity to prove the renormalizability of the theory,
which is very remarkable. Since the breaking A, is soft, i.e. it is of dimension two in the
fields, it can be neglected in the deep ultraviolet, where we recover the usual notion of exact
BRST invariance as well as of BRST cohomology for defining the physical subspace, see p.48.
However, in the nonperturbative infrared region, the breaking term cannot be neglected and
the BRST invariance is lost.

3.2 The BRST breaking as a tool to prove that the Gribov parameter is a
physical parameter

The breaking term (4.27) has an interesting consequence as it allows us to give a simple al-
gebraic proof of the fact that the Gribov parameter «y is a physical parameter of the theory,
and that as such it can enter the explicit expression of gauge invariant correlation functions
like for instance (F2(x)F?(y)) or the vacuum condensate (F?).

We shall demonstrate this as follows. Taking the derivative of both sides of equation (4.27)
with respect to 72 one gets,

oS 1 _

SW = ?Av = —g/d4xfabc (AZwZC — (Dgme™) ((pzc + cpi’f)) , (4.28)
from which, keeping in mind that the BRST operator s as defined in equation (3.207) is nilpo-
tent, it immediately follows that 8%52 cannot be cast in the form of a BRST exact variation,
namely

aS ~
87'}/2 # SA'Y s (429)

for some local integrated dimension two quantity BW. From this, we can conclude that the
Gribov parameter +2 is a physical parameter and that it can enter into the expectation values
of gauge invariant quantities. Let us demonstrate this more explicitly by assuming for a
moment the contrary

sS, = 0, (4.30)
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instead of inducing the breaking term A,. Since S, depends on the auxiliary fields (@‘;‘3, o,
Wi, wzc) which constitute a set of BRST doublets, it would follow from equation (4.30) that
a local integrated polynomial §7 would exist such that

S, =sS, . (4.31)

Subsequently, taking the derivative of both sides of expression (4.31) with respect to v2, one
would obtain R
9S, 08,
o2 8(972 ’
a relation implying that 42 is an unphysical parameter. Indeed, for a gauge invariant quantity
G, we would have that

aaf? = (;,iz /[d¢]g e %67 /[qu]Q ngye_SGZ ~ /[dQﬂS (g §»y) 07567 ~, (s(...)y=0

(4.33)
and correlation functions of gauge invariant operators would be completely independent from

~v2. We see thus that the presence of the soft breaking term A, plays an important role,

(4.32)

ensuring that 42 is a relevant parameter of the theory and that %(7’52) = (0. The existence of the
breaking A, thus seems to be an important ingredient to introduce a nonperturbative mass
gap in a local and renormalizable way.

3.3 The Maggiore-Schaden construction revisited

The authors of the paper [86] attempted to interpret the BRST breaking as a kind of sponta-
neous symmetry breaking. We shall now re-examine this proposal and conclude that, instead,
the BRST breaking has to be considered as an ezplicit symmetry breaking, where we shall
present a few arguments which have not been considered in [86]. Although this discussion
might seem to be only of a rather academic interest, there is nevertheless a big difference
between a spontaneously or explicitly broken continuous symmetry, since only in the former
case a Goldstone mode would emerge. For the benefit of the reader, we shall first explain
in detail the approach of [86]. One starts by adding the following BRST exact term to the
Yang-Mills action:

S, = s / d'z (c0, A5 + @0, DR ) (4.34)

with s, the same nilpotent BRST operator as defined in (3.207). The first term represents the
Landau gauge fixing, while the second term is a BRST exact piece in the fields (¢, w,,®).
Of course, from expression (4.34), it follows that s defines a symmetry of the action Sy p+ 5.
As a consequence, the nilpotent operator s allows us to define two doublets (p,w) and (@, ).
This doublet structure implies that we can exclude these fields from the physical subspace,
see p.23, which makes Sy s + S1 equivalent to the ordinary Yang Mills gauge theory. Next,
Maggiore and Schaden introduced a set of shifted fields, which -translated to our conventions-
are given by:

wzb _ w;fb +A20%g, |
@Zb _ @fb +420%, |
@ = 74 gy fabcwi)fx“ :
b= U+ gy R, (4.35)
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All fields (cp;fb,@fb, @ b'*) have vanishing vacuum expectation value (VEV), namely

(P = (@p") = (@) = (') = 0. (4.36)

Along with these new fields (go;fb, gpﬁb, @, b'*), one introduces a modified nilpotent BRST
operator § given by:

SE/a_bla’ gb/a:()’
ot = wit Fp" =0,
s = it pf =0, (47

which looks exactly like (3.207). However, we emphasize that by introducing these new fields,
the BRST operator s will give rise to an explicit z-dependence when acting on the field Ezb
~—ab b 2 cab
sy, = P 0%y, (4.38)

Furthermore, by taking the vacuum expectation value of both sides of equation (4.38), one

gets

(s wzb) 5%z, (4.39)

from which the authors of [86] infer that the BRST operator s suffers from spontaneous sym-
metry breaking. Notice also that (4.39) gives a VEV to a quantity with a free Lorentz index.

With the introduction of the shifted fields, we can rewrite the action S as:
S =7 / d'z (€0, A% + W0, DGl + 972 [ D, 0, A + D0, DI, ) . (4.40)
The last two terms can be simplified, leading to
S1 = / ( o, Aj + W0, D% ’bc g’wabeabcAZ> . (4.41)
If we calculate this action explicitly, we recover the original Gribov-Zwanziger action, without

the constant part 4y(N? — 1). For this reason one adds —v?3 [ d4a:<9uwza to the action Sj.
Doing so, one finds

S _g/ d4 ( /aa Aa +waca Dab /bc o gVQEbeabcAz o 728#wza)
:/ [b/aa Aa+ /aa (Dzbcb>] +/d4 |: /aca Dab /bc + v xua Dab /ba
+2%0), <gfakallfdcd Z)c) _wzcaVDsbec} +/d4 [ 7y Soubfabc
— 77D fpe Do — Ay (N2 — 1)} . (4.42)

If we naively assume that we can perform a partial integration, we find after dropping the
surface terms,

Sym+S1 = Saz— gy f* / d*z @Dt (4.43)
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whereby Sqyz is given in expression (3.204). The last expression reveals that one has recov-
ered the Gribov-Zwanziger action from an exact s-variation with the addition of an extra
term ( —gy? fabe i d*z wafolcd). However, this term is irrelevant as we shall explain now.
Assume that we want to compose an arbitrary Feynman diagram without any external @ leg
and thereby using the action (4.43). The second term from this action can never contribute
to this Feynman diagram as it contains an external w. Indeed, this leg requires an w-leg,
which in its turn is always accompanied by an @ leg. Hence, the action (4.43) is equivalent
to the standard Gribov-Zwanziger action (3.204) when we exclude the diagrams containing
external @ legs'.

Although at first sight this construction might seem useful, it turns out that a few points
have been overlooked. Let us investigate this in more detail. Firstly, we point out that
rather delicate assumptions have been made concerning the partial integration. To reveal the
obstacle, we perform once more the partial integration explicitly,

/d4$72xu81,Dl‘fbgoif“ = surface term — /d4a:725Wijbg0Z’“ . (4.44)
Normally, one drops the surface terms, as the fields vanish at infinity. However in this case, as
x,, does not vanish at infinity, it is not sure if the surface terms oc x,, will be zero. One would
have to impose extra conditions on the fields to justify the dropping of the surface terms. On
the other hand, when we do not perform the partial integration to avoid the surface terms, we
are facing an explicit, unwanted z-dependence in the action, resulting in an explicit breaking
of translation invariance.

Another way of looking at the problem consists of performing a partial integration on the
second term of the action (4.41) before applying the BRST variation s. Doing so, we find,

S = 3 / d'a (290,45 — 0,50 DIl — T func A, — 70,5 ) - (449)

Subsequently, applying the BRST variation gives,

Sy = / d' |19, A5 + 29, (D) | + / d'z |~ 0,7 Dt — 220" Dl

_ (aywzc) gfakal]dedSDZ)C + (&jwzc) ngch:| + /d4$ |:_g’72¢;fbfabcf4;
T fane Dife? — 4 (N2 = 1)]
— SGZ _ gVZfabc/le:szszdcd ) (446)

In this case, we do not encounter the problem of nonvanishing surface terms. To recapitulate,
if we first let the BRST variation act on the action (4.41), and then perform a partial integra-
tion, we find a different result than performing these two operations the other way around.
This difference is exactly given by the surface term from equation (4.44). This discrepancy
arises of course from the explicit x-dependence introduced in the BRST transformation s,
giving nontrivial contributions. For example, we introduced a term —v23 i d4:c8uwza which

1For our purposes these diagrams are irrelevant, e.g. the vacuum energy, the gluon and ghost propagator,. . . .
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might seem to be zero since we are looking at the integral of a complete derivative (thus
usually taken to be a vanishing surface term), but when the BRST variation is taken first, a
nontrivial integrated piece remains.

Apparently, to find the correct Gribov-Zwanziger action with the Maggiore-Schaden argu-
ment, there is some kind of a “hidden working hypothesis” that (4.45) is the correct action
to start with, and that partial integration is not always allowed?. The fact that there seems
to be a kind of “preferred” action to start with, is just a signal that there is a problem with
the boundary conditions for some of the fields and hence surface terms when integrating.

In addition, a second problem arises. In the Gribov-Zwanziger approach, we recall that
the parameter 7 is not free and is determined by the horizon condition (3.184). Obviously,
the solution v = 0 is excluded, as else, we would be back in the ordinary Yang-Mills theory.
In [87], a solution for v # 0 is found, which gave rise to a positive vacuum energy FEy,c > 0.
However, according to Maggiore-Schaden argument, at one loop order the stable solution
should be that corresponding to v = 0 [86], as, if v = 0, the vacuum energy would be vanish-
ing, i.e. Eyac = 0, which is energetically favored over a positive vacuum energy. This delivers
a contradiction with the Gribov-Zwanziger approach, as the restriction to the Gribov region
requires that v # 0, thus giving a positive energy Ey,. > 0 at one loop.

In conclusion, we believe that interpreting the BRST breaking as a kind of spontaneous

symmetry breaking cannot be supported by calculations as some mathematical details were
overlooked.

4 Restoring the BRST

4.1 Adapting the BRST symmetry s is not possible

A question which arises almost naturally is whether it might be possible to modify the BRST
operator, i.e. s — S, in such a way that the new operator s,, would be still nilpotent,
while defining an exact symmetry of the action, s,,S = 0. Although we are not going to
give a formal proof, we can present a simple argument discarding such a possibility. We have
already observed that the BRST transformation (3.207) defines an exact symmetry of the
action when v = 0, which corresponds to the physical situation in which the restriction to
the Gribov region has not been implemented. Hence, it appears that one should search for
possible modifications of the BRST operator which depends on «, namely

Sm = S+ 5y, (4.47)
whereby
sy = n-dependent terms , (4.48)

so as to guarantee a smooth limit when -y is set to zero. However, taking into account the fact

that v has mass dimension one, that all auxiliary fields (@ZC, @Zc,wff,wzc) have dimension

21f it would be allowed, one would be able to cross from the second action (4.45) to the first one (4.41), but
as we have just shown, these two starting actions are inequivalent.

97



CHAPTER 4. SCRUTINIZING THE GRIBOV-ZWANZIGER ACTION

one too, and that the BRST operator s does not alter the dimension of the fields?, it does
not seem possible to introduce extra «-dependent terms in the BRST transformation of the
fields (@ZC, @Zﬂ@fﬁ,wﬁc) while preserving locality, Lorentz covariance as well as color group
structure.

4.2 Restoring the BRST by the introduction of new fields

However, there is another way to restore the BRST [88]. By introducing new fields, we shall
demonstrate that one can in fact restore the BRST. However, this BRST symmetry shall
turn out not to be nilpotent. The idea is the following. In [89] it was shown that the broken
BRST symmetry s can be rewritten as a non-local symmetry, which is not nilpotent*. By
introducing extra fields, we shall show that it is possible to localize this non-local symmetry.

4.2.1 Constructing the non-local BRST symmetry s’

We shall start from the standard GZ action (3.204), set gy? = 6% and drop the vacuum term
for notational shortness as this vacuum term will not influence any variation of the action,

Saz = Syn + / A (b“auAf; +6“aﬂDzbcb> + / d’z (@ﬁcauDﬁbsoff

_wzcaych/wa’Zc + 92 fabCAZ (Solllc + ¢Zc) _gfabcauwgeDchdgoie) . (449)

Let us first reconstruct the non-local BRST symmetry as proposed in [89]. Firstly, following
[89], we shall for the moment also drop the underlined term. Dropping this term temporarily
only leads to a breaking in the BRST s which is itself the s-variation of something, thus it is
rather harmless. Later on, we shall take this term into account anyhow by the nature of the
construction itself. For now, we shall thus study the following GZ action,

Scz = Sym —I—/dd:v (b“BMAZ +6“8qu§bcb) +
d —ac ab, bc —ac ab, bc 2 rabc pa bc —bc
+/d x(% 0, Dl — @9, Debule 4 62 fobe A% (gou +¢#)) . (4.50)
Applying (2.116) yields

SSGZ — /dd:c (92cleljafabc <(ch + ¢Zc> + 92fabcAszc

i gfabc(Dngp) (8u¢ZeSDZe _ aywzewff)> . (4.51)

(g0, Dltet o)

3Tt is understood that the usual canonical dimensions are assigned to the fields Aj, b, ¢, . Tt is apparent
that the BRST operator s does not alter the dimension of the fields.

4At about the same time, the paper [90] appeared, which showed that one could write a non-local and
nilpotent BRST symmetry for the GZ action, however, this non-local symmetry is not so transparant.
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According to [89], the positivity of the Faddeev-Popov operator inside the Gribov region
allows to rewrite (4.50) as

sSaz = / d' (" DIPAY + 02 e At )

—1yme d & abc pa —11bm
= [ate (Dreag)io.D.) ™ S~ 5 (0,0

SGZ> , (4.52)

—MMNC
0w "

with
NG = 0Pl + ) — 0™ (0l — 0, (453)

From (4.52), we can read off a new, albeit nonlocal, BRST symmetry, s’ Saz = 0, generated
by

1
S/AZ _ _Dzbcb’ st = §gfabccbcc’ §'et = ba—(Dlchg)[(&,DV}_l]ka, bt = 0,
s'elt = Wi, Sswit =0, swif = @ZG+92fquAz[(8l,D,,)_1]p“, sPNC = 0. (4.54)

One can now see that s’ is not nilpotent, s'? # 0, [89].

4.2.2 Localization of the BRST variations

We want to explore the possibility to localize the nonlocal expressions appearing in the BRST
variations (4.54). We have in mind to introduce extra fields into the GZ action, in such a way
that their equation of motions reproduce the nonlocal BRST expressions. As such, we can
hope to establish a (at least on-shell) local version of the BRST symmetry s’. As it shall soon
become clear, our localization procedure starts from the local GZ action itself and, at the end,
we shall naturally come to the non-local BRST just described upon using some equations of
motion®.

We shall treat the breaking proportional to A% in two parts and we introduce the notation
Ky = f(o+ 2, A= —of'r (a7l - amjule) | (4.55)

for the true, resp. fake BRST breaking content of A% = 6?A7, + A% . The reason for this is
that it will naturally lead to a modification of the complete GZ action (4.49) rather than of
the reduced version (4.50).

We start with the original BRST s, and introduce the following doublets

~a —_— —
sa® = Q% sQ* =0, sQ = a*, sa* =0,
ab —ab —ab

sBit = W, sU® =0, sU, =[], sB, =0. (4.56)

®The non-local symmetry of [90] seems to fall outside this construction.
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—ab . . = —ab . .
The o, a®, BZI’ and ﬂz are commuting, while Q%, Q, \Ifzb and \IIZ are anti-commuting fields.
We also introduce the auxiliary action

Saux = 8 / d'z ("0, D0 ~ Q" DK, + B0, DT, — [ AL )
= /d4m (Q“@uDabﬁb + oﬂauD“bab + gfabc(ﬁuaa)(Dbdcd)ﬁc - a“DﬁbKi + ﬁas(Dszi)

+‘Ijaca Dab\l’ +Baca Dabﬁ _|_gfabC(a ae)(Dbd d) fabcAaﬁ fabc\I, Dad d)
(4.57)

It is clear at sight that the equations of motions for a® and ﬁzb are closely related to the
f-dependent part of the nonlocal expressions in the r.h.s. of (4.54).

For the moment, let us just change the GZ action (4.50) by hand and consider
SE5" = 56z + Saux (4.58)
and define the transformation® § by means of
sat = 0%c*, 6 = —0%a”, 5B = 0%wh, 0wl =06,  S(rest) =0.  (4.59)
Then, we find
(s+0)(S8Y) = sSaz+ 05z + 0Saux
—— M~ =~

— /dd (02 aDabA +62fabcAawbc_’_S(gfabcauwaepbdcd ce))

v
*

+ / d'z (=029, Dite’ — 0300, D)

*k

+ / dd$ <92aaaﬂDzbcb _ QQCangKIIi + 02ﬁzcayDchwabc 62fabcAa bc)

— (S + 5) / <gfabcauwaeDded ce -5 / dd gfabcaﬂwaeDbdcd ce) )
We can rewrite this as
(5+5)Smod -5 / dd ( fabcaﬂwaeDbdcd ce) _ _92 / ddx (gfabcaMBSeDchdsoie) , (460)

whereby we introduced a modified version of the original GZ action (4.49), given by S’g‘z)d =
Saz + Saux. Looking at (4.60), we have found that s + § “almost” generates a symmetry
of the foregoing action SG od Tn order to get an actual symmetry, we rewrite, using partial
integration,

5 SmOd
oct

/ dd fabca ﬁaeDded ce / dd Dbd fabcauﬁgesoge) [(ayDu) ]

55 itself will not correspond to a symmetry.
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We can localize the latter term again analogously as before, by extending the auxiliary action
by a novel quartet of fields,

sQ* = R*, sR*=0, sR"=Q", sQ"=0. (4.61)

with R, R anti-commutating fields, while Q and @ are bosonic fields. We introduce a second
auxiliary action

a a ol -4 abc ae, ce
Susz = s [ d's | QUO.DYR ~ R Ditar™ 0,007
rd

— / d'z (R*0, DR’ + Q"0,DQ" + 9f™0,Q" D' — Q'w’ + R's(x))

and extend the d-transformation (4.59) to
6Q" = 6%, 5c® = —0%Q" — 6. (4.62)
In this way we have that
§Saz = —6° / d*2Q*9, DV, §Saux2 = / d*z(—0%c'k? + 6°Q79,Dic") ,(4.63)
which nicely cancels out in combination with (4.60).
In summary, the following action
SmOd SGZ + Saux + Saux,?
= Sym + / d'z (00,45 + 0, Die’) + / d'z (750, DLl — 00, Dbl
+02fabCAZ (SOZC + @ll&c) gfabcau aeDbdcd(plcje> + /ddﬂj (Qaa,uDzbﬁb

+0%9,DPa + g f™(9,0%) (D)’ — *“D“be +Q"s(DYR,) + W9, DIV,

—b
+ﬁaca Dabﬁ + gfabc( ”ﬁae)(Dbd d) fabcAaﬁ fabc\Ij’uCDzdcd)
+ /d4;13 (R“aupgbﬁb + Q“@HDzb@b + gf“bc8uQaDzdcd§C - @d/id + Rds(/@d)) ,
(4.64)
enjoys the following modified BRST invariance sg = s + 9,

a a a 1 abe b c —a a 2 a 2 a a
spAj, = — (Dyuc)” sec:igf ’ct, spc =0 — 07 —0°Q%, spb* =0,
sy = wp’, sow,” =0, sowy’ = P+ 078, sop, =0,
spa® = Q% 5602 =0, 500" =a?, spa® = 0%,

—ab  —ab —ab
seﬂ“b \I/ab sa‘llzb =0, SQ\I]Z = ﬂz , 3962 = 92wfjb,
$9Q% = R, sgR* =10, soR" =Q", s9Q" = 0.
(4.65)
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We notice that we did not have to use the equations of motion to identify the sy- symmetry
of the modified GZ action S&9?. The newly constructed BRST is not nllpotent s # 0, in
analogy with its nonlocal version written down in (4.54). We have that 39 = 0. Upon using
the equations of motion of the new fields, we can derive from (4.65) the on-shell (but nonlocal)
BRST invariance of the original GZ action. Notice that this BRST will be slightly different
from the one constructed in [89], the difference being caused by the fact that we constructed
a BRST invariance of the complete GZ action (4.49) rather than of (4.50).

4.3 A few properties of the modified GZ action
4.3.1 Other symmetries

We shall identify some extra invariances of the modified GZ action SGOd Firstly, as

/ ddz (Q“ 5; — @ 5;;) Smod / ddz (ﬁ“aDabab — @D + g f@bC(aﬂ“)(Dzdcd)ﬁc)
(4.66)

and by rewriting the r.h.s. of it by means of

/ddx (ﬁCL@Dabab_aaaDabﬁb) _ /ddx <gfakbaAkab) _ /ddx <gfakbab(;zksggd) :

/dd fabC a Q )(Dzdcd)ﬁc) _ /ddl‘ <_;gfabc(DZdCd)a“(Qan)>

1 )
— / ddar:< gf*e0"Q 7 g§d> : (4.67)
we conclude that
A= fate(@n g P’ vy ) ith AT =0
L= S S P To I f p=al spk ) WERSL T
(4.68)

establishes a (nilpotent) symmetry of SGOd Similarly, we also find the following symmetries
of the action

c 0 —bc O 1 —ae—ce 0 ae—be O
Ao — d b . _ g pabegregee O akbyy ith A2 —
2 /d ( ﬁ 29f v *v 66 f 1/ v (5bk ; wit 2 07

v opbe TV gwbe
Ag = / d%z ( R 0 -Q" 0 —lgfabcﬁa — gfRRQ with A2 =0
5Qe SR 2 5bk ’ 3 '

(4.69)

We can also link some of the original fields with the newly introduced one through the
symmetries

J J 0
d a akb @ : 2
A4:/d :c<Q 5 +c 59 —qf Q 5bk> , with A7 =0, (4.70)

and
) 0 )
As= [ d (R'— akba ith A2=0. 4.71
5 /dx<Réa+c(5R qgf Rdbk>’ with Az =0 (4.71)
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Clearly, {A;, A} =0, but {A;, sp} # 0 generate further symmetries. In addition, there might
be more symmetries not related to this algebra, but we did not attempt to find such here.

We notice that we can rewrite Sggd as

St = Syn + / d'x (00,45 + 0, Dite) + / a' (750, Dl — w0, Dilwle
+92fabcAZ (80# *@ff)) + /d41: ( gfabcaﬂwaeDbdcd e 4 09, DabQ + a9, Dab —b
+ 9 (0u0®) (D + W0, DIV, + 3290, DB, + g f P(9,05) (D) Ty
+R°9, DR+ Q°0,DQ" + g fabcaﬂQangchC) T A / d4z (QangA‘; + aas(ngA’;))
+ Ag/ (fabcA“\I’bC fabCﬁZCDzdcd) + Ag/d4x (Rdﬁd + st(ﬁd))> . (4.72)

Finally, we also observe that the action is left invariant under constant shifts of the fields ¥¢,

¢t Wil B, af, Q% Q% and R”, expressed through the following identities

4 55m0d \I/ac 7(1 ohe. gac ne a a
d*x 5 =0, x € { Wi, B, a0 QY R} (4.73)

4.3.2 Connection between the original Yang-Mills and modified GZ action in
the case of vanishing Gribov mass

An important property of the modified GZ action is to investigate what happens when we set
6% = 0. If our SmOd is meaningful, we expect to find back the original Yang-Mills theory in
the Landau gauge (modulo trivial, unity-related, terms in the action). Setting 62 = 0 yields

SmOd

g = S / d'z (b0, A5 + 0, D) + / d'z (70, Dl — 00, Dilwle

gfabcauwaeDbdcd ce) + / dda: (QaauDzbﬁb + aaaluDzbab + gfab(:(auaa) (D‘chd)ﬁc

FUL0, DR + B0, D + g (0,05) (Dbl T

+ / d'z (R°0 DR +Q"0,D"Q" + gf 0, Q Dl R" — Q'n’ + R's(x%)) .

with
k4 = Db (g f*0,B505) (4.74)

Considering (ghost neutral) Green functions of the original Faddeev-Popov fields, it is then
easily checked that the underlined terms will never contribute, as there are no propagators
of the desired kind to attach them to the Green functions of interest. This argument is
completely similar to the one given originally in [26] which was related to the presence of the
term g fabcauwgepbdcd °¢ in the GZ action, which can also not couple. The residual terms
are all forming unities, and upon integrating out these, we recover the Yang-Mills action.

Glancing at (4.65), we notice that sg—¢ = s, with s the original BRST, upon generalization to
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the new fields which become pairwise BRST s-doublets. In fact, since s is now a symmetry
and seeing that

Smod o = Syt / diz (baaqu + @aaupgbcb) +s / dz(...), (4.75)

we did nothing more than writing down a somewhat more complicated version of the FP
Landau gauge fixing. We shall thence also recover the original Yang-Mills BRST cohomology.
All GZ-related fields, old or new, are then physically trivial as they appear as doublets of a
nilpotent symmetry, see p.23.

4.3.3 Connection between the modified and original GZ action

In this section we wish to verify that Sglgd and Sgyz are in fact equivalent in the sense that

for any Green function built from the original GZ fields, i.e. with ¢ € {A/‘j, @ et goZb,

@Zb, wﬁb, EZ”}, we have the following identification

75mod

(6(@1) . H(@n))yg = / (AP moad(@1) . . d(an)e 55 = (3(z1)... dlen)ay - (4.76)
Let us show this in two ways. Firstly, the nonlocal substitutions

Q= Q- gf™(9,a) (D)D" + s(DER,)[(9D ),

Woe = W — g fM(0,80) (D) aD T — (D) (9D,

R* = R“—gf*0,Q)(D}c)oD ™ + s(x)[(0D )],

a = a'a—i—ngKi[@D_l]q“,

Q" = QU+rY oD, Br = B+ fUCAl(0D) ], (4.77)

which come with a trivial Jacobian, lead to

(0(a1) -9 o = [ [@Bhmoad(an) .- dn)e S (4.78)

/Mo

after dropping the prime-notation again, with the shifted S GZd given by
S = Sy + / d'z (10,45 + 9, Dbct) + / d' (750, Db le - wped, Dytule
102t A (o + ) — g O DIl ) + / d'z (229,00 + a9, Dila’
FUL0, DT, + B 0, DB + RUOD R + Q"0, D Q")

Consequently, we can perform the path integration over the new fields, which are pairwise
unities, to discover that

(D(1) .. d(Tn)) mod = /[dcb](;ng(xl) e d)(xn)e_SGZ = (d(x1) ... 0(xn))ay - (4.79)

This important formula means that the original GZ correlation functions can be evaluated
with either the original or the modified GZ action. We may thus replace the original GZ
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action with nonlocal BRST with its modified version, enjoying a local version of the BRST.
As a first corollary, we can reestablish that Sggd‘QQZO is equivalent with normal Yang-Mills
gauge theories, as we know that GZ is for 62 = 0.
Secondly, to avoid the use of nonlocal shifts to prove the important result (4.79), let us
also present an alternative derivation. We reconsider the generic correlation function (4.76)
and consequently recall the following Gaussian integration formula in case of two cc fields
(see equation (A.2)),

/do_do_e—fd4x (E A o+J o+J o‘) o det A_le_j A J’ (4.80)

which means that if .J = 0 or J = 0, we shall just pick up a determinant upon integration. A
similar formula holds for anti-commuting fields, yielding the inverse power of the determinant.
If we then apply this to (4.76) and adopt the integration order (R, R), (Q,Q), (¥, V), (5, 0),
(€,9), (a,a), it is easily seen that everything neatly cancels, including the determinants.
This once again leads to the result (4.79). As a second corollary, we can mention that the
gap formulation of the horizon condition, gTFQ = 0, will also remain unchanged.

4.4 Renormalization of the modified GZ action

As a final step, we should try to prove the renormalizability of the modified GZ action (4.64).
However, this would require a lot of calculational efforts and shall be far from straightforward.
Therefore, we consider this as future work.

5 The hermiticity of the GZ action

Let us now shortly comment on the hermiticity of the GZ action. We recall that the action
is given by equation (3.204)

Saz = So+ S’y , (4.81)

with

So = Sym+ Ser+ /ddx (@?8M (DZ%&?) — W0y (Dzbwf) — gfabcﬁuwgDchdgof) ,

d
S, = —%g / d% ( FreAspbe 4 pabe gngghe 4 P (N?-1) y2> . (4.82)
If we define
=19, P =0, wi=w, ol =-w, (4.83)

we see that the GZ action is almost Hermitian up to the term —g fabcapwngdc%g. How-
ever, we recall that this term was introduced for renormalization reasons by the shift (3.186).
Therefore, returning to the action before the shift, the GZ action is Hermitian. Moreover,
for practical purposes, the term —g fabcﬁuw;’Dzdcdcpf is almost redundant as it cannot couple
to any Feynman diagram without external ¢ and w legs. Therefore, we can conclude that in
practice, the GZ action is Hermitian.

105



CHAPTER 4. SCRUTINIZING THE GRIBOV-ZWANZIGER ACTION

One comment which one can make, is that the kinetic term $0%¢ in the GZ action, seems
to have to wrong sign. For a path integral to be well defined, one would naively expect a
minus sign in front of all the kinetic terms. We could rectify this by changing ¢ — —¢, but
this would spoil the hermiticity of the GZ action. In addition, we can also argue that this
kinetic term $0%¢ is always accompanied by the term —wd?w, forming a unity which can
be integrated out. Also, it is not so clear anymore how to interpret the sign of 9%y, as in
fact, there is mixing with the gluon field A, for 42 # 0 and one should consider the path
integral as a whole. Moreover, as we are not integrating over the entire region of gluon fields,
but only over the gluon fields belonging to the Gribov region, it is very hard to make any
conclusion whether the path integral [ [d(b]e*SGZ is well defined, a usual problem in quantum
field theory.

6 The horizon condition

In this section, we would like to elaborate on the form of the horizon function. We recall
that the non-local horizon function, which is added to the Faddeev-Popov action in order to
restrict to the Gribov region is given by

_ 1 d 1 d d ac 2 —1\ab be 2
i = tim, [ atan(e) = i [a's [ty (Dp(e)?a)) M) (DEWRW) |
(4.84)
whereby 7(z) was defined as follows

Viz) = elf34%. (4.85)

see equation (3.170). As it shall be useful later, we could also define h'(z),

S =" lim [ atat(a) =5ty [t [ aly (i) (M) ) (DE@E™) |
(4.86)
where « is pulled out of the integral.

In [91], it has been argued that there would be another possible horizon function, namely

hic(z) =~ / dyg® AR (2) (M) (2, ) £ Al (y) (4.87)

In fact, one can understand that certain doubt has arisen on which horizon function is the
correct one, as one can easily see that setting y(z) in h(x) immediately equal to a constant pa-
rameter, v(z) = -, which agrees with switching the limit limy_,o and the integration signs, we
obtain the horizon function hx(x). One can therefore appreciate that the difference between
h(z) and hx(x) is very subtle. In addition, when localizing the horizon function hg (z), done
in similar way as in section 4.3 of chapter 3, one finds exactly the same local function. This
can be understood as we have neglected the total derivatives. In conclusion, although the
local actions derived from h(x) and hy (z) are the same, at the nonlocal level they are clearly
different, which also follows from [91]. This is important when one is doing manipulations at
the level of the nonlocal action as has been done in [91].
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In this section, we shall therefore shown that there is only one well defined horizon func-
tion, namely h(z) as defined in (4.84). We shall prove this in two different ways. This part is
based on [82].

6.1 The composite operators, part I

We shall provide a strong argument which illustrates that only the horizon function h(z) as
defined in (4.84) possesses a clear meaning at the quantum level. For this, we first need to
demonstrate the following equality

(FOM @) = ~(FAC@W) = - (FAetEEle) . (@ss)

where f(A) stands for an arbitrary quantity depending on the gauge fields Ay, and N is the
number of colors. Let us start with

(@) = [l e ey s, (4.89)

We can rewrite this expression by adding corresponding sources for the ghost and the gluon
fields,

<f(A)Ca(x)Eb(y)> = f (5;4) (5J§(y) 5J;(a:) /[d@}escﬁssomccs

, (4.90)

sources=0
with
d w® Jg
Ssources = /d v [JG e @] S|+ JaA (4.91)
¢
and with the full expression for Sgz given in (3.187). We can perform the integration over
the ghosts ¢, ¢, w, @ as this is just a Gaussian integration. The relevant piece of the action is

given by
o [M® g fure0, (0 DEOY] [we
d a —a 9JakeOu\P; i
SGZ—/d:L‘[wi c][ 0 —l,;\/l“b # | T (4.92)

Vv
Kab

Making use of the formula (3.175) gives

(fAe @) W)
) b ) 7
= de Jo Al (KT | TE 4.93
d <5JA> 8.J2(y) 678 (x) /[ ]eXp{[ 5 Je] T Te i } I (499)
The matrix (K~1)% can be computed as
—1\ab __ (M_l)ab X
O AL S (4.99)
whereby x is some function of the relevant fields. From (4.90), we now see that
(@) = - [[alam e s, (4.95)
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while

(r)e @) = —]\1;Cf <5§A) 5J£(j(y) 6Jg(j(a:)

—b
/ [d®] exp { [Ja  Je] (K1) +.. }

Wi

= - (FAf@w) . (4.96)

c sources=0

which proves relation (4.88).

6.1.1 The horizon function h(z)

We shall now prove that the expectation value (h(x)), see equation (4.84), is renormalizable.
We can apply the formula (4.88) to the horizon condition (h(x)), yielding

[atemen = tm [ae [aty((DpE@n@) (M) ) (DEW7*0))

6—0

= (D@ @) @5k (Drwrw))

- J\lf074 / d'z / Ay ((Dywi)* () (D) () - (4.97)

In order to check whether this horizon term h(z) is well defined, the following correlator
(Dpwi)*(x)(D,w;)*(y)) including the composite operators (D,w;)*(z) and (D,@;)%(y) should
be renormalizable. In fact, this turns out to be the case. We can prove this easily from the
algebraic renormalization of the Gribov-Zwanziger action given in section 5 of chapter 3.
Indeed, one can immediately obtain the correlator ((D,w;)*(x)(D,w;)*(y)) by deriving the
action Ygz (3.209) with respect to the sources” N&(z) and UZ(y),

g g —2GzZ
/[d(b] 5Nza(x) 5Uza(y)e ’ all sources = 0
= [109] [~gs™ (D0 @)i(a) + (Dwi)*(a)] (D) () e

= <—gf“bC(Du6)b(x)sOf(ﬂf)(D@')“(y)> + (Dwi)*(2) (Dwi)*(y)) - (4.98)

We shall now show that the first correlator in expression (4.98) vanishes,

((9/™ (D)) (@) (D) (y)) = 0. (4.99)

In fact, equation (4.99) belongs to a more general class of Green functions which are all zero,
namely

(©(@)Ay)) = 0, (4.100)

with ©(x) a function of fields not containing the field w, while A(y) is a function containing @.
We can show that all these Green functions are zero by using an elementary diagrammatical

"We recall here that in order to consistently discuss composite operators at the quantum level, they need
to be introduced into the theory by means of suitable sources.
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argument. It is impossible to construct any diagram which has an @ leg starting from a space
time point y which has to be connected in some way to a space time point x, where no w leg
is present. Indeed, every w requires an w leg to propagate, w in his turn shall always produce
another @ leg in all vertices as can be seen from the action (3.187). Moreover, the field @
needs again another w leg to propagate. Therefore, an w leg is required in the space time
point y to close the diagram. As a consequence, all Green functions of the type of equation
(4.100) are zero.

Hence, we conclude that the Green function ((Dw;)%(x)(Dw;)*(y)) is multiplicatively renor-
malizable as follows from

((Dwi)* (2)(D@:)* (y))g = Z* Zy" ((Dwi)* () (Dw:)* (y)) (4.101)
whereby
7'z = Z2z,= 77", (4.102)

see expression (3.242).

6.1.2 The horizon function hg

We shall now prove that the horizon function (4.87) implies a horizon condition which is not
multiplicatively renormalizable. In an analogous fashion as in the previous subsection, we
can write

/ddx (hr(x)) = 74/ddg;/ddy <92f“kcAﬁ($)(Mfl)ab(x,y)fbgcAﬁ(y)>
= _J\lrc,)ﬁl/ddx/ddy<(gfakCAllinq)(x)(gfbﬁcAfng)<y)> . (4.103)

We can demonstrate that the composite operators g fakcAﬁwg and g fbeAfLwﬁ? are not renor-
malizable. This is due to the fact that, at the quantum level, those composite operators will
unavoidably mix with the operators J,w{, 0,w], which have the same quantum numbers.
For this, we need to consider the operators d,w{ and g fakbAﬁwi? as separate operators, each
coupled to their own source, instead of Dzbw;’ being coupled to the single source U, ﬁi, and
similarly for 0,w¢ and g fakbAkEi?. In Appendix C, we have given an alternative proof of
the renormalizability of the Gribov-Zwanziger action, where we have coupled the following

sources to the following operators, see equation (C.2),

8#”? - U;LM )
gfakbA/]iwi? . gfabcDZdCdQOg N U;/;u ’
aﬂw? - _Nﬁz )
gf A, — —N (4.104)
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n (C.20), we have found that the sources U and U’ mix, as well as N mixes with N’. Taking
the inverse of this matrix yields

|: U :| ZA1/2 al |: UO :|
U’ 0oz uy |’
N Z;t wm [ No ]
- : 4.105
[ N’ ] 0o zy’ ] N (4.105)

We recall that insertions of an operator can be obtained by taking derivatives of the generating
functional Z¢(U,U’, N, N') w.r.t. to the appropriate source. For example,

§Z¢((U,U',N,N") 8N 6Z¢(U,U’,N,N") 6N’ §Z¢(U,U’, N, N')

akb Ak—b
Akt =
(95" Anwy)o 5N Y SN SN} SN ’
so that
(97" A5 = @1(087) + Z{ (91" AL (4.106)

We can do the same for the other operator
(g™ ALw? — g fare D o)0 = a1(0pwi) + Zg(gf ™ ARy — g fabe D) . (4.107)

Taking the partial derivatives of ¥%, given in equation (C.1) w.r.t. N/(z) and U/*(y), we
find

5 5 —~GZ
/[d(I)] 5Nz/a(‘r) 6Ui/a (y) ‘ ’ all sources = 0
= 109 (o048t - g s D) () 07 AL ()
= (g™ Afw!) (@) (g7 ALw) ) ) = ((9Sane D05 (@) (91 ALE) () ) -

The correlator <(gfabCDchdgof)(x)(gfakbAﬁwf)(y» also belongs to the class (4.100) and is
therefore equal to zero. However, the remaining Green function

<(g fakbAﬁwf)(x)(g fagCAfwa)(y» is no longer multiplicatively renormalizable. Indeed, due to
the mixing we have found, the bare correlator can be written as follows

a atc —C 1/2 a acc —C

((ar ™ AL @) AT (W) = arZl{ (Ot (@) 9 AT w) )

+ a1 Zy ((gf ™ Ad) (@) 0,59 W) ) + Z, 25> ((9f ™ Afeol) (@) (9 AL () ) - (4.108)
This is a strong argument why one should not rely on this horizon function hx. When renor-
malizing this Green function, the “missing” terms stemming from the covariant derivative
re-enter again.

6.2 The composite operators, part 11
6.2.1 The horizon function h(z)

Let us now look at the composite operators which are involved in the horizon term h(x) (4.84)
after having performed the necessary localization, see section 4.3 of chapter 3. In particular,
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we are interested in the composite operators appearing in expression (3.178) before setting
~v(x) equal to a constant, namely chgolcf and DZCEZC. If the horizon function is well defined,
we expect these composite operators to be renormalizable. We can check this again from the
algebraic renormalization in section 5 of the previous chapter. Firstly, from (3.209) we can
deduce

a — a 1/4/ ~a
(D)o = ZyM(Debgh) = 2274 (D) . (4.109)

Secondly, we can do something analogous for Dzb@?. We see that this operator is a linear
combination of two renormalizable composite operators, namely the composite operator cou-
pled to V¥, ie. —D4"%% + gfapcDi%c?@¢ and to R, ie. —gfapcDi%c?@s. Luckily, the two
composite operators have the same renormalization constant, as without this property, the
linear combination would not be renormalizable. Therefore,

(D520 = —(~ DR + g fane D)o — (—g fane D)o = 2 (DI

whereby Z‘jl = Z;/ QZX * as can be found in (3.242). In conclusion, both composite operators

chgoff’ and DZ‘@ZC are renormalizable.

6.2.2 The horizon function hy(z)

When taking the limit #(x) — 0, we can drop the total derivatives. However, the remaining
composite operators g fakbAkgof and ¢ f.up AFGY are not multiplicative renormalizable. We can
prove this in an analogous fashion as in the previous paragraph. In Appendix C, we have
considered the operators 0,¢ and g fakbAﬁcp? as separate operators instead of being coupled
only to one source, and similarly for 9,%; and g farbAFBL. To that purpose, in the Appendix
C, we have coupled the following sources to the following operators, see equation (C.2):

Oy — M[ﬁ’ )
gf ™ALl = M
o — V.,
(9farvALBE — g fare DVtwE) — Vi (4.110)
and we have reworked out the complete algebraic renormalization in this alternative setting.

In (C.20), we have found that the sources M and M’ mix, and also V' mixes with V’. Taking
the inverse of this matrix yields

[ M } |z P ay [ M, ]
M 0 zPzYt L Mg ]
[ v } _ Zg—1/2221/4 a1 [ 1% } (4111)
v’ 0 Vel y el M
As in the previous section we have that
a a — —1/4 a
(95 Ao = ar(9u0f) + 2,22, (g M ALY (4.112)
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We can do the same for the other operator. Only some care has to be taken as the source
Vliai couples to a sum of two operators (g fakbAﬁﬁf —g fabCDchdwf). We therefore have to
subtract the operator coupled to the source R}, namely

(9farbALT)0 = (9farvALBE — gfae DN @) — (=g fare D@50

. _ —1/4 .
= a1(8,88) + 2, P2, (g ARG — g fupe DU

1/4 _
~ 2322 (=g fune Dl e"55)
_ _ —-1/4 —

= a1 (0,80) + 2, 2, (g Akl (4.113)
We can thus conclude that the operators g fakbAkgpf and g fakbAk¢? are not multiplicatively
renormalizable and that they mix with the operators d,,¢§ and 9,%{, respectively. Therefore,
one should keep in mind that the limit & — 0 has to be taken as the final step, and that it
can only be taken at the local level. Furthermore, the mixing we have found, tells us that
one should always leave the covariant derivative of a field “in one piece”. As a consequence,
much care has to be taken at the nonlocal level when deriving all kinds of results.

7 The GZ action and its relation to the Kugo-Ojima confinement
criterium

7.1 Introduction: the Kugo-Ojima criterium

Some important results concerning a possible origin of confinement, were given in [92, 93]. In
these papers, confinement was related to the enhancement of the ghost propagator.

Let us explain this a bit more in detail. The whole starting point of the analysis by Kugo and
Ojima is a well defined nilpotent (BRST) symmetry @p and a ghost charge. In their analysis,
they present two results. Firstly, they have shown that when having a well defined nilpotent
symmetry, it is possible to show that all unphysical states, see p.47 shall form so-called quar-
tets [92] and decouple from the physical spectrum. In this way, only physical states, which
are closed under the symmetry () but not exact, survive. In this way they have proven that
the longitudinal and temporal gauge polarization, the ghost and the antighost fields can be
excluded from the physical spectrum. In fact, this idea is very general, and can be applied
when you have a system with a nilpotent symmetry s.

Secondly, for the Faddeev-Popov action, they also showed the following. Using the equa-
tion of motion for the gluon field, the conserved global color current can be written as

Ji = 0uF, +{Qp, Dy}, (4.114)
and thus the charge is given by the integrated zero component of Jj, i.e.
Q" = /d% (@ng + {QB,ngE”}) : (4.115)

Now there are two criteria which need to be satisfied in order to have color confinement.
The first criterium states that the gluon propagator cannot have massless poles, so the first
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term of the previous expression vanishes as it is integral over a total derivative®. The second
criterium is that {Qp, D§%¢"} is well defined, which is the case when

u(0) = -1, (4.116)

with u(p?) defined through the following Green function?,
dlze?® ( DU (1) DY (0)) = ( (6, — PP yp?) — PePr ) sob 4.117
[ dtaer (Dpteti@plre ), = ( (du -5 ) uiet) - 2L (1117)

(O)pp stands for the expectation value taken with the Faddeev-Popov action. If the two
criteria are met, Q% is well defined so we have that Q% |¢)) = 0 and color confinement is
guaranteed.

phys

The second criterium can be connected to the ghost propagator. Indeed, in [93], it was
shown that one can parameterize the ghost propagator, defined as follows

<C“(—p)6”(p)> =0"G () (4.118)
in terms of!?
1
P*(1+u(p®) + wp?) -
This relation was also discussed in [26, 91, 94-96]. It is usually assumed that!! w(p?) = 0,

so that v = —1 implies an enhanced ghost propagator. Notice that this scenario is exactly
predicted by the GZ framework.

G(p*) =

(4.119)

7.2 Important criticisms towards the KO criteria

Although the argument of Kugo and Ojima sounds very attractive, two comments are in
order. First of all, in the KO framework [92, 93], the existence of a globally well-defined
BRST charge is assumed. Thus, the issue of the (non)existence of a nonperturbatively valid
BRST symmetry is not explicitly faced. Secondly, the derivation of the two criteria was done
by employing the usual Faddeev-Popov gauge fixed action. As such, the Gribov problem is
simply not addressed.

Taking these two criticisms into account, the KO cannot really hold for the GZ action, as (1)
the GZ breaks the BRST symmetry, see equation (4.27) and (2) the GZ action does take into
account Gribov copies.

Another point which should be mentioned is that Kugo and Ojima did not impose the
criterium (4.116), but they derived it as a condition to be checked/calculated. Though,
nowadays, in functional formalisms as in [97], the criterion is used as an input. The ghost
enhancement is often imposed as a boundary condition in order to favor the so-called scaling
type solution of the Schwinger-Dyson and/or Functional Renormalization Group equations
[97].

8If the gluon propagator has massless poles, the first term is ill-defined.

9Strictly speaking, the KO analysis is done in Minkowski space. We shall however, as any functional or
lattice approach, consider the corresponding operator in Euclidean space.

10 Actually, in [93], another notation v(p?) has been used instead of w(p?), the relation being w(p?) = p*v(p?).

aw(p®) = 0 has been checked up to two loops, see [81].
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7.3 Imposing u(0) = —1 as a boundary condition in the Faddeev-Popov
action

Now let us try the following [98]. What if we impose the constraint «(0) = —1 directly into
the Faddeev-Popov theory, by appropriately modifying the measure one starts from? We shall
see in fact that the resulting action will be exactly the same as the GZ action.

7.3.1 Microcanonical ensemble and equivalence with the canonical Boltzmann
ensemble in the thermodynamic limit

We shall first give an overview of some results from thermodynamics we intend to employ,
see also section 3 of chapter 3.

We consider a discrete system, whose Hamiltonian is H(q,p), with 3N degrees of freedom.
The averages in the microcanonical ensemble are constructed out of

E(E):/HEdu :/dué(E—H),

where dp = d3Ngd3Vp represents the classical phase space where E stands for the constant
energy of the system. Averages in the microcanonical ensemble are defined by (O)yg., =
Jy—pdn O
Jrr—g dn
mann) canonical ensemble we rewrite the quantity 3(£) in the following form

S(E) = /du §(E—H) = /du/imﬁ 45 i) z/dﬁf(ﬁ) :/dﬁe—w(ﬁ),

—icote 2T 27 271

. In order to establish the equivalence between the microcanonical and the (Boltz-

whereby
£(8) :/dlue(ﬁ(E—H))’ w(B) = —In f(B) . (4.120)

It can be shown that, in the thermodynamic limit, N,V — oo, with N/V fixed, the saddle
point approximation becomes exact. We refer to [78] for an overview of the proof. So,

(8

1
Y(E)=—f(5" ith ' (8* =0. 4.121
(B) = 50 (67) with o/ (87) = S0 (1121)
From equation (4.121) it follows that
[dyp He P"H
E = (H)poy, = Tdp e (4.122)
This is the gap equation determining the critical parameter 5*. Analogously, it can also be
_B*H
shown that [78] (O)y1icr = (O)porty = % for the average of any quantity O(q, p).

7.3.2 Imposing the KO criterion yields the GZ framework

Starting from (4.117) and performing Lorentz and color contractions and taking the p — 0
limit, we can write

W) [ty [ e (D) @)D Wl = (V= D@~ Du0) = 1), (4.123)
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after passing to Euclidean space, as any functional or lattice approach. V' denotes the space-
time volume. Now using the result from equation (4.97) and (4.88) from the previous section,
we can write the previous expression as

- paplim [ ae [ty ((Dr@?@) (M) ) (Do)
= (N? = 1)((d—1)u(0) — 1), (4.124)

whereby 72 () is defined in (4.85). In order to get rid of the parameter v, we rewrite (4.124)

- - éli% dde /ddy<(ch($)ei9:v> (MH(z, ) (DZC(y)eiGy)>
= (N2 - 1)((d—1Du(0) —1), (4.125)

In fact, the Lh.s. of this expression contains the Zwanziger horizon function h'(z), see equation
(4.86), so we can write

— (I (2)) = (N? = 1)((d — 1)u(0) — 1), (4.126)

We observe that the KO condition cannot be realized with the standard Faddeev-Popov
measure dupp, otherwise we would have

(W (@))pp = d(N? = 1) & (h(2))pp = 7'd(N* = 1) , (4.127)
which would contradict Zwanziger’s result (3.173). We now implement the KO criterion
u(0) = —1 as a boundary condition, amounting to start from the modified measure

dppp — dp' = dupp § (Vd(N2 —-1)— /d%h'(:}:)) , (4.128)

which clearly implements u(0) = —1, yielding in fact
(W(z)) =d(N*-1) . (4.129)

We are thus led to consider the partition function

/ dp' = / dpgp 6 (Vd(N2 —1)— / ddxh’(x))

/ dA §(A) det M e~V § <Vd(N2 —1) - / d%h’(x))

/ d®s (Vd(N2 —1) - / d%h’(x)) e OFP (4.130)

Expression (4.130) defines a microcanonical ensemble. Since we are working in a continuum
field theory, we are working in the thermodynamic limit, hence we have an equivalence with a
Boltzmann canonical ensemble as outlined in the previous section. Using analogous arguments
as there, we arrive at

/d“/ - /dNFPe'ﬂfddxh/(x) = /d:uFP e o (4.131)
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where the mass parameter « follows from the gap equation

e S b/ (x
d (N2 — 1) = <hl($)>Boltz = fd‘ll;zl;FP G_SJH( )

(4.132)

which is the analogue of (4.122). We conclude that we can consistently encode the boundary
condition (4.116) at the level of the action, which turns out to be identical to the GZ action,
equation (3.172). Of course, we can localize it into the form (3.204).

7.4 Conclusion

We can thus conclude the following points

e Imposing a boundary condition into a theory can have serious consequences and one
should really impose them from the beginning, to fully grasp all nontrivial aspects of
the boundary. Here we have seen that imposing the boundary condition u(0) = —1 in
the Faddeev-Popov measure with BRST symmetry, leads us to the GZ action without
BRST symmetry. Therefore, imposing a boundary condition can change the symmetry
content of a theory.

e In the GZ formalism, the meaning of the KO criterium becomes unclear. This is due
to the fact that the KO analysis was done in the Faddeev-Popov formalism, and not in
the GZ formalism. Due to the breaking of the BRST symmetry in the GZ action, one
cannot simply redo the KO analysis.

Perhaps another point which indicates that that KO confinement scenario is not the answer
to confinement, is that the lattice data do not support an enhanced ghost anymore. This
shall be the topic of the next chapter.
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The Refined Gribov-Zwanziger action

1 Introduction

1.1 The lattice results on the ghost and gluon propagator

During the last 2 decades, there has been an intensive discussion about two particular quan-
tities, i.e. the gluon and the ghost propagator, mainly in the Landau gauge. We recall the
following conventions for these propagators

(420220 = 3800 = )2 D) (b~ P04 ) |

(" (R)(p)) = 6™6(k — p) (2m) G (1?) (5.1)

For a long time, lattice results in 4, 3 and 2 dimensions have shown an infrared suppressed,
positivity violating gluon propagator which seemed to tend towards zero for zero momentum,
i.e. D(0) = 0, and a ghost propagator which was believed to be enhanced in the infrared
[99, 100], G(k? ~ 0) ~ 1/k?>T* with k > 0. Besides the Gribov-Zwanziger framework, also
other analytical approaches were in agreement with these results. For instance, several works
based on the Schwinger-Dyson or Exact Renormalization Group equations reported an in-
frared enhanced ghost propagator and an infrared suppressed, vanishing gluon propagator,
obeying a power law behavior characterized by a unique infrared exponent, as stated by a
sum rule discussed in [101-104].

However, in 2007 lattice data in 3d and 4d at larger volumes displayed an infrared sup-
pressed, positivity violating gluon propagator, which is non-vanishing at zero momentum,
i.e. D(0) # 0, and a ghost propagator which is no longer enhanced, G(k* ~ 0) ~ 1/k? [4, 105].
This implied that the previous mentioned analytical approaches were not conclusive. Sur-
prisingly, in 2d, the ghost propagator still displays an enhanced behavior while the gluon
propagator does vanish at the origin [6, 105, 106].

After this paper, [4], an avalanche of papers followed concerning the behavior of the propaga-
tors. In the lattice community, similar results were obtained in [8, 107-110], and see [76] for
a recent overview. The question which obviously arose, is there also a possible way to explain
these results in the Gribov-Zwanziger framework? This is the topic of this chapter, which is
based on the following papers: [84, 111-114].

For completeness, let us mention that also within Schwinger-Dyson methods, solutions of
the ghost and gluon propagator were obtained which were in agreement with the lattice data,
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see [97, 115, 116] and their references within.

1.2 Condensates

How could we explain the behavior of the gluon and the ghost propagator in the Gribov-
Zwanziger framework in 4d and 3d? It seems logical to take into account other nonperturba-
tive effects. A well-known important source of nonperturbative effects in gauge theories are
condensates, viz. vacuum expectation values of certain local operators. Next to the famous
gauge invariant condensate (F; 3y>, of paramount importance for phenomenological applica-
tions [117], recent years' have also witnessed an increased interest in the dimension two
condensate (A?) in the Landau gauge [120, 121], and related to it the issue of 1/Q? power
corrections [122]. The latter corrections would correspond to an extension of the usual SVZ
sum rule study of physical correlators. Some important early contributions to this field of
research can be found in, for example, [123-131]. These works were based on renormalon
analysis, lattice considerations of the interquark potential and condensates, nonperturbative
short distance physics, . ... Also at the propagator level such power corrections were identified
in [132]. If we call the minimum of the functional (3.50) A%. | it is clear that (A2 ) is a
gauge invariant quantity by construction. This leads very naturally to the introduction of
(A2%) in the Landau gauge since we can write [133]

Ay, = 5 [t [AZ («m—ag?”) 42— gyate (g’;aAa> (;aAb) Aﬁ} L oY,

from which it easily follows that (A2, ) = (A?) in the Landau gauge. This condensate then
made its appearance in a variety of works, see e.g. [87, 134-151]. In the works [120, 121],
the relation was explored between this condensate and magnetic degrees of freedom, which
are generally believed to play an important role for confinement. Recently, this was further
investigated by looking at the electric and magnetic components of (A2) at finite temperature,

hinting towards an interesting connection with the phase diagram [142, 143, 152].

Measurements of (A%) at T = 0 have been obtained using the lattice gluon propagator and
the Operator Product Expansion (OPE) in [136], based on earlier work [134, 135], giving the
following estimate

(?A?) = 51707 GeV? | (5.2)

at the renormalization scale u = 10 GeV. (A?) also appeared as a source of power corrections
in e.g. [150, 151]. An independent estimate using the OPE and the quark propagator in a
quenched lattice simulation gave [149]

(PA?) = 444 0.4 GeVZ. (5.3)

An ab initio calculation of {A?) was presented in [137, 140]. It was shown that it is possible to
construct an effective potential for (A2) which is consistent with the renormalization (group)
[137, 138]. A non-vanishing condensate due to dimensional transmutation was favored as it
lowered the vacuum energy. Using a resummation of Feynman diagrams, more evidence for
(A2%) # 0 was given in [139].

!The d = 2 gluon condensate was already considered in [118, 119].
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1.3 The condensate (A?) in the GZ action

The extension of the effective potential formalism to the Gribov-Zwanziger case was first
tackled in [87]. In this paper, the presence of the condensate (A?) was investigated and it
was shown that this condensate does not spoil the renormalizability of the GZ action. The

GZ action with inclusion of the local composite operator Aj Ay is given by
Sacz = Saz+Saz, (5.4)

whereby

T a pAa C
Saz = /ddx (QA#A# - 2#) : (5.5)

with 7 a new source invariant under the BRST transformation s and { a new parameter.
However, it is easily checked that taking into account this condensate does not alter the qual-
itative features of the gluon and the ghost propagator, the former one will vanish at zero
momentum, while the latter one will still be enhanced.

As it will be useful later, let us repeat the algebraic renormalization of the action with the
inclusion of the operator A2. This can be done similarly as in section 5 of chapter 3.
1.3.1 The starting action and the BRST
Again, we shall make Sxcz BRST invariant. We define
YAqz = E/GZ + X242, (5.6)

whereby X, is given in expression (3.216) and

77 a a C 1 a a a a 1
Y = / dzs <2AMAH— 272) = / dx [2TAMAH+17AH8MC — 5472 . (5.7)

with 1 a new source and sn = 7, so that (n,7) forms a doublet. In the end, we replace all the
sources with their physical values, see expression (3.212) and (3.214), and in addition

n‘phys = 0 ) (58)

SO one recovers Sagyz again.

1.3.2 The Ward identities

It is now easily checked that the Ward identities 1-7 on p.82 remain preserved. Obviously,
the Slavnov-Taylor identity receives an extra term,

S(Zagz) =0, (5.9)
whereby
§Yacz 0% §Yacz 0%
o d AGZ AGZ AGZ AGZ
S(¥acz) = / d x< K@ 0Ar | 5Le o

0X
e AGZ

0¥Aqz  _a0¥Aqz
Qa a MCLZ Nal Ral
de* bWl * * *

+b a ai ai ai T
08 *ooUg Hoov *ooTy on

0¥ AGZ 0XAGZ 0XAGZ 5EAGZ>
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1.3.3 The counterterm

As all the Ward identities remain the same, it is easy to check that the counterterm is given
by

a [0
Shez = Yaz+ / die (ZranAy + 0t + (a2 —a)nAid.e) . (5.10)

whereby ¢, is the counterterm (3.239). This counterterm can be absorbed in the original
action, Yaqz leading to the same renormalization factors as in equations (3.240)-(3.242).

In addition Z; is related to Z; and Zil/ ® [87):

Zr = Zy 77 (5.11)
and Z; and Z, are given by
Z; = 1+ h(—a3 —2a3 + 4a; — 2ao) ,
3
Z, = 1+ h(% - S ta). (5.12)

2 Refinement of the GZ action in 4 dimensions

2.1 Taking into account the dynamics of the action

Now with these new lattice data [4, 105], the leap was quickly taken to investigate other
d = 2 condensates. We can provide two reasons for this. Firstly, we can imagine the fields
(@ZC, AT wfjc) introduced to localize the horizon function appearing in section 4.3 of chap-
ter 3, to correspond to the nonlocal dynamics of the GZ action. Once these fields are present,
they will quite evidently develop their own dynamics at the quantum level, which might
include further nonperturbative effects, not yet accounted for. These effects can induce im-
portant additional changes in the infrared region. More precisely, looking at the Ay-coupling
present at tree level in the action (3.204), one can suspect that a non-trivial effect in the
w-sector might be able to modify the gluon propagator in the desired way. Secondly, notice
that the horizon condition (3.182) is in fact equivalent with giving a particular value to a
dimension 2 Ay-condensate, more precisely (g f“bcAZ(goff + @ZC» = —2d (N 2 1) ~2. There-
fore, it seems reasonably fair to consider a possible @p-condensation. Moreover, we shall show
in section 2.2 that the condensate of interest is already non-vanishing at the perturbative level.

We shall now explore the effects of a dynamical mass generation for the -fields. This can be
done by introducing the local composite operator @y into the action Sgz, (expression (3.204)).
It shall turn out to be possible without spoiling the renormalizability of the theory. We shall
add a massive term of the form Jp§ ¢, with J a new source. First of all, for renormalization
purposes, we have to add this term in a BRST invariant way. Secondly, in analogy with [87],
we will also need a term o J?, indispensable to kill potential novel divergences o< J? in the

generating functional. Let us also immediately include the local composite operator Aj A7,
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and consider the following extended action:

Sraz = Saz + Saz + Sy, (5.13)
Seo = [ dlals(-Jatet) + 7]

— / 'z [T (@l — @) + pJ7] | (5.14)

with p a new dimensionless quantity and J a new source invariant under the BRST transfor-
mation, sJ = 0. We underline that the final mass operator, Py — ww, is BRST invariant.

For the rest of the text, we shall interchange the dimension two source J often with the

mass M?, and the source 7 coupled to Ai, see expression (5.7), shall be interchanged with
2

m~.

2.2 The condensate at the perturbative level

To prove that it is useful to include the condensate ((Py — @Ww)), let us show that already
at the perturbative level, this condensate is non-vanishing. Hence, one is almost obliged to
incorporate the effects related to the operator Py — ww. We start from

_ oW (J)
- = — 5.15
<S0S0 ww>pert 8J J—0 ’ ( )
with W (J) the generating functional defined in our case as?
e = / [d¥lerez (5.16)

and with Sgpgz the extended Gribov-Zwanziger action given in (5.13). The one loop generating
functional Wy (J), can be obtained from the quadratic part of the action, so we find for Wy(J)
in 4d,

4(N2—1)4 3(N2—1) 8.4 4 m% 4 m% 9, J
292N )\ + 647’[‘2 g)\ +mlln?+m21n?—<] ln? . (517)

Wo(J) = —

whereby we have worked in the MS scheme, and used the following notational shorthand

(m? + J) — /(T + m2)% — 4(m2J + AY)

2 _
my = 5 N
2 2)2 _ ¢y 2 4
m%:(m +J)+\/(J+;n) (mJ—i—A)’ (5.18)

with A defined in equation (4.17). This calculation is explained in detail in appendix B4. Now
using the explicit expression (5.17), we can obtain the perturbative value of the condensate

2W(J) is commonly used, but is equal to the generator Z.(J) of connected diagrams, see equation (2.11).
However, here only a source connected to the operator py — ww was considered, not to all the fields, and
therefore can only generate a subclass of connected diagram related to the operator.
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(5.15), reading

_ _ 3(N2—1) 2 m% 2 am% 2 m% 2 8m%
W—MpertZWKQm”‘lm*ml 9y B ) 5

3(N? -1 a1 4 24+ vmt — 4\t
:g m21n7—2—|—7 m7+ mA — 4t I tvm , (5.19)
6472 1 2 \vV/m4 — 4\t m2 — /m? — 48
where A is the nonzero solution of 85—()\)‘) = 0. This condensate is clearly different from zero.
Even for m? = 0, we obtain
_ 3(N?—1)
(P9 = DW)pere = == A7, (5.20)

which is always different from zero, VA # 0.

2.3 Renormalization of the refined action

Again, the investigation of the Refined GZ action can be done similarly as in section 5 of
chapter 3.

2.3.1 The starting action and the BRST

As Sz, is BRST invariant, the BRST invariant action is given by
YRaz = XaAqz -+ S@P s (5.21)

whereby Yaqz is given in expression (5.6).

2.3.2 The Ward identities

It is now easily checked that the Ward identities 1-6 on p.5.2 remain preserved up to potential
harmless linear breaking terms. Only the integrated Ward identity 7. is broken due to the
introduction of the mass operator ©y — ww. However, as we are using mass independent
renormalization schemes, the value of the new mass dimension 2 source J cannot influence
the explicit expression of the counterterm ¢ of expression (5.10). This is quite logical, as a
mass term can only add its own renormalization factor, it does not affect the renormalization
factors of other quantities, which can be equally well computed with J = 0. This implies that
the counterterm X4, corresponding to the action Yrqgyz is now given by

Yhaz = Zhaz t 0z
N = / d?zasJr (5.22)

with a4 an arbitrary parameter. This counterterm can be absorbed into the original action
Yraz. If we define

Jo=2;J, PO = pr ) (523)
we find
Zy =2, = 7,74, Z,=1+n(as — % —as). (5.24)
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Hence we have proven the renormalizability of our extended action.

As one can notice, symmetries do also not prevent a term k.J 2 to occur, with K a new param-
eter, but we can argue that & is in fact a redundant parameter, as no divergences in J? will
occur. A term of this form is independent of the fields, hence it would only be necessary to
get rid of the infinities in the functional energy, which we calculate by integrating the action
over all the fields

/ [d®)e SRaz = e~ W) (5.25)

Seen from another perspective, we need a counterterm o J? to remove possible divergences
in the vacuum correlators <(¢gp — Ew)x(@p — ww)y> for x — y. Such new divergences are

typical when a local composite operator (LCO) of dimension 2 is added to the theory in 4d.
An a priori arbitrary new coupling & is then needed to reabsorb these divergences. In general,
it can be made a unique function of g? such that W(J) obeys a standard homogeneous
linear renormalization group equation [87]. This is a good sign, as we do not want new
independent couplings entering our action or results. A nice feature of the LCO under study,
i.e. (Pp — ww), is that divergences x J? are in fact absent in the correlators, so there is
even no need for the coupling x here. The argument goes as follows. The Ward identities
prohibit terms in Jv? from occurring. Notice that this is not a trivial point, as naively
we expect it to occur from the dimensional point of view. It is only by making use of the
extended action and its larger symmetry content that we can exclude a term oc Jv? from the
game. Hence, we can set v2 = 0 to find the vacuum divergence structure o< J2, as we will
employ as usual mass independent renormalization schemes like the MS scheme. Now, there
are two ways to understand that no divergences in J will occur. Firstly, at the level of the
action is easily recognized that the term g (9,w¢) f2™ (Dyc)® @™ in the action is irrelevant
for the computation of the generating functional as the associated vertices cannot couple to
anything without external w- and c-legs. Thus forgetting about this term, the (@, ¢)- and
(W, w)-integrations can be done exactly, and they neatly cancel due to the opposite statistics of
both sets of fields. Hence, all J-dependence is in fact lost, and a fortiori no divergences arise.

Secondly, for 42 = 0, the action S%ZZZO is BRST invariant, SSQ{Z:ZO = 0. Consequently, the
vacuum correlators <(¢gp - Ew)x(EQO — ww)y> = <s [(gp@)x (B — Ew)y]> = 0. Therefore,

we have again proven that no divergences in .J appear. For 42 # 0, the BRST transformation s
no longer generates a symmetry (see section V), hence a non-vanishing result for the correlator

<(¢go - ww)x(@p — ww)y> or the condensate (py — ww) is allowed. A non-vanishing VEV

for our new mass operator is thus exactly allowed since the BRST is already broken by the
restriction to the horizon. From the first viewpoint, the (@, ¢)- and (@, w)-integrations will no
longer cancel against each other, giving room for J-dependent contributions in the generating
functional, albeit without generating any new divergences.

2.4 Modifying the effective action in order to stay within the horizon
2.4.1 Extended action

A very important fact is to check if it is still possible to stay within the Gribov region (2, after
adding this new mass term. This can be investigated with the help of the ghost propagator
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G(k?), which is given by

gab(kZ) _ 5ab%(1+0<k2))+0(g4)’ (5.26)
with
N ¢ [ dq (k—@)ukv |, 4 1a
o(k?) = 1\72—122/(2;)]4(@—2;2 (A2 Az (5.27)

see expression® (3.196). We recall that being inside the region (2, is equivalent to state that
o(k*) <1, (5.28)

see equation (3.81). In this case, the ghost propagator could be rewritten in the following
form,

1 1

R )

+ (’)(94) , (5.29)
which represents the fact that we are working at the level of the inverse propagator or equiv-
alently, at the level of the 1PI n-point functions, which are generated by the effective action
I'. This form is more natural, as we can now impose the gap equation (3.184), which is also
formulated at the level of the effective action. However, in the next section, it shall become
clear that the current action Sgrgyz does not guarantee us that we are located within the region
2 as 0(0) > 1. Therefore, we add a second term to the action, Se,, given by

N2 -1
Sen = 2‘“)/&% ¢ v4T, (5.30)

V292N

2_
with ¢ a new parameter. We have introduced the particular prefactor of gdN"—1)

2g

convenience. As it is a constant term, is it comparable with the term (— [ diz4(N? — 1)74)
in the original Gribov-Zwanziger formulation (3.204). Therefore, it can be responsible for
allowing us to stay inside the Gribov horizon by enabling ¢ to be smaller than 1. The explicit
calculation of ¢ will be done in the next section, but we can already intuitively sketch the
reasoning why o will be altered. As this new term is independent of the fields, it will only
enter the expression for the vacuum energy. However, due to the gap equation (3.184), it
will also enter in the expression of the ghost propagator (and analogously any other quantity
which contains 7?). Recapitulating, the complete action now reads,

for later

Sraz = SrGz + Sen (5.31)

with Srgz given in equation (5.21).

2.4.2 Renormalizability

The renormalizability of Si, can be easily verified. Therefore, we replace Se, with

Yen = / d4zc0. | (5.32)

30f course, in expression (3.196), the gluon propagator is already filled in.
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with © a color singlet and BRST invariant source, s© = 0. In the end, we give © the physical
value of

d(N?—1) ,
——7i§7577 ;

to return to the original action Sg,. Again, we embed the action Si, into a larger action

O .. = 2

phys (5.33)

Xrazs
RGz = 2RGZ+ e, (5.34)

with Yragz given by (5.21). Firstly, as it is easily checked, the term ¥, can only give rise to
an additional harmless classical breaking in the Ward identities. Therefore, all the previous
Ward identities will remain valid. Secondly, we have the following additional Ward identity,

%Ry

00

which implies that the counterterm is independent from ©. Taking these two argument
together, we can conclude that the counterterm will be exactly the same as before, given by
(5.22). Therefore,

= o, (5.35)

CO'Y(2]J0 _ C'YQJ (5.36)
90 g
and consequently, no new renormalization factor is necessary,
Z. = zgz;}z;l. (5.37)

2.4.3 Boundary condition

Introducing a new parameter ¢, requires a second gap equation in order to determine this
new parameter. We recall that, in the case in which M? = 0 or equivalently in the original
Gribov-Zwanziger formulation, we have

o(k*~0) = 1-Ck?, (5.38)

with C a certain positive constant, which causes the enhancement of the ghost propagator
G(k?) at zero momentum,

Ol (5.39)
Therefore, we know that at zero momentum, slowly switching off M2, will cause o(k? = 0)
going to 1. It is therefore very natural to demand that this transition has to occur smoothly
by imposing the following boundary condition,

9o (0) ‘
0. (5.40)
OM? |2
In summary, we have now two gap equations. Firstly, the gap equation %“2 =0 fixes 72 as a
function of M? and secondly, demanding that %?\EI%) Mo 0 will uniquely fix ¢. This leaves

us with one free parameter, M2, the fixation of which shall be discussed in section 2.6.
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2.5 The modified gluon and ghost propagator

Now that we have constructed the action Shy, by adding two additional terms Sz, and Sen
to the original Gribov-Zwanziger action, we investigate the gluon and the ghost propagator
in detail.

2.5.1 The gluon propagator

We shall first examine the tree level gluon propagator. This propagator can be calculated in
a completely analogous fashion as in section 4.4 of chapter 3. Here, the free action reads

1 2 1 2
SQGZ = /ddx [74 (OMAg - 8,,AZ) + 2% ((%AZ) + gozb32<pzb
B B m2
- VQQ(fabCAZSOZC + fabCAZ<PZc> - Mz‘PZbSOZb + 5 Ai +.. } , (5.41)

where we already integrated out the b field. The equations of motion for the ¢ and @ fields
are now given by

B 1
e TERRAETE (5-42)

and with this result, we can easily read the gluon propagator

]' a a
SRar = / d*z {2A#A”§’,Aj‘, +.. ] :
a 2g2ny4 1 a
A,ull)/ = |:<_82 + m2 - 82 _ M2 5/,1,1/ - a/,Lal/ a - 1 5 b . (543)

Taking the inverse of AZ’; and converting it to momentum space gives

1 Pubv b
AapAb—p> _ [M—“ ]5“
< M() V( ) p2+m2+igi]\]/\;[y;1 o p2
- P+ M — By | sab (5,44
P+ (M2 + m2)p? + 2g2N~y4 + M2m?2 | 2 o
D(p?)

From this expression we can already make two observations:
e D(p?) enjoys infrared suppression.
e D(0) o M?, so the gluon propagator does not vanish at the origin. Even if we set
m? = 0 we still find a non-vanishing gluon propagator, so we want to stress that this

different result is clearly due to the novel mass term proportional to Py — ww.

In section 2.7 we shall uncover a third property, namely that D(p?) displays a positivity
violation. Also this observation is in accordance with the lattice results [153].
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2.5.2 The ghost propagator

The observation that m? = 0 does not qualitatively alter the gluon propagator, will be re-
peated for the ghost propagator. Henceforth, we set m? = 0, which also improves the readabil-

ity. However, all calculations could in principle be repeated with the inclusion of the mass m?.

We start with the expression for the ghost propagator. Substituting the expression of the
gluon propagator (5.44) in the expression of o (5.27)

k. k ddq 1 @+ M? quq
k%) = N2“”/ S — 52| 5.45
(k) P78 ) @ (k—q)2 ¢* + M2g2 + A+ | q? (5.45)

We have also defined
Moo= 242Nyt (5.46)

As we are again interested in the infrared behavior of this propagator, we expand the previous
expression for small k2,

d—1 [ d% 1 @+ M?
k2~0) = Ng° = k%) . 4
o2 ~0) = N [ e + Ol (547
For later use, let us rewrite o(0) as
(0)_N2d—1/ddq 1 +N2M2d—1/ddq1 1
TN T ) ol g d ] Cri@ i+ M@+ AT

(5.48)
Notice that the first integral in the right hand side of equation (5.48) diverges while the second
integral is UV finite in 4d.

We continue with the derivation of the gap equations as we would like to write A% as a
function of M?, i.e. A2(M?), in expression (5.48). Firstly, we calculate the horizon condi-
tion (3.184) explicitly starting from the effective action. The one loop effective action Fgl) is

obtained from the quadratic part of our action Siq,

(1) /
A / [d®]e—SRoz . (5.49)
This time, the terms —d(N? — 1)y* and 2‘1(]\2[7\/27_;7)§ v2M? have to be maintained, as they will
g

enter the horizon condition. After a straightforward calculation the one loop effective action
in d dimensions yields,

ddq q4+M2q2+)\4

rh = —g(N? - 1)74+2M§ 72M2+(]\727—1)(d_ 1)/(

n
' V2PN 2 PP
(5.50)
We rewrite the previous expression,
) 292N d—1 [ diq . ¢*+ M2+ )\
) _ 1~ _ 4 2272, 2
W= o BT ooy N /(%)dm S 651
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and apply the gap equation (3.184),

AL M? d—1 [ di 1
2 = 22 —l4ca 4 ¢?N / — 0. (552
N2 T TN ] i g N 0. (552)

Secondly, we impose the boundary condition (5.40) in order to obtain an explicit value for .
Instead of explicitly starting from expression (5.45) to fix ¢, there is a much simpler way to find
the corresponding ¢. Therefore, we act with 8%]\942 on the gap equation (5.52). Subsequently
setting M? = 0, gives

1 d—1 4 dig 1 1
—— — ——g°N — = 5.53
X0 4 ¢ / eri@dxio ~ (5.33)

o

where we imposed (5.40). Proceeding, we find

d—1 dig 1 1 1
— ggN/( q +< =0

d 2m)? g2 ¢* + M(0) T " A2(0)
3 di¢ 1 1
= N(0)>¢’N / =
= o = YO | e )
3g°N
= 54
=S T T8 (5.54)

which determines ¢ at the current order.

With the help of the latter two gap equations (5.52) and (5.54), we can rephrase the cor-
rection to the self energy of the ghost. Combining equation (5.48) and (5.52) we can write

d—1 ddq 1 1 M?
2 2
o(0) = 1+ M*g*N /(2 1 g g 242 + N (M) c)\Q( %) (5.55)

From this expression, we can make several observations. Firstly, when M? = 0, from the
previous expression it immediately follows that

o(0) = 1, (5.56)

which gives back the ordinary Gribov-Zwanziger result, see (3.203). Secondly, when M? # 0,
we notice that the ghost propagator is no longer enhanced and behaves like 1/k%, which is
in qualitative agreement with the lattice results from [4]. This behavior is clearly due to the
novel mass term M? [ d*zr (p%p? — w%w%). Thirdly, we see that the term in < is crucial in
order to obtain a ¢(0) which is smaller than 1. Omitting this term would result in ¢(0) > 1 in
the case that M? # 0. However, including this term, we can easily prove that o < 1. Indeed,
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taking expression (5.55) and replacing ¢ with the integral in (5.54), we find
3 [ diq 1 1
0) = 1+M?*¢*N= / =
a(0) T Mg N 1Y% @ & + M2g% + MA(M?)

M? 3 diq 1 1
— - A\3(0)= 2N/ =
o) V1N | Gy @ )

3 2, dip 1 1
= I 1eamY DYV R VL
( ) (W)Pp—i-mp +1

3 M? 2N32N/d4p1 1
4

a2’ @m)ippt + 1
3z% / dip 1 1
= 1——¢°N — ) 5.57
TV G P P T D D) (557
with x = #]\;2) > 0, hence 0(0) < 1. At this point, we can really appreciate the role of the

novel vacuum term (5.30). It serves as a stabilizing term for the horizon condition. Indeed,
without the term (5.30), we would end up outside of the Gribov region for some k? > 0, even
for an infinitesimal* M? > 0. In this sense, the action Skaz constitutes a refinement of the
original Gribov-Zwanziger action, which is a smooth limiting case of Sgy,.

For later use, we can evaluate the integral in expression (5.55) as it is finite. The explicit one
loop value for ¢(0) yields

2
o(0) = 1+ M2 Zg \/ﬁ [m (M2 /M 4>\4) ~In (M2 Ny 4A4)}
_ <392N> M2 )

1287 ) A2(M2)

where we have substituted the value (5.54) for s.

In summary, we have found a ghost propagator which is no longer enhanced. So far, we
have fixed A\? in function of M? and we have found a constant value for ¢. However, we have
not yet fixed M?2. This will be the task of the next section.

2.6 A dynamical value for M?

Up to this point, we have only introduced the mass M? by hand, however this value is in
fact a dynamical value. In this thesis, we shall present two methods to find such a value.
Firstly, in the appendix, we explain how to obtain a dynamical value for M? with the help
of the effective action. However, the calculations become too involved, and therefore, we are
not able to go beyond perturbation theory. Henceforth, in this section we have investigated a
second method, the variational principle, and applied this to the ghost and gluon propagator,
with more success.

Let us explain the variational method which we shall use. Along the lines of [154], we intro-
duce a formal loop counting parameter £ = 1 by replacing the action S with %S . At the same

4Notice that we must take M? > 0 to avoid unwanted tachyonic instabilities.
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time, we replace all the fields ® by v/¢®. Symbolically,
1
S(®,g) — ZS(\/Ecp,g) . (5.59)

It is readily derived that multiplying each field with a factor of v/¢ and performing an overall
1/4 rescaling is the same as replacing the coupling g with V/lg, so we can replace (5.59) with

S(®,g) — S(®,V1g) . (5.60)

In this fashion, the free (quadratic) part of the action is ¢-invariant, while every interaction
terms contains powers® of v/£. The first order in the f-expansion, obtained by setting ¢ = 0,
then corresponds to the free theory. More generally, the f-expansion is equivalent with the
loop expansion, where it is understood that we put the formal bookkeeping parameter £ = 1
at the end.

The next step is to introduce the variational parameter M? into the theory. This is done

in a specific way: we add the quadratic mass term Sy; = M? / diz [(@p — Ww) + 2(19\[272]\_,1)9\2]

to the action, but subtract it again at higher order in ¢, i.e. we consider the action
S(®,9) — S(®,Vlg) + Sar — " Sur (5.61)

with k£ > 0. Since ¢ = 1, we did not change the actual starting action at all.

However, we maintain the strategy of performing an expansion in powers of /. Since the
mass term is split up into 2 parts ~ (1 — ¢¥)M?, both parts will enter the f-expansion in
a different way. At the end, we must set £ = 1 again. If we could compute an arbitrary
quantity Q exactly, the M?-independence would of course be apparent since the theory is not
altered. However, at any finite order in ¢, a residual M?-dependence will enter the result for
Q due to the re-expanded powers series in ¢. Said otherwise, we have partially resummed the
perturbative series for @ by making use of the parameter £. The hope is that some nontrivial
information, encoded by the operator coupled to 1 — ¢, will emerge in the final expression
for Q. One query remains: how to handle the M? which appears in the approximate Q?
Therefore we can rely on the lore of minimal sensitivity [155]: we know that the exact Q
cannot depend on M?, hence it is very natural to demand that also at a finite order (3\% =0,
leading to a dynamical optimal value for the yet free parameter M?2.

The described method of variationally introducing extra parameters into a quantum field
theory provides us with a powerful tool to study nontrivial dynamical effects in an approxi-
mate fashion, yet the calculational efforts do not exceed those of conventional perturbation
theory.

We still have to choose a value for k. We recall that the constant term, Se,, was intro-
duced in order to stay within the horizon. Therefore, we want to retain this term when we
are applying the variational principle. However, we are working up to first order, meaning
that we shall expand the quantity Q up to first order in £ and subsequently set £ = 1. Hence,
taking k = 1 is not a good option as the constant term would vanish and have no influence.

5We recall that the perturbative expansion is one in powers of g2, and thus in integer powers of £.
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Therefore, a better option is to take e.g. k = 2, to assure the consistency of the variational
setup with the restriction to the Gribov region. In this way, we are simply coupling the
variational parameter M? directly to the theory.

2.6.1 The ghost propagator
We start from the expression (5.29) of the ghost propagator

1 1

9 = ET o

(5.62)

and apply the variational principle on the ghost propagator near zero momentum. We have,

2d—l/ dq 1 ¢+ M?
(

k? ~ = N —
U( 0) g d 27T)d q2 (]4 + M2q2 + 4

+O(k?) . (5.63)

As explained above, we replace g2 — fg? and M? — (1 — ¢2)M?. Subsequently, we expand
G(k?)j2~0 in powers of £ corresponding to a re-ordered loop expansion. As we have calculated
the ghost propagator up to one loop, we only need to expand the above expression to the first
power of £,

d—1 [ d% 1 P+ M?
0) = Ng*t — : 5.64
o(0) 774 / (2m)d g% ¢* + M2 + N (5.64)
As indicated earlier, setting £ = 1 gives
d—1 [ d% 1 @+ M?
= Ng° = 5.
a(0) 9 4 / (2m)d 2 ¢* + M2 + N+ (5.65)

which is exactly the same as (5.63). This expression not only depends on M?2, but also on A2,
However, we already know that \? and M? are not independent variables, as they are related
through the gap equation (5.52),

M? d—1 [ d% 1
—14+¢— +¢°N = 0. 5.66
T e /(QW)dq4+M2q2+)\4 (5.66)

Following the variational principle, we replace M? with (1 — ¢2)M? and ¢? with £g?, expand
the equation up to order ¢!, and set £ = 1 in the end. Doing so, we recover again expression

(5.66). At this point, it can be clearly seen that k = 1 in equation (5.61) would cancel the

6

effect of the constant term M2 while k = 2 is a better choice

e
expression (5.66), we find

Ng? (5 m? m? m3 m3 M?
0 = -1 43— 5 - 3——"F——=mh — . (5.67
 Gan (2+ ot Cvanooa ) T 60D
This integral could be similarly calculated as done in appendix B4. We recall that from the

3g°N
1287 *

. Evaluating the integral in

boundary condition (5.54), we have already determined ¢ =

We still require an appropriate value for 7i. Therefore, we fix % = % ’M 24V ME — 4\t

6 Actually, every value for k, with k > 2 is allowed.
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which was chosen as in [87]. We have opted for this specific renormalization scale 71? which
9’N
1672

shall result in an acceptably small effective expansion parameter Consequently, from

the following equation,

1 11 N

22 .
g (ILL ) /Boln ﬁ; ) W1 /60 3 ].6772 ? ( 68)
AI\/IS
we find
2N 3

167w (3|m2 4 v aN))
in units of Ays = 1.

In summary, as ¢(0) remained the same after applying the variational principle, we can
take the expression (5.58) for o(0),

3g°N 1
o(0) =1+ M? In
6472 \/M4—4()\2(M2))2|: (

“n <M2 - \/M4 4 ()\Q(MQ))QN - GZZZ) vﬁ;) . (5.70)

where A\2(M?) is determined by the gap equation,

M2 4/t - 4()\2(M2))2>

N 2 5 2 2 2 2 3 2NM2
0=—1+=0 (243 1T g "M T2 2 T (500
6472 \ 2 VMY 4)\4 T VMY 4)4 T 1287 A2

Before continuing the analysis, let us first have a look at the gap equation. The gap equation
solved for \? as a function of M? is depicted in Figure 5.1. We find two emerging branches,
displayed by a continuous and a dashed line. The former solution exists in the interval
[0,1.53], while the latter one only exists in [1.25,00[. As the latter branch does not exist
around M? = 0, we shall not consider this solution because the boundary condition (5.40)
demands a smooth transition for the M? — 0 limit.

22

03F

02l

0.1F

T S A H
05 1.0 15 20 25 30

Figure 5.1: \? in function of M? in units Agg = 1.
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We can now have a closer look at the ghost propagator or equivalently o(0). We have graph-
ically depicted o(0) in Figure 5.2. Firstly, from the figure, we see that ¢(0) is nicely smaller
than 1 for all M? in the interval [0,1.53]. This is a remarkable fact as it implies that we
have managed to stay within the horizon. Secondly, we notice that the boundary condition

%‘;\E[OQ) e 0 is indeed fulfilled, which is a nice check on our result. We can now apply the

minimal sensitivity approach on the quantity ¢(0). From Figure 5.2 we immediately see that

there is no extremum. However, looking at the derivative of ¢(0) with respect to M?2, we do
2
find a point of inflection at M? = 0.37A§TS. Demanding (%AZ(QO))Q = 0 is an alternative option

when no extremum is found [155]. Taking this value for M?, we find

o(0) = 0.93. (5.72)
The effective coupling is given by
2
g°N
62 = 0.53, (5.73)

which is smaller than 1.

a(0)
1.00

095}
090}
ossf

0.80F

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\M2
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Figure 5.2: ¢(0) drawn in function of M? in units Ay = 1.
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a2 drawn in function of M= in units Agz = 1.

Figure 5.3:

2.6.2 The gluon propagator

In order to apply the variational principle to the gluon propagator, we require its one loop
correction. However, due to the rather complicated form of the propagator, obtaining the
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full exact expression for its one loop correction is not possible. Indeed to appreciate how
cumbersome such an expression could be one has only to examine the M? = m? = 0 case,
[156], where all the one loop corrections to the propagators are given explicitly. However,
despite this, it is possible to calculate the one loop gluon propagator directly in the zero
momentum limit without knowledge of the full correction. Details of how to calculate this
one loop correction with FORM can be found in [84]7

The following expression was obtained

M2 N M* m3 M6 9 A
DI (0) = — M* — 4)*1n ~In—
O) =77 ~Tomz ae [>\4 16\/7 T (16 nM4>
15 1 3 1 m2 15 1 m3
M — N 24+ N In—2
16 Mi_an 2 mnm§+8 (m)3nm%
9 21 A\ 3 m3
M <_1n) S 2 M i 2| (5.7a)
8 16 M*4 16 m?

for the one loop correction at zero momentum where all mass variables correspond to renor-
malized ones.

We apply the variational principle to the gluon propagator in a completely similar man-
ner as in the case of the ghost propagator. Therefore, we replace M? with (1 —¢?)M? and g?
with £g? in the expression (5.74), expand up to order ¢!, and set £ = 1. Doing so, we find the
original expression (5.74) for the gluon propagator back. Firstly, we try to apply the principle
of minimal sensitivity. Therefore, we have depicted the gluon propagator in Figure 5.4. First,
we notice that D™ (0) is positive for all M? € [0,1.53]. Unfortunately, we do find neither
a minimum nor a point of inflection in this interval. Therefore, we shall take the value of
M?, which was obtained in the study of the ghost propagator (see previous section). Hence,
setting M? = 0.37A2 =5 gives

0.63 1165
A2 T GevZ®

MS

DM (0) = (5.75)

Evidently, the effective coupling is still smaller than 1, cfr. (5.73).

D(O)
12¢

10
0.8
0.6
04+

0.2

Il L L L M 2
0.5 10 15 20

Figure 5.4: The gluon propagator D™ (0) drawn in function of M? in units Ay = 1.

7 Afterwards, it has appeared that not all propagators were included in the calculations. Therefore, the
results obtained here can only be considered in a qualitative nature.
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In summary, the infrared value of the ghost propagator and the zero momentum gluon propa-
gator seem to be reasonable. We find a non-enhanced ghost propagator and a gluon propagator
which is non-zero at zero momentum. Our results for the gluon and ghost propagator are of a
qualitative nature as we are only working in a first order approximation. In order to improve
these numerical results, higher order calculations are recommendable. This is however far
beyond the scope of this thesis.

2.7 The temporal correlator: violation of positivity

With the help of the variational technique, we can also show that the gluon propagator
displays a violation of positivity. If we rewrite the gluon propagator in the Kallén-Lehmann
spectral representation,

+o0 2

p(My)
D(p?) = Mz ——2- 5.76
) = [ e (5.76)
,o(Mﬁ ) should be a positive function in order to interpret the fields in terms of stable particles.
If p(Mg) < 0 for certain Mg , D(p?) is positivity violating. As a practical way to uncover this
property, one defines the temporal correlator [99]

+oo 1 +oo
et = [ ap0ude = [ ey, (5.77)
0 T J-x

Consequently, if we can show that C(¢) becomes negative for certain ¢, p(M]?) cannot be pos-
itive for all Mg, resulting in a positivity violating gluon propagator. If the gluon propagator
vanishes at zero momentum, D(0) = 0, one can immediately verify from (5.76) that p(Mg)
cannot be a positive quantity. However, having D(0) # 0, does not exclude a positivity vio-
lation as we shall soon find out.

We can now apply the variational technique on the temporal correlator. At tree level, this
C(t) is given by

1 +oo ) 2 M2

Ct,M*) = — e Pt Pt

21 J_ o pt + M?2p? + (N\2(M?))

Sdp (5.78)

where A\2(M?) is still determined by the gap equation (5.71). Replacing M? — (1 — ¢?)M?
and g2 — (g? is redundant in this case, as we only have the tree level gluon propagator D(p?)
at our disposal. We shall now implement the minimal sensitivity principle as follows: for each
different value of ¢, we minimize the temporal correlator with respect to M?2. C(t) displays
a minimum at M2, # 0, for t > 6/Ass. In Table 5.1, some values for M2, (t) for different
t are presented. For ¢ < 6, we have taken M? = 0; it is clearly visible from the table below
that M2. — 0 for decreasing t.

min

t 6 7 8 9 10

M2

min

0 016 0.35 0.51 0.65

Table 5.1: Some M2, for different ¢ in units Agg = 1.
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The corresponding C(t, M2. ) is depicted in Figure 5.5. Both the z-axis and y-axis are shown
in units fm (1/Agg = 0.847 fm), in order to compare our results with [153, 157]. Not only do
we find a positivity violating gluon propagator as C(t) becomes negative, but even the shape
of this function is consistent with the lattice results® [153, 157]. Moreover, in [153, 157], the
positivity violation starts from ¢ ~ 1.5 fm, in good agreement with our results. Finally, Figure
5.6 displays the corresponding values of g2/N/1672. We can conclude that the previous results

are reliable for t < 8 as g? N/167? is smaller than one.

C(t) (fm)
o010 ©®

—005- o o

Figure 5.5: C(t) (fm) in function of ¢ (fm).
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Figure 5.6: ¢>N/(1672) in function of ¢ (fm).

2.8 A remark about the strong coupling constant

A renormalization group invariant definition of an effective strong coupling constant gZ; can
be written down from the knowledge of the gluon and ghost propagators as

9%(®) = ¢* (%) D (0*, 7%) G* (0*. %) , (5.79)
see e.g. [101]. D and G stand for the gluon and ghost form factor, defined by
Dp’) = DO,
G(p*) = pG(p°). (5.80)

8[153] included quarks, while [157] considered gluodynamics as we are studying in this thesis.
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The definition (5.79) represents a kind of nonperturbative extension of the nonrenormaliza-
tion of the ghost-gluon vertex. At the perturbative level, this is assured by the identity®
Zg=Z, 1Z21/ ? see (3.241). Usually, this is assumed to remain valid at the nonperturbative
level. Although this cannot be proven, this hypothesis has been corroborated by lattice stud-
ies like [158, 159].

In recent years, there was accumulating evidence that ggﬂ(pQ) would reach an infrared fixed
point different from zero: see e.g. [101-103, 160] for a Schwinger-Dyson analysis, [156, 161]
in the ordinary Gribov-Zwanziger approach and [74, 162] for lattice results. These studies
are mostly done in a MOM renormalization scheme, with the exception of [156] where the
MS scheme was employed. The manifestation of this infrared fixed point was motivated in
Schwinger-Dyson studies and the ordinary Gribov-Zwanziger case by means of the power law
behavior of the form factors,

G(P )0 < (0°)7, (5.81)

being expressible in terms of a single exponent «. The Schwinger-Dyson community her-
alded in a variety of studies the value a ~ 0.595, whereas the Gribov-Zwanziger scenario
gives @ = 1. Anyhow, substituting a behavior like (5.81) into the definition (5.79) leads to
ggﬁ(pQ)pzmo o (p?)°, opening the door for a finite value.

However, once again quoting the more recent large volume lattice data of [4, 105, 106, 159],
the power law behavior (5.81) seem to be excluded in favor of

D(pQ)pQNO X p2 )

G(pP)pmo x ()", (5.82)

leading to a vanishing infrared effective strong coupling constant at zero momentum since
ggﬂ(p2)p2%0 o p?. The refined analysis in this paper of the extended Gribov-Zwanziger action,
including an additional dynamical effect, allows us to draw a similar conclusion up to the one

loop level, i.e. an infrared vanishing ggﬂ». Certain lattice studies also pointed towards this
particular scenario [163].

2.9 Conclusion in 4d

We can clearly conclude that by taking into account a condensation of the operator (g — Ww)
(which is already present perturbatively), it is possible to obtain a gluon propagator which
is non-vanishing at zero momentum and a ghost propagator which is no longer enhanced.
However, our values obtained are not very satisfactory and can only be seen in a qualitative
nature. We shall namely show later that the condensate (A?) plays an important role, while
in all calculations, we have neglected this condensate as the calculations became too involved.

For completeness, we have also put all the refined propagators in the appendix E.

9This identity is also valid for the Yang-Mills action is the Landau gauge and is independent from the GZ
action.
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3 Refinement of the GZ action in 3 dimensions

3.1 Introduction

We are of course curious to see what happens in 3 dimensions. As described in section 1.1, in 3
dimensions, the lattice data have found the same results, i.e. a non enhanced ghost propagator
and an infrared suppressed gluon propagator which is non-vanishing at zero momentum.
Therefore, we shall again consider the action Sraz,

Sraz = Saz + Sz,
[tz = [as-r @ -atnl . G8)

Sze

as given in expression (5.13), whereby we have set m? immediately equal to zero in this sec-
tion. d is now equal to 3.

Besides the fact that the dimensionality of many quantities change, e.g. dim(g?) = 1 and
dim(y?) = 3/2, the proof of the renormalization is completely the same as in the previous
section (2.3). Therefore, we shall not repeat this proof in this section.

3.2 The condensate at the perturbative level

We can again show that the local composite operator (LCO) (p¢ — ww) has already a non-
vanishing perturbative expectation value. We recall that

_ oW (J)
(P —ww) o = — , (5.84)
pert aJ 1=
with W (J) the generating functional,
e W) = / [dP]e~Srez | (5.85)

and with Spgz the extended Gribov-Zwanziger action given in (5.83). The lowest order ex-
pression for W (.J) has been calculated in the appendix B4, where we have found in expression
(B.25),

w0 () = —3(N?-1)

)\4 N2_1 3 3 3/2
27+ " or (—ml—m2+J/>. (5.86)

For m? = 0, m; and my are given by

,  J—VJ2 -4

m1: 2 5

J+VJ2 — 4N\

5 (5.87)

m3 =

Using this explicit expression, we can easily obtain the perturbative value of the condensate
(5.84), reading
N?2 -1

Do —ww) . =V2 A~ 0.056(N? — 1)\, 5.88
pert
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where A is the nonzero solution of 81(;(/\)‘) = 0. Since at one loop
4 N2 -1 d?q
r(\) = —d(N*-1 d—1 In (¢* + \* 5.89
() = =g+ =) [ g hm ) 68)
% V2
= “3(N?—1)-5— + (N2 —1)N3 5.90
we find that /3
2
A= ""¢’N 5.91
199 NV (5.91)
with 3( ) )
N°(N< -1
Bpe=¢"~———2>0. 5.92
v =9 036874 (5.92)
We notice that the one loop vacuum energy corresponding to the Gribov-Zwanziger action is
positivelV.

3.3 Infrared problems in 3d

Notice that in the case of ¥? = 0, the 3d theory will not be well defined. In the absence
of an infrared regulator, the perturbation theory of a super-renormalizable 3d gauge theory
is ill-defined due to severe infrared instabilities [164]. This can be intuitively understood
as the coupling constant ¢ carries the dimension of a mass. In the absence of an infrared
regulator, the effective expansion parameter will look like g?/p with p a certain (combination
of ) external momentum/-a. For p > ¢2, very good ultraviolet behavior is apparent, but for
p < g2, infrared problems emerge. The presence of (a) dynamical mass scale(s) m x g* could
ensure a sensible perturbation series, even for small p, as a natural expansion parameter is
then provided by g?/m. From this perspective, a nonvanishing Gribov mass 72 could also
serve as infrared cut-off. This feature is also explicitly seen from equation (5.91), from which
an effective dimensionless expansion parameter can be derived as
2
gN 3 s, (5.93)
(47)3/2) 2V/271

a quantity which is at least smaller than 1. The inverse factor (4)
integration factor generated in 3d.

3/2 is the generic loop

3.4 Modifying the effective action in order to stay within the horizon

Similar as in section 2.4, we need to add an extra term to the action in order assure that we
are still inside the horizon. We define the new action again as

Skaz = Sraz + Sen (5.94)
with
d(N? -1
Sen = AN 1) /ddx s v2T . (5.95)
V292N
We recall the following boundary condition which assures a smooth limit
00(0)
0. 5.96
OM? |2, ( )

19The same feature was also observed in the one loop 4d case, see (D.32).
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3.5 The gluon and the ghost propagator
3.5.1 The gluon propagator
The tree level gluon propagator corresponding to the action (5.94) is again given by

S opt 4 M2p2 LY

D(p?) (5.97)

see expression (5.44) and enjoys the same properties as described in the 4d case on page 126,
namely

e D(p?) is infrared suppressed due to the presence of the mass scales M? and \*.

e D(0) = ]K[—f, i.e. the gluon propagator does not vanish at zero momentum if M? is
different from zero.

These properties seem to be in qualitative accordance with the lattice data [4, 8, 105]. We
also want to stress that the mass term related to pp — ww plays a crucial role in having
D(0) # 0, since in the standard Gribov-Zwanziger scenario, the gluon propagator necessarily
goes to zero.

3.5.2 The ghost propagator

In 3d, the one loop corrected ghost propagator can again be written as

1 1
) = ———sr 5.98
0) = oo (5.99)
where o(k?) is the following momentum dependent function
k. k d3q 1 >+ M?
k) = ¢* N1~ / (q) - :
o) = SN | Grp— g et g a9 (5.99)
Calculating this integral explicitly, we find
2y _ Ng? 1 M? 3 2 _ 4 _ g4
o) = s\ p — T Tt V2k \/M VM4 — 4)
_i 2 _ 4 _ 43/2_4 1 2 2 _ 4 _ 42 V2k
7 (M vV M — 4\ ) k*m+ 5 (2k + M* —/ M* —4) ) arctan \/M2 —
1 M? k 3/2
- — 2k31/ M2 M4 — 4\t — — (M? M4 — 4\
+M2+\/M4—4)\4< \/M4—4>\4) v2 \/ - \/i( " )

1 2 2
—k'r+ = (2k‘2 + M? + /M4 — 4)\4) arctan V2k . (5.100)
2 VM2 4/ MT— 4\

In order to find the behavior of the ghost propagator near zero momentum we take the limit
k? — 0 in equation (5.99),

3 2 2 2 2 2
#(0) = 92N2/ g 1 @M N M
3) (2m)3 q? ¢t + M2g% + \* 6T A2/ M2+ 2)\2
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which can of course be obtained by taking the limit k2 — 0 in expression (5.100). Similarly,
one can check that o — 0 for k? — oo and/or M? — co.

Before drawing any conclusions, we still need to have a look at the gap equations, which
shall fix A? as a function of M?2.

The gap equations
We begin with the first gap equation (3.184) in order to express A as a function of M?2. The
effective action at one loop order is given by

2 d 4 2 2 2 ATA2
(N 1)(d—1)/dqlnq + M*q* +2g°N~y .
2 (2m)? q%® + M?

V292N
With A = 2¢g2N~*, we rewrite the previous expression,

5(1) _ F'(Yl) 292N

N2—-1 d

= M+ 2002M2% + ¢®°N

)

d—l/ ddq nq4+M2q2+)\4
d (27_[_)d q2_|_M2

and apply the gap equation (3.184),

M? d—1 [ d% 1
= —1+¢— +¢°N . 102
0 TN TNy /(%)dq4+M2q2+A4 (5.102)

In 3 dimensions, the integral in this gap equation is finite, resulting in,
M?  ¢’N 1
A 6T M2+ 2)\2

This expression will fix A2 as a function of M?2, i.e. A2(M?) once we have found an explicit
value for <.

(5.103)

This explicit value for ¢ will be provided by the second gap equation (5.40). From expression
(5.99), one finds

o(0) = ¢*°N

d—l/ d?q 1 q> + M?
d (27T>d q2 q4+M2q2+/\4

d—1 d?q 1 d—1 d?q 1 1
2 2 92
=g°N + M*“g°N — .
g d / (2m)d gt + M2q2 + \4 g d / (2m)d g2 q* + M2q% + \*

Therefore, we can rewrite the first gap equation (5.102) as

d—1 d?q 1 1 M?
= —1—M?*~——¢*N — —. 104
0 =00 d ? /(2w)dq2q4+M2q2+)\4+g)\2 (5.104)

The second gap equation can then subsequently be obtained by acting with 8% on the
previous expression and setting M? = 0. Doing so, we find

d—1,

B / dig 1 1 1
d 7] o ¢+ N(0)

e = O (5.105)
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by keeping (5.40) in mind. Setting M? = 0 in (5.103) yields,

2
N
oN2(0) = 967 . (5.106)

Proceeding with equation (5.105), we find the following simple solution for ¢,

1 2 ¢°N
= — 21, 5.107
* T 1202 N0) (5.107)

In summary, the following expression,

g*N 1 M?
= 1—-—, (5.108)
67 /M2 + 2)2 A2

fixes A2(M?).

The ghost propagator at zero momentum
At this point, we have all the information we need to take a closer look at the ghost propagator
at zero momentum. From equation (5.101) and (5.108), we find

o(0) = (J\fj + 1) <1 - Af;) = 1- ZAW; . (5.109)

From this expression we can make several observations. Firstly, when M? = 0, we find
that o(0) = 1, which is exactly the result obtained in the original Gribov-Zwanziger action
[2, 26]. Consequently, the ghost propagator (3.4) is enhanced and behaves like 1/k* in the low
momentum region. Secondly, for any M? > 0, ¢(0) is smaller than 1. By contrast, without
the inclusion of the extra vacuum term, o(0) would always be bigger than 1, which can be
observed from expression (5.104). Therefore, it is absolutely necessary to include this term.
With o(0) smaller than 1, the ghost propagator is not enhanced and behaves as 1/k2.

3.6 A dynamical value for M?

We shall follow section 2.6 in order to obtain a dynamical value for M? in 3d. Therefore, we
introduce M? as a variational parameter into the theory by replacing the action Sragz by

d(N*-1)

VN ]

where /¢ serves as the loop counting parameter, and formally £ = 1 at the end. In this fashion,
it is clear that the original starting action Sgz has not been changed. We have in fact added
the terms in M?, and subtracted them again at k orders higher in the loop expansion. We
shall set k = 2 as we are working up to one loop. Taking k = 1 would destroy the effect of
the vacuum term Sg,, which would be inconsistent as explained before.

Sz + (1 - ék)Mz/ddq: [— (Plpt — Wlwi) +2 (5.110)
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3.6.1 The ghost propagator

In order to obtain a dynamical value for the ghost propagator, we start with the expression
(5.99) for o(k?) and replace g? with £g? and M? with (1 — ¢2)M?, expand up to order ¢ and
set £ = 1. Doing so, we recover again the same expression (5.99). Following an analogous pro-
cedure for the gap equations, also results in the same expression (5.108). This latter equation
determines A\?(M?), which can be plugged in the expression of o(k?), thereby making o (k?)
only a function of M2, next to the momentum dependence.

Firstly, let us investigate o(k?) at zero momentum, which is the key-point of this paper.
Figure 5.7 displays o(0) as a function of M?2. We observe that ¢(0) is indeed smaller than 1
for all M? > 0 as already shown analytically in the previous section. We also find a smooth
limit of ¢(0) for M? — 0 required by the second gap equation (5.40), as can be seen from
the left figure. According to the principle of minimal sensitivity, we have to search for an

extremum, i.e. %?‘(402) = 0. Unfortunately, there is no such an extremum present. Nevertheless,
2
we do find a point of inflection, (%2]\‘27(2(;)2 =0at M?=0.185 (g;—ﬂN) . Taking this value for M?,
we find
o(0) = 0.94, (5.111)

which is indeed smaller than one and results in a non-enhanced behavior of the ghost propa-
gator. This value needs to be compared with the lattice value of ¢(0) = 0.79, which can be
extracted from the data in [106].
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Figure 5.7: ¢(0) in function of M? in units %~ = 1.

Secondly, let us have a look at this point of inflection, when “turning on” the momentum k2.
As shown in Table 5.2, we observe that M? will decrease, until it will vanish at k% ~ 0.55.
The corresponding o(k?) is displayed in Figure 5.8. We thus see that we find some kind
of a momentum dependent effective mass M?(k?), which disappears when k grows. This
could have been anticipated, as we naturally expect that the deep ultraviolet sector should be
hardly affected. Let us also notice here that o(k?) is a decreasing function, as can be explicitly
checked from Figure 5.8. This of course means that we are staying within the horizon for any
value of the momentum.
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Figure 5.8: The optimal o(k?) in function of k2 in units of gg—ﬂN =1.

k? 0 005 01 015 02 025 030 035 040 045 0.50 0.55

0.19 0.16 0.14 0.12 0.10 0.08 0.06 0.04 0.03 0.02 0.01 0

min

2 ; 2 g N
Table 5.2: Some Mg for different £ in units %~ = 1.

To compare our results with available lattice data, we must make the conversion to physical
units of GeV. In [165] a continuum extrapolated value for the ratio /o/g?> was given for
several gauge groups; in particular, \/o/g? ~ 0.3351 for SU(2). Further, \/o stands for the
square root of the string tension. For this quantity, we used the input value of /o = 0.44
GeV as in [99]. Therefore, for SU(2), we find,

2 2
<9N> ~ 0.0194GeV? (5.112)
6m

In Figure 5.9, we have plotted the lattice as well our analytical result for the ghost dressing
function, k2G(k?), in units of GeV. We used the numerical data of [106, 159], adapted to our
needs. We observe that for sufficiently large k2, the lattice data and our analytical results
converge. In this case, the novel mass M? becomes zero as advocated earlier, meaning that we
are back in the usual Gribov-Zwanziger scenario. For smaller k2, we found it more instructive
to compare the lattice estimate of o(k?) with our value as the errors on k2G(k?) = ﬁ(k%

are becoming large when looking at o(k?) close to 1. Figure 5.10 displays o(k?) in units of

2
gg—ﬂN =1luptok?®=1x (gg—ﬁN) = 0.0194 GeV?. We see that both results are in reasonable

agreement, especially if we keep in mind that we have only calculated o(k?) in a first order
approximation.
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Figure 5.9: The optimal k2G(k?) in function of k% in units of GeV. The lattice (our analytical) results
are indicated with triangles (dots). The error bars on the lattice data are roughly of the
size of the triangles.
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Figure 5.10: The optimal o(k?) in function of k% in units of gg—frv = 1. The lattice (our analytical)
results are indicated with triangles (dots).
3.6.2 The gluon propagator

In order to apply an analogous procedure for the gluon propagator, we require its one loop
correction. This correction can be found in [112]

M? ¢’N M4 M>® VIM? 4+ 2)2
D(0) = Tt \/M2+2)\2—)\———\/M2 MW%MZ

13 4, VM2 +2)2 VM?Z+2X2 1 VM? +2)2
73)\47+)‘_§)\6M27+)‘+70)\87+>‘ 7M—f~/M2+2)\2
4 MY —4)* 3 (M* —4XH)2 37 (M* —4)%)2 4

(5.113)

1 Afterwards, it has appeared that not all propagators were included in the calculations. Therefore, the
results obtained here can only be considered in a qualitative nature.
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This propagator at zero momentum, D(0) is displayed in Figure 5.11. We immediately see

2
that there is an extremum at M? = 0.33 (QGQTN) , resulting in

D) = 22 (5.114)

2N\
6T
Doing the conversion to physical units again, we find for SU(2),

12
D0) ~ —s. 5.115
0 ~ (5115)
This value can be compared with the bounds derived from a partially numerical and partially
analytical derivation [105]:

1.2 12

—— <D0 < —= . 5.116
GeV?2 (0) GeV? ( )

We recall that our value D(0) = 12/GeV? is a first order approximation and is only of
qualitative nature. Nevertheless, this value is still consistent with the boundaries of the
lattice data set in [105].

D(0)
0.20

0.15

0.10

005}

. : o OON
Figure 5.11: D(0) in units %~ = 1.

3.7 The temporal correlator: violation of positivity

We shall investigate if a gluon propagator of the type (5.44) displays a violation of positivity,
another fact which is reported by the lattice data [99]. We shall again calculate the 1d
Fourier transformation of D(p?), see expression (5.77). In Figure 5.12 the Fourier transforms,
C(t, M?) are shown for different ¢ in units of fm.

To determine M?, we again rely on the variational setup. We observe that for small ¢, there
is no real extremum. However, for a certain ¢ ~ 1, an extremum emerges at M? ~ 0.
This extremum starts to grow for increasing ¢, but at the same time, the curve flattens out.
Therefore, starting from t ~ 2.6, the extremum disappears again. Hence, we have taken'?

2012 ~ 0.18 is the maximal extremal value, corresponding to t ~ 2.6.
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M? =0 for t <1, and M? = 0.18 for t > 2.6. The resulting temporal correlator is displayed
in Figure 5.13(a).

We clearly observe a violation of positivity, which is in agreement with the lattice data (see
Figure4 of [99]). Although this agreement is only at a qualitative level, the shape of C(t) is
very similar.

It would be interesting to have a look at the temporal correlator in the pure Gribov-Zwanziger
case (M? = 0). Therefore, C(t) is displayed in Figure 5.13(b). We can conclude that this plot
is grosso modo the same as in the refined Gribov-Zwanziger setup.
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Figure 5.12: C(t, M?) for a few values of ¢ in function of M?, in units of fm.
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Figure 5.13: C(t) in terms of ¢ in units of fm in the refined GZ case and in the pure GZ case.
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3.8 Conclusion in 3d

Again, we conclude that by taking into account the condensation of the operator (P — ww),
we have obtain a positivity violating gluon propagator which is non-vanishing at zero mo-
mentum and a ghost propagator which is no longer enhanced.

4 Refinement of the GZ action in 2 dimensions is impossible

4.1 Introduction

Although 2d gauge theories share some similarities with their also confining 3d or 4d coun-
terparts, there are nevertheless some notable differences. Firstly, at the classical level, as
the gauge field A, contains only two degrees of freedom in 2d, imposing e.g. the Landau
gauge condition, 9,4, = 0, already removes these two degrees of freedom from the phys-
ical spectrum. Therefore, as no physical degrees of freedom remain, confinement seems to
be a rather “trivial” phenomenon, if one sees confinement as the absence of the elementary
gluon degrees of freedom. In contrast, in 3d and 4d, one respectively two degrees of freedom
are maintained, hence confinement seems to be more than “trivial”. Secondly, also at the
quantum level, the 2d situation is different from the 4d case. In 2d, the coupling g acquires
the dimension of a mass and thus the theory becomes highly superrenormalizable. However,
a drawback of the superrenormalizability is the appearance of severe infrared instabilities.
Therefore an infrared regulator, usually put in by hand, is necessary. We emphasize that cau-
tion is anyhow at place when performing calculations in 2d gauge theories as discussed in [166].

Therefore, it might not sound so surprising that the behavior of the ghost and the gluon
propagator at low momentum is different in 2d than in 3d and 4d. Indeed, as we already
mentioned in the introduction of this chapter, the ghost propagator is enhanced in 2d, while
the gluon propagator is zero at zero momentum [6, 105, 106].

By analogy with the 4d and 3d case, we shall also add a mass term of the following form,

M? Ik d?z (@wazb —wzbwzb), to the localized Gribov-Zwanziger action Sgz in 2d. Though, in
the next sections, we shall demonstrate that including this mass term will give rise to infrared
instabilities. However, purely from the algebraic and dimensional viewpoint, this mass term

cannot be excluded in 2d just as in 3d or 4d. We shall thus start from the refined action

St = S S, d? dN2_1 M2\
RGZ = ©OGzZt Opp T+ T 2N S )
See = [ a3 @0t - wtut)] (5.117)

The role of vacuum term proportional to the dimensionless parameter ¢ is a bit redundant
in the 2d case, as the problems we shall encounter are neither related to nor curable by this
quantity ¢, which played a pivotal role in 3d and 4d. For completeness and comparability
with the 3d or 4d case, we have included it nevertheless.
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Subsequently, we compute the one loop quantum effective action I' as

I =—d(N?-1) A +(N2_1) (d—l)/(;ii])odln [p2 <p2—|— X >]+dN2_1§M2)\2.

292N 2 p? + M? 92N
(5.118)
The gap equation (3.184) is then determined by
2 d?p 1 2 M?
— = — 5.119
72N / (2r)2 ph 1 M2p? + A8 + gzNg N2 ( )

for d = 2.

4.2 Two reasons why the refined Gribov-Zwanziger action is excluded in
2d

In this section, we shall provide two reasons why it is not possible to add the novel mass
X Py — ww to the standard Gribov-Zwanziger action. It shall become clear that it is exactly
the fact that we are working in 2d which does signal us that the theory with By —ww coupled
to it is not well defined.

4.2.1 The first reason why ¥y — ww is problematic in 2d

We originally started the study of the dynamical effects associated to the operator py — ww
in 3d and 4d because we found a non-vanishing vacuum expectation value for the operator
Py — ww already at the perturbative level, namely (pp — @w) o 72, see equations (5.20) and
(5.88).

We shall now verify that our original rationale behind the study of Py —ww no longer applies
in 2d, showing that this operator cannot be consistently introduced in 2d. It should not
come as a too big surprise that the difficulties related to the operator ¥y — ww rely on the
appearance of infrared instabilities, typical of 2d, which prevents the analogue phenomenon
as in 3d or 4d to occur in 2d.

Let us take a look at the condensate (g — ww). We define the energy functional as

e—W(J,'yQ) _ /d\I/e_SGZ+f d*zJ (Fo—Tw)+<' JN? . (5.120)

. : . . 2
Here, we suitably rescaled ¢ into ¢’ for notational convenience, ¢’ = d%g. We have also
replaced the mass M? by the more conventional notation for a source, i.e. J.

Nextly, let us consider the perturbative value of the condensate, which is explicitly given
by
ow

(@ —Wlpert == 57|~ A% (5.121)

J=0
To calculate this quantity we evaluate the one loop energy functional,

N?—1 a4 A ,
W(J) = —d(N* = 1)y" + (2) (d—1) / (27:;1 In {p2 (p2 T J)] — ML (5.122)
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With the help of dimensional regularization we find the following finite result,

A N? -1 4\ g J - VA=A
W(J) = =5 (N =1) = —— [ JIn — = V/J2 —4)\n TV d —¢'A%. (5.123)

This expression is well-defined when taking the limit J — 0. This corresponds to the pure
Gribov-Zwanziger case, where M? = J = 0. However, the derivative w.r.t. J is singular for
J = 0. Indeed, we find

oW (J) _N2—1 —J I —VJ2 =4\ o ﬁ 2 (5.124)
aJ 16 | VJ2 =40 T+ V2 — 4N ’ '
in which the second term diverges for J — 0. This would imply that
(pp —ww) =00 . (5.125)

This strongly suggests that is it impossible to couple the operator to the theory without even
causing pathologies already in perturbation theory. A way to appreciate that this divergence
is stemming from the infrared region is to derive first expression (5.122) w.r.t. J (assuming
this is allowed) and then set J = 0, in which case

oWLJ) _ M-l d‘p  p? d%p 1 /2
&] J=0 a 2 (d - 1) (/ (27T)d p4 + )\4 - / (27T)dp —q >\ . (5126)

The second term in the previous expression is typically zero in dimensional regularization,
except when d = 2 as it then develops an infrared pole.

Having revealed a first counterargument against the introduction of the mass operator M?(@p—
Ww) in 2d, let us give an even stronger objection in the following subsection.

4.2.2 The second (main) reason why py — ww is problematic in 2d: the ghost
propagator

The case M? #0
Let us consider the one loop ghost propagator. Explicitly, the one loop correction to the ghost
self energy reads

k. k d?q 1 q® + M? quq
k) = ¢*N-% ”/ S — 222 12
7R = SN | Gr gt M 4 N ( g ) (5121)

Looking at the integral (5.127), the term ~ ﬁ which could potentially lead to an infrared
singularity upon integration, is partially “protected” by the external momentum k. One

might expect that the infrared divergence will only reveal itself in the limit £ — 0.

Bearing this in mind, let us determine o(k)g2.q by performing the ¢-integration in (5.127)
exactly for an arbitrary momentum k. We shall invoke polar coordinates. Without loss of
generality, we can put the ¢,-axis along k to write

(k) gQN 00 q2 + M2 /2Tr 1
olk) ===
472 J, ¢ qq4+M2q2+)\4 k2 4+ ¢%2 — 2qk cos 6

(1 —cos?0) , (5.128)
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where we made use of k - d = kqcosf. The Poisson-like #-integral can be easily calculated
using a contour integration,

2m 1— 2 . ~fk2< 2
/ dg L5 f :{ o (5.129)
0 k? + q* — 2qk cos 0 = ifge <k

so we obtain

2 k 2 2 00 9 9
gN (1 q(q” + M7) / ¢+ M

k) = —\ =2 d do) . (51
7 dm <k52/0 gt + M?¢% 4+ M 7t r (g + M2g2 + )4 q (5.130)

It appears that both integrals are well-behaved in the infrared and ultraviolet for & > 0.

Notice that we did not invoke the gap equation (5.119) yet. This is possible, but neither
necessary nor instructive at this point. In order to have a better understanding of the £ — 0
behavior, we can calculate the integrals in (5.130), and extract the small momentum behavior.
Doing so, one finds

o(k)lzno ~ =5~ n(K%) , (5.131)
in the case that M? # 0, which is a well-defined result, in contrast with (5.135).

However, there is still an infrared instability in the theory due to the final In(k?)-factor
appearing in o(k) for small k. This is our second main argument why coupling the mass
operator (pyp — ww) to the theory causes problems:

e The quantum correction to the self energy explodes for small k, completely invalidating
the loop expansion. This problem does not occur in 3d or 4d, since there 0 < 1. It
is not difficult to imagine that the infrared In(k?)-singularity will spread itself through
the theory, making everything ill-defined for small k.

e Moreover, we also encounter a problem of a more fundamental nature. The starting
point of the whole construction was to always stay within the Gribov horizon €. This
can be assured by the so called no-pole condition, i.e. (k%) < 1 as stated in the original
article by Gribov [2]. Since M? must be positive'3, we clearly see from (5.131) that

(k)| > 1, (5.132)
hence G(k) = 1/k*1/(1 — o(k)) is signalling us that we have crossed the horizon.

This confirms again that M? = 0 is the only viable option, i.e. we cannot go beyond the
standard Gribov-Zwanziger action if we want to avoid the appearance of destructive infrared
issues, which unavoidably force the theory to leave the Gribov region.

Remark. In the previous paragraph, in order to calculate (5.127), we have first deter-
mined the integral in expression (5.127) exactly and then we have taken the limit k? — 0.
However, one usually [2, 167] first expands the integrand for small k% and then performs the
loop integration, as this considerably reduces the calculational effort. In the current case, this

13 A negative M? would lead to tachyonic instabilities in the theory, see e.g. the vacuum functional as an
example.
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course of action unfortunately leads to incorrect results. Indeed, doing so, we would reexpress

“177 as
kuk d*q 1 ko k M2
L = ¢*N=5" Rk, ME N
g k2 /(27‘(‘)2 q4 _|_M2q2 + A4 (5,& kQ > +q )\2 y (5 33)

an operation which is based on the gap equation (5.119). Subsequently we rewrite 1 — o(k),

k. k d?q 1 q> kuk M?
1—og(k) = ¢?NZH ”/ 1 Sy — BV el
o(k) TR (27r)2q4+A4< (k—q)2><“ )R

k.k d?q 1 M? quq
2z Fufy pdv
+ N Sy — , 134

T2 /(277)2 (k—q)? ¢* + M2¢% + \* < # q> ) (5.134)

and then we expand the integrand'* around k2 ~ 0 to find at lowest order,

2N d2 M2 M2

L=o®hew = 5 / (2;)12 AT rg T e TOW) . (3:139)
From this expression, we are led to believe that 1 — o(k), hence o(k), is ill-defined at small
k%, due to an infrared singularity which makes the integral in the r.h.s. of (5.135) to explode.
However, this is not true, as in this case, the limit and the integration cannot be exchanged.
The only correct way is to first calculate the integral and then take the limit as was done in
the previous paragraph. Further on this section, we shall explicitly explain why expression
(5.135) is wrong by exploring the M? = 0 case in more detail.

The case M? =0
It is instructive to take a closer look at the usual Gribov-Zwanziger scenario. One finds for

M? =0 that ) 2
gN (=
k ~ = -], 5.136
of )|k2~0 A <4)\2 4)\4> ( )
a result which is indeed free of infrared instabilities. We also point out that ordinary (pertur-
bative) Yang-Mills theory is recovered when A = 0. It is hence nice to observe that this again
causes troubles in the infrared since the A — 0 limit diverges. This is just a manifestation
of the fact that 2d gauge theories are infrared sick at the perturbative level, and need some
(dynamical) regularization. Apparently, at least at the level of the ghost propagator at one
loop, the Gribov mass acts a natural regulator in the infrared sector.

We should still use the gap equation in (5.136) to find the correct ghost propagator. The gap
equation (3.184) for M? = 0 is readily computed as

2 d2p 1 1
- = 5.137
92N / (2m)2pt+ At 8A2 ( )
Evoking this gap equation, we find

2 2 2 2 2
g°N (= k g°N k 16k
1- S O N A A 1
o (k) im <4)\2 4)\4> ir AN' T 7g2N (5.138)

1¥We notice that there will be no terms of odd order in k. This would correspond to an odd power of ¢,
which will vanish upon integration due to reflection symmetry.
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Henceforth, we obtain

1 1 g’ N
ab ab

k = 9 —_— = 5.139

g (k) k2~0 k21— (k) |20 16k4 ( )

We conclude that the ghost propagator is clearly enhanced and displays the typical behavior
~ 1/k* in the deep infrared, in accordance with the usual Gribov-Zwanziger scenario.

Remark. As we already announced earlier in this section, let us have a closer look at
the M? = 0 case. In a way completely similar to the M? # 0 case, we find, around k2 ~ 0,
+O(kY)

kaky [ d2¢ 1 (K2 (k-q)? k
_ 9 RuRy L
(A =oEDlieno = 9N "5 / (27m)2 gt + A1 (q2 T ) <5W R
(5.140)

where we have expanded the integrand w.r.t. ¢ before integrating. Exploiting polar coordi-
nates once more, we are now brought to

2 +oo 2T
(1= (k) |any = Iy [ 2da_1 / (1—4cos? 0)(1—cos?0)d0+ O(kY) . (5.141)

4772 0 ? q4 + )\4 0
Surprisingly, the #-integral vanishes, as it can be easily checked. In fact, one can extend this
observation to all orders in k. To do so, we write

2 2

4 q
- - = 0 5.142
(Q—k:)2 q? + k? — 2gk cos 0 1+E qcose Z( ) (cos ) ( )

q2

where we introduced the Chebyshev polynomials of the second kind, U, (x). It holds that
[168]

sin((n + 1))

Uy (cosB) e~ (5.143)
Subsequently, we can rewrite
d?qg & E\" 1
_ 2 2
l—o(k) = ¢ N/ 2n)? nE:1(1 — cos” 0)Uy(cos ) <q> A (5.144)

where use has been made of Up(x) = 1. Assuming that the integral and the infinite sum can
be interchanged, we are led to

+o00 dq 1 2m
1—o(k) = Z / v / (1 — cos® O)Uy(cos0)df . (5.145)
n=1

Since n > 1 and making use of (5.143), for the #-integration we find
2m 2m
/ (1 — cos? 0)Uy,(cos0)dd = / sin @ sin((n + 1)0)dé
0 0

_ /2” cos(nf) — cos((n + 2)0)d6 _o. (5.146)
0

2
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However, this does not make the integral in (5.145) well defined, as the remaining g-integral
is infrared singular for any occurring value of n! In fact, exactly these infrared divergences
forbid the interchange of integral and of the infinite sum. This is a nice example of the fact
that the integral of a infinite sum can be well defined, whereas the (sum of the) individual
integrals are not.

When we first integrate exactly for any & and then expand in powers of k2, we do recover the
meaningful result (5.138) at k2 ~ 0.

4.3 Conclusion in 2d

From the previous subsection, we can conclude that it is not possible to “refine” the Gribov-
Zwanziger action in 2d, in contrast with the 3d or 4d case. We are thus back in the usual
Gribov-Zwanziger scenario, which predicts a 1/k?* singularity for the ghost propagator, and a
vanishing gluon propagator at zero momentum, D(0) = 0.

5 Lattice study of the RGZ propagators

5.1 Introduction

In this section, we shall discuss the agreement of the gluon propagator (5.44) in 4d, i.e.

D(p?) = , 5.147
@) pt + (M2 +m?2) p? + 2g° N~y* + M*m? ( )

w

with the lattice data. We shall base ourselves on [114]. We are curious whether the propaga-
tor (5.147) can reproduce not only qualitatively the gluon propagator, but that it also works
out well at the quantitative level. We shall therefore analyze the lattice gluon propagator in
pure SU(3) Yang-Mills gauge theories in 4d and investigate to what extent the propagator
(5.147) can match the data, by treating the mass scales m?, M? and y* as fitting parameters.
It shall turn out that an important role is played by the presence of the dimension two gluon
condensate (A2), represented by m?.

The lattice calculations were done by our collaborator O. Oliveira, whereby the data of
Table 5.3 were used. Of the three (8 values, § = 6.0 was used to perform an extrapolation to
the infinite volume limit, whilst the Berlin-Moscow-Adelaide at 3 = 5.7 and 8 = 6.2 was be
used to cross-check the final results. We refer to [114] for the details concerning the lattice
calculations. Let us now glance trough the results.
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6 =517 a = 0.1838 fm
L 64 72 8 88 96
al (fm) 11.8 13.2 14.7 16.2 17.6
# Conf 14 20 25 68 67

8=6.0 a = 0.1016 fm
L 32 48 64 80
aL (fm) 3.25 4.88 6.50 8.13
# Conf 126 104 120 47

8 =6.2 a =0.07261 fm
L 48 64
aL (fm) 3.49 4.65
# Conf 88 99

Table 5.3: The lattice setup. For the conversion to physical units we took the lattice spacing measure
from the string tension [169]. The first set of configurations, i.e. those with 8 = 5.7, were
generated by the Berlin-Moscow-Adelaide group and the results published in [108]. Note
that in their paper, the lattice spacing was taken from ry. The Berlin-Moscow-Adelaide
data was rescaled appropriately to follow our conventions.

5.2 Gluon propagator and evidence for the d = 2 gluon condensate (A?)

In this section, we shall show that m? is of paramount importance for the fit of the gluon
propagator (5.147). In principle, it is sufficient to consider the condensation of the operator
Pled —wlwd to have a gluon propagator that does not vanish at zero momentum. Therefore,
we can test whether the lattice data can be fitted by the gluon propagator (5.147) with
m? =0, i.e.

p2 —|—M2

D(p*) = :
() Pht M2p2 1 242 N~4

(5.148)

Although expressions (5.147) and (5.148) have a very similar structure, the lattice data dis-
tinguishes quite clearly between the two functional forms. Indeed, while (5.147) is able to
reproduce the lattice propagator on a wide range of momentum starting at 0 GeV and going
up to 1 — 1.5 GeV, in the sense that the corresponding fit have x?/d.o.f. < 2, the fits cor-
responding to (5.148) always have a x2/d.o.f. larger than three, and should as such be rejected.

To give an example of a fit with m? # 0, we have depicted the renormalized gluon prop-
agator computed using the 3 = 6.0 and 64* lattice and the fits corresponding to (5.147), see
Figure 5.14. Although the fits use only the momentum in [0, pyaz], in Figure 5.14 we show the
propagator if one uses (5.147) over the entire momentum region. There is a small difference
between the lattice data and the prediction of (5.147) in the ultraviolet region which is clearly
seen in the gluon dressing function, see Figure 5.15. These small observed differences!® are
expected as (5.147) does not take into account the perturbative logarithmic corrections [114].

In conclusion, the fits to the propagators (5.147) and (5.148) seem to point towards a non-
vanishing gluon condensate {(A?). Later, we shall discuss this in more detail and extract an

5For the highest lattice momenta p = 7.76 GeV, the measured propagator is 0.01205(32) GeV ™2, while
(5.147) predicts 0.0172 GeV 2.
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estimate for (A2).

Renormalized Gluon Propagator - p =3 GeV
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Figure 5.14: Gluon propagator and fit to (5.147) using the momentum range [0, prmaz]- Pmaz = 1.243
GeV is the largest fitting range which has a x?/d.o.f. < 2. The figure includes the
outcome of the fits for the two fitting ranges considered.

Renormalized Gluon Dressing Function - p =3 GeV

* pB=60- 64"
— Fit-p,, =048 GeV [x/dof = 1.1]
Fit- p,., = 1.243 GeV [x/dof = 1.7]

p’ D)

—a

d
]
|
|
|

|
|
|
|
|
|

|

|

|

+
f

bbb o,

8
p [GeV]

Figure 5.15: The same as in Figure 5.14 but for the gluon dressing function p?D(p?). The dressing
function provides a clear picture of the differences between (5.147) and the lattice data
in the ultraviolet region.

5.3 Measuring the scales in the Refined Gribov-Zwanziger gluon propaga-
tor using the lattice data

Let us now give some estimates for the different mass parameters in (5.147). It is not expected
that (5.147) is able to describe the lattice propagator for the full range of momenta, due to
logarithmic corrections. Therefore, a sliding window analysis was performed, i.e. the prop-
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agator was fitted using momenta in [0,p], with increasing values for p. Then, the x?/d.o.f.
was used to establish a maximum range of momenta described by (5.147), see Figure 5.16.
For the largest two (8 values and for the largest lattices, the Refined Gribov-Zwanziger tree
level propagator is able to describe the lattice data well above 1 GeV. In particular, for the
largest volume, being the 3 = 6.0 and 80 case, the lattice gluon propagator can be fitted by
(5.147) beyond 1.5 GeV.
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P N

=)

N
o

N

=]

N}
o

X’/d.of.
P N

2
Xx/d.of.
o I3 Iy g [y P < k "
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Figure 5.16: Fitting the propagator to (5.147): x2/d.o.f. as a function of the maximum fitting
momenta pPpq. for each lattice.

In Figure 5.17 the result of fitting (5.147) is reported to the renormalized gluon propagator
computed from the 8 = 6.0 and 64* lattice data as a function of the fitting range [0, prma)-
Similar plots can be shown for the remaining fits. As Figure 5.17 shows, the estimated values
for M2, M? + m? and w?* = 2g°N+* + M?m? are stable against a change on p,,q;. For each
simulation, as a set of values, we choose those which correspond to the largest fitting range
with a x?/d.o.f. ~ 1. For example, for the 8 = 6.0 and 64* data, we take pyqe = 0.929 GeV
and M? = 2.589 £ 0.068 GeV?, M? + m? = 0.539 + 0.025 GeV?, w* = 0.2837 £ 0.0059 for a
x%/d.o.f. = 1.07. When the x2/d.o.f. never crosses or becomes to close to 1, such as happens
in the smallest fitting lattice volume, we choose the set of values which minimizes x?/d.o.f.
for the largest possible fitting range.
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Figure 5.17: Evolution of the fitting parameters with p,,., for 3 = 6.0 and 64* data.
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In Table 5.4 we report the estimates of the different parameters defining the Refined Gribov-
Zwanziger tree level gluon propagator for each lattice simulation. The values are plotted
in Figure 5.18 as a function of the inverse of the lattice length L. The data shows a small
dependence on 1/L, especially for M?+m?, and on the lattice spacing, i.e. on 3. Nevertheless,
for 8 = 6.0, the four volumes can be combined to perform a linear extrapolation to the infinite
volume limit.

L DPmaz M M? +m? w? x?/d.o.f.
8 =57

64 1.255 2.1324+0.052 0.364 +0.020 0.2553 4 0.0051 0.99

72 0.814 2.017+£0.097 0.302£0.028 0.245 +0.011 1.21

80 1.089 2.151+£0.047 0.359 £0.016 0.2604 £ 0.0049 1.55
3=16.0

32 1.072 2.82+0.13 0.652 £0.054 0.2708 + 0.0096 1.40

48 0.757 3.07+0.33 0.71£0.10 0.312 +0.030 1.46

64 0.929 2.589 £0.068 0.539 £0.025 0.2837 £ 0.0059 1.07

80 1.103 2.346 =0.043 0.463 +=0.019 0.2561 £ 0.0030 1.03
B3=6.2

48 1.419 2.40+£0.11 0.473 £0.045 0.2677 4+ 0.0095 1.17

64 1.476 2.366 £0.066 0.476 £0.027 0.2721 £ —0.0057 1.37

Table 5.4: Tree level gluon propagator parameters from fitting the Refined Gribov-Zwanziger prop-
agator (5.147) to the renormalized lattice gluon propagator.
statistical and computed assuming Gaussian error propagation.
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The errors reported are

Figure 5.18: Parameters for the tree level gluon propagator of the Refined Gribov-Zwanziger action,
computed fitting the renormalized gluon propagator, as a function of the inverse of the
lattice length L. The observed fluctuations in the 8 = 5.7 results are explained in [114].

Now let us give the final values. Firstly, M? is reasonably well described by a linear function
as a function of 1/L. Indeed, the x2/d.o.f. of the fit is 2.13, giving
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which is in good agreement with the value computed from the largest 5 = 5.7 volume.

Secondly, for M? + m?2, the linear fit gives an infinite volume value of
M? +m? = 0.337 £ 0.047 GeV?, (5.150)

for a x2/d.o.f. = 2.04.

Thirdly, for w?, the linear extrapolation has a x?/d.o.f. larger than 3. Fortunately, it seems
that w?* shows the smallest dependence on 1/L and the lattice spacing, with the largest vol-
umes providing numbers which are compatible, within one standard deviation. Therefore,
given the results reported in Table 5.4 for the largest volumes, one can claim that

w? =0.26 GeV?, (5.151)

which are the reliable digits from the largest two lattices, see the Table 5.4. The linear
extrapolations can be seen in Figure 5.19. We observe that the figures for the g = 5.7 data
and the linearly extrapolated results are pretty close, giving us further confidence in the
extrapolation.
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Figure 5.19: The same as Figure 5.18 but including the linear extrapolations for M? and M?2 + m?,
which are obtained using the § = 6.0 data. The large volume 3 = 5.7 data serves as a
consistency check, as explained before in the text.

From these three numbers, we can extract

m? = —1.81 4+ 0.14 GeV?, (5.152)

and simultaneously
2g°N~y* = 4.16 + 0.38 GeV*. (5.153)

Therefore, assuming that (5.147) describes the infrared gluon propagator, we have that

M? 5
D(0) = — = 8.3+ 0.5 GeV 2. (5.154)
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The zero momentum gluon propagator computed using the extrapolated values for M? and
w? is in excellent agreement, within one standard deviation, with the lattice D(0) computed
from lattice QCD for 3 = 5.7 where D(0) ~ 7 — 8.5 GeV~2, 3 = 6.0 and 80* data where
D(0) = 8.93 £0.47 GeV~2 and for 8 = 6.2 and 64* data which has a D(0) = 8.95 & 0.22
GeV~2.

5.4 Extracting a value for the dimension two gluon condensate (g*>A?)

In order to obtain an estimate that can be compared with other values available on the
market, we shall rely on the renormalization group. In particular, we wish to compare with
the values (5.2) and (5.3), being

(?A?) = 51707 GeV? (5.155)

and
(g?A%) =4.440.4 GeV?, (5.156)

For this, we shall need the following correspondence between the tree level gluon mass m?

and the condensate (A?) [87, 137]
9N
13 N

Hence, our estimate (5.152) corresponds to a positive gluon condensate, as using (5.157) yields
for N =3

(§°A%) = —Com?, G (5.157)

(g% A%) = 3.35 4 0.26 GeV?2. (5.158)

As here, we have renormalized at a scale p = 3 GeV, while the value (5.155) was obtained at
a renormalization scale y = 10 GeV, this value needs to be rescaled. For this, we need the
following one loop renormalization group equations,

o . 11 N
il - _9 _ -
:U’alug /809 ) 50 3 167['2 5
_ o 5.159
Haou™ W9 0= 51 ( )

which are valid in any (massless) renormalization scheme!® [87, 137]. We can solve the
differential equation for ¢ at one loop to find

1 1%
2~ In— 5.160
9 =55 08, ( )

whereby A7 is the scale at which the corresponding coupling constant g2 blows up. Therefore,

we have at one loop
0 2 70 1 2
m2 =" ) 5.161
Pou T 25 2" (5.161)

which by introducing the auxiliary variable £ = In ﬁ, can be easily integrated to

0 —9/44
25 In &
m? = m2 <§> C = m2 < fg) . (5.162)
T

16We recall that the lowest order anomalous dimensions are universal quantities.
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The fundamental scale A7 of this T-scheme is related to the conventional MS one through
the conversion formula [136]
A = Asrse®7/ T2, (5.163)

Thus using the estimate Ags = 0.224 GeV? determined in [136] consequently leads to

<g2A2>u:10 GeV

=3.03+0.24 GeV?, (5.164)
whereby we have employed (5.157) and (g?A2) = 3.35 GeV? at g = 3 GeV? as input values.
A remarkable result is that our estimate is at least in the same ballpark as the ones of (5.155)
and (5.156), which were obtained in a completely independent way.

5.5 Comparing the lattice estimate of M? with the analytic obtained value

Finally, although the lattice data seem to support the gluon propagator (5.147), the value
obtained for M?, namely M? = 2.15 + 0.13 GeV?, see equation (5.149), does not agree
with the values obtained in section 2.6, i.e. M? = 0.37AZ_ = 0.08288 GeV? , whereby we
used Ags = 0.224 GeV? determined in [136]. This latter value was obtained at a different
renormalization scale, but is far too much off to be in the same ballpark as the value obtained
by the lattice (5.149). However, notice that in section 2.6, we did not take into account the
condensate <A2>, as we have always set m? = 0. Therefore, it is possible that this has a great
influence on the results in section 2.6. In any way, we can conclude that the results of section

2.6 are not very satisfactory and more research should be done on this topic.

6 But there is more

So far, we have refined the GZ action by including a dimension 2 condensate for which the
corresponding operator is BRST invariant, namely @¢¢f — wiw! = s(wiyf). However, as
we have discussed in great extend in chapter 4, the BRST symmetry is softly broken in the
GZ action. Therefore, one could ask why we have investigated a BRST invariant d = 2
operator. In fact, we could split the operator @} y§ — wiw into two separate operators,
i.e. coupled to different sources. Moreover, there are other d = 2 operators. In fact, all
possible renormalizable d = 2 operators O; in the GZ action, which have ghost number zero,
are given by

O; = {Au Ay, ¥l ¥i o] PiP; wiwi' } (5.165)

We shall only investigate condensates which are fully contracted over the indices, e.g. like
0iP; = ¢ P, in order to have a lorentz invariant object. However, as one can find in
[170], there are other possibilities to combine the color indices. If one wants to be absolutely
complete, one would have to take into account all possible color contractions. Unfortunately,
taking all possible color contractions into account would be hopelessly complicated and we
hope that we have captured the physics by taking only one color combination. However, in
principle, different color combinations are possible.

As an advantage of the new insight that we can split the operator ¢y — wiwf, we shall
be able to calculate the effective potential. This was impossible for the RGZ action as ex-
plained in section 2.6. In this way, we shall be able to provide profound indications that the
condensates are indeed present.
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Therefore, the purpose of this section is twofold. (1) We want to show that there are more
condensates than taken in consideration so far. (2) We want to show explicitly that the mini-
mum of the effective potential including the condensates is a non trivial minimum, i.e. in this
minimum the condensates are present.

6.1 A further refining of the Gribov-Zwanziger action
We propose to study the following extended action,
Ycaz = Xgz+ X2+ Sz + Sow + Sepaz + Spewe + Svac (5.166)

whereby Y, is given by equation (3.216), ¥ 42 by (5.7) and

Sos = / dhas(PElel) — / d'z [Qpl? — PPlut] |

Sow = /d4xs(Vw§‘w?) = /d4:L' (Wwiw! — Vgiwd] ,

(2

1 Yy . 1
Sepoe = 3 / d'zs(GVwip}) = / d'z [FJW?¢?+2G”90?¢?] :
1 g 1 .. g
Spewe = 3 [ Qestiigtet) = [ ate|36%etet - Hutes)

Svac = /d4:1: [/@(G”@ij — 2Hijﬁij) + )\(Gu‘@jj _ 2Hu‘ﬁjj)}
- / Az [(QQ + QW) + BQW + WW) + xQr +6Wr] . (5.167)

We have introduced 4 new doublets of sources, i.e.

sP = @,

sV = W,

sG7 = 2H”

sHY = GY, (5.168)

whereby P, V, HY and H"” behave like Grassmann quantities. For consistency, the sources
with double index ¥ sources are symmetric in these indices. In this light, we use the following
definition for the derivative w.r.t. a symmetric source A,

oN;; 1

) (dirdje + diedjk) - (5.169)

Notice that some sources have double indices, e.g. H%, while other sources have no indices,
e.g. P. The reason for this is only for the of the algebraic renormalization in order to keep
certain symmetries, and they have no further meaning.

We have also introduced a vacuum term which shall be important for the renormalization
of the vacuum energy. As shown in [137], the dimensionless local composite operator (LCO)

parameters «, (3, x and § of the quadratic terms in the sources are needed to account for
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6. BUT THERE IS MORE

the divergences present in the correlation functions like (O;(k)O;(—k)), with O; one of the
operators given in expression (5.165).

Now we can prove that the action (5.166) is renormalizable to all orders. The proof is very
similar to the proof of the renormalizability of the RGZ action, the only difference is that
algebraically, mixing is allowed between different sources and parameters. We refer to the
appendix F for all the details.

For the rest of the story, we are only interested in a number of condensates. Therefore,
we first set the source W = 0, which is coupled to @w, as this is not our current interest!”
and we also set P =V = n = 0, as we have introduced these only to preserve the BRST.
Secondly, we also set HY = H” = 0 and we set G7 = §7G and G’ = §YG. The action
(5.166) becomes,

1 1
Secr = Scat [ d'o |Qutet + 5rALAL - 56 - 0QQ - xQr
1 1 _
+/d4a: {2Ggo?<p? + §Gg0?<p? + 0GG| (5.170)
whereby (kd(N? — 1) + Ad?(N? — 1)?) was replaced by one parameter o.

6.2 A diagrammatical look at the mixing and vacuum divergences

Before starting the calculation of the effective action, we can provide some simplification of
the action with the help of a diagrammatical argument. Firstly, looking at the action (5.170),
we see that a term y@Q7 is present. This term is responsible for killing the divergences in
the vacuum correlators (A?(z)@p(y)) for @ — y. However, we can prove that there are no
divergences of this kind in diagrams at one loop. Let us start with these one loop diagrams.
There is only one possible type of diagram for <A2 (x)@go(y)>, as can be found in Figure 5.20.

Figure 5.20: 1-loop diagram.

The UV behavior of this diagram is finite, as can be extracted from the list of propagators
(4.23). Indeed, for large momenta, the corresponding integral of the diagram (5.20) behaves
like ~ [ d%}%}%, which is perfectly finite. Therefore, lim,_.,, ( A%(2)Py(y)) is not divergent
at one loop. In the next section, we shall explicitly prove this.

At two loops, it is not possible to present the same argument as there exists a diagram
which can be logarithmic divergent:

"There is no lowest order coupling of w and @ to the gluon sector.
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CHAPTER 5. THE REFINED GRIBOV-ZWANZIGER ACTION

Figure 5.21: A possible divergent 2-loop diagram.

as can be checked from the list of propagators (4.23).

Secondly, we can also have a look at the mixing of the operators A% and Bp. In the algebraic
analysis, see appendix F, we have found that a mixing is possible between the different opera-
tors, see equation (F.26). This means that algebraically, a counterterm in QA,A,, is allowed.
This counterterm is needed to cancel the infinities of the following type of diagrams:

However, we can prove that there are no infinities at one loop, as the only possible diagram
is given by,

which is similar to the diagram in Figure 5.20. We can thus conclude that the mixing can
only start at two loops. Again, we cannot exclude divergences at two loops, due to a similar
diagram as in Figure 5.21.

6.3 The effective action

In this section, we shall try to calculate the effective action. The calculation is quite technical
and shall therefore be split in different steps, although the result is reasonably compact and
can be immediately found in expression (5.225).

The energy functional can be written as
eWQNGE) = / [d.A,][de][de] [db] [do][dp] [dw] [d]e 057 (5.171)
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with Ycgz given by equation (5.170). We recall that in d = 4 — e dimensions, we have the
following dimensionalities,

d—2 €
[Au] = [‘P]:Tzl_§7
4—d €
lg] = ?:i’
[r] = [@Q=1[G]=[G] =2,
) = ld=hl=le)=d—4=—. (5.172)

6.3.1 The LCO formalism

In order to calculate the effective action, we shall follow the local composite operator (LCO)
formalism developed in [137, 171]. Let us outline the main idea. We start from a LCO O, in
our case a local dimension two operator within a dimension four theory. As is already done
multiple times, we couple the operator(s) of interest to an appropriate source(s) J, and add
this term JO to the Lagrangian. This gives rise to a functional W (J), which we need to
Legendre transform to find the effective potential, see equation (2.18). However, as already
made clear, novel infinities shall arise, which are proportional to J2. This infinities are due
to the divergences in the correlator lim, ., (O(z)O(y)), as already explained in section 6.2.
Therefore, in general, a term proportional to J? is always needed in the counterterm, and the
starting action needs a term'® ¢J2. This ( is called the LCO parameter, and is needed to
absorb the divergences in J2, i.e. §¢.J?. The functional W (.J) obeys the following homogeneous
RGE 0 0 0 0
(MBM + 5(92)@ —(9°) /dA‘wJM +n(g°, C)é,c> W(J)=0. (5.173)
with 1(g?, ¢) the running of ¢,
uaaﬂé =n(g°,¢) (5.174)

Notice that it is necessary to include the running of  at this point.

Now the question is, how can we determine this seemingly arbitrary parameter {7 This
is possible by employing the renormalization group equations. We can write

CJE = u (T2 +8¢T?) (5.175)

which is the translation of expression (2.94). As the Lh.s. is independent from u, we can
derive both sides w.r.t.  to find:

(¢4 50) + (uaié T uai«sc)) ()¢ 50) =0, (5.176)

whereby v;(g?) is the anomalous dimension of J. As we can consider ¢ to be a function of
g2, and by evoking the (8 function,

2\ _ ﬁ 2
B(g7) = Hon? (5.177)

BFor an example, see the action (5.170), where we the term ,%(172 — aQQ — xQ7 is needed in the starting
action. The sources Q and 7 are coupled to the LCO operators O1 = p,p; and Oz = A, A,. Note that here,
there is also a mixing term @ for the divergences in lim, ., (O1(x)O2(y)).
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CHAPTER 5. THE REFINED GRIBOV-ZWANZIGER ACTION

the equation (5.176) becomes,
0
P(e") 5a¢(9") = 2(g")C + 1(97) (5.178)

with f(g?) = eé(—ﬂ(gQ)a%Q(ég‘) +2va(g%)6¢. The general solution of this differential equation

reads
C(g2) — Cp(g2) + aexp (2 /g 7J(2)d2’> 7 (5179)
1

B(z)

with (,(g?) a particular solution of (5.178). A possible particular solution is given by
Glo?) = % teth+ cag?B L. (5.180)

whereby we have temporarily introduced the dependence on h. Notice therefore that the
n-loop result for ¢(p?) will require the (n + 1) loop results of 3(g?), 7s(g?) and f(g?). As we
would like ¢ to be multiplicatively renormalizable, we set o = 0. In this case we have that

C(g%) +5¢(g%) = o = ZcC(g?) - (5.181)

and we loose the independent parameter o. Also, now that ¢ is a function of ¢, the RGE
(5.173) becomes

0 9y O 9 / 4 .0
= — — d*zJ— | W(J)=0 5.182
(1 + 8505~ 0la?) [ s )W =o0. (5.18)
as deriving w.r.t. ¢ is now incorporated in deriving w.r.t. g2.

After determining the LCO parameter (, the next step is to calculate the effective action
by doing a Legendre transformation. However, it shall be easier to perform a Hubbard-
Stratonovich transformation on W (J), whereby we introduce an auxiliary field o describing
the composite operator O. In this way, we immediately loose the quadratic term in J2, and
a clear relation with the effective action emerges. How this is done, shall be demonstrated
in this section. We only need to mention that the case we are handling here is a bit more
complicated due to the mixing of the operators Oy = @;p; and Oy = A, A,. However, the
principles stay the same.

6.3.2 Differential equation for the LCO parameters (, o, x and g

We shall try to determine the four LCO parameters ¢, «, x and o. We shall first derive a
differential equation for these parameters, in an analogous way as in [137, 143]. As there can
be mixing, we shall define 6(, dw and 0y as follows

1 1 1
—iCng—OéoQg—XoQoTo =—pu (2C72 +aQ” +xQT + §5C72 +0aQ® + 5XQT) , (5.183)
while dp can be defined independently:
_ _ ) __
00GoGo = /,L*EZQZGZ§QGG =u <1 + 5) oGG . (5.184)
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We further define the § function,

2 _ 2 5.185
and the anomalous dimension of G,
78 InZg =va(g®) = 9 G = —va(dHG (5.186)
8 G = g ’uf)u = —Yc\9 ) .

which is exactly the same as the anomalous dimension of G as Zg = Zz. To define the
anomalous dimensions of ) and 7, we start from equation (F.26):

Qo| _ |Zgo 0 ||Q

[7-0] B [ZTQ ZTJ [T] ’ (5‘187)
—— ——————

Xo Z X

a relation stemming from the algebraic renormalization. With the matrix Z, we can associate
the anomalous dimension matrix I':

0
—7Z =7, (5.188)
(3
and thus
Z5 Z, 0
r—z 2z aati%aq s - [VQQ 0 ] . (5.189)
8“ ZTQ'ua;LZQQ +Z7'7' Na,uZ Q Z’TT M@Z‘FT Po1r vrr

This matrix is then related to the anomalous dimension of the operators:

Xo=ZX = 0= a—Z)<'+Z,f9—X 0X
I

o = ngy = T (5.190)

so the anomalous dimensions of the sources () and 7 is given by

9 1Q Qe 0 | |@
— = . 5.191
“au [T] [—Fm —Yrr] LT ( )
With these definitions in mind, we can derive a differential equation for 4¢, dw, dx and do.
We start with that of dp. Starting from expression (5.184) and deriving w.r.t. u, we find

—e(o+d0) + (uai@ + ui(%)) —27a(9%)(e+60) = 0. (5.192)

As we can consider p to be a function of g2, according to the standard LCO formalism, we
can rewrite this equation as

0

—0(g%) = e(o+d0) — Bly )882(5Q)+27G( *)(o+ do) - (5.193)

ﬂ(gQ)ag

As o is finite, we can even further simplify this into

B(0%) 5.5006%) = DialeP)o + bo - B3 5(60) + TalPde . (5199
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CHAPTER 5. THE REFINED GRIBOV-ZWANZIGER ACTION

In an analogous fashion, we can find that differential equations for §¢, dw and §y. If we derive
(5.183) w.r.t. p, we find the following set of coupled differential equations

2 €
B0 e = £56 — 50653 (66) + er )G +86)
ﬁ(92)£20¢(92) = eda — 5(92)3892(504) + 2900(9°) (a + o) + Ta1(g%) (x + x)
6(92)8?]2x(92) = edx — 6(92);92(5x) +700(°) (X + 0X) + ¥ (g°) (X + 0X)
+T21(9%) (¢ + 6¢) - (5.195)

6.3.3 Determination of the LCO parameters J(, da, dx and dp

In order to determine the LCO parameters §(, da, dx and dp at one loop, we need to cal-
culate the one loop divergence of the energy functional W(Q, 7, G, G). The details of these
calculations can be found in appendix G. From section 6.2, we know that at one loop, dx
should be zero. This observation shall serve as a check on our computations.

In the appendix, equation (G.16), we have found
1 3

= -~ (N?-1
% € 167r2( )
oo = €47r2(N 1),
ox = 0,
So = 1L(NQ —1)2 (5.196)
¢ = e ' ’

Already a first check on these results is the value of 0¢, which has been already calculated up
to three loops, see [137, 140]. Comparison with these articles learns that the one loop value
indeed coincides. Secondly, we also see that indeed dx = 0 at one loop, which nicely confirms
our diagrammatical power counting argument.

6.3.4 Solving the differential equations for (, a, x and o

In this section, we shall try to solve the differential equations (5.194) and (5.195), when
possible. For these calculations, it is useful to keep in mind the § function, here given up to
two loops

B(g*) = —eg®—2(Bog" + Bg® +0(g%)) , (5.197)
with
11/ N 34 /[ N \?
bo = 3<167r2> A= 3<167r2> ’ (5.198)

in order to keep track of the orders.

We start with (5.194),

ﬂ(f)fgzg(g?) = 2y6(g?)o + edo /8(92)8692(5@) + 216(%)50
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6. BUT THERE IS MORE

In order to solve this differential equation, we need to parameterize o as follows:
Qo
o= stot 029>+ O(g") . (5.199)

We also need the explicit value of the anomalous dimension g. We have from the definition
(5.186) that

0

2

=u=—1ImnZq, 5.200
V6(97) = 1 op %0 (5.200)
and thus we need the value of Z;. From the renormalization factors (F.20) and (3.242), we
find that

) o
va(g?) = i 2, = g In(Z, Lz (5.201)

In [172], the factors Z, and Z4 have been calculated up to three loops,

131 Ng2 —131 591\ /Ng2\°
Zy = 14— +(+ >< g) +

6 € 1672 8 € 16¢) \ 1672
111 Ng?2 /1211 171\ [/ Ng*\?
Z, = 1——-Z 4 (= "2} (L 5.202
g 6 61671'2+<24 e 6 e> (167r2 * ( )

So one can calculate vg(g?) up to three loops if necessary. Here only the first loop shall be
useful for our calculations, i.e.
2
vel(g?) = %i\f;i? o (5.203)
as 0p, see equation (G.16) is only known up to lowest order. With this information, we
can solve the differential equation (5.199) up to lowest order, by matching the corresponding
orders in g?

_ 24(N?—1)?
°T5 N g2
Unfortunately, we cannot solve the differential equation for ¢; as we would require the two
loop value of dp, which is on our to do list. Therefore, we leave this value as a still to be

determined parameter.

toit.... (5.204)

Let us now turn to the set of differential equations (5.195). We can do a similar analysis
as above for the first differential equation, namely

9 ¢(g* 1 o)
ﬁ(gQ)a? g ) _ gag - §ﬁ(92)8—92(5§) + 9 (6%) (¢ + 6C) (5.205)
We shall again parameterize ¢ as follows:
(= gg + {1+ Gg*+ 0(gh) . (5.206)

In fact, we can even solve this differential equation to two loops. From [137, 140, 143], we
know that

5cfﬁ _3 (31 1391 g*N

- 1672 € 2€ 6 ¢/ \1672
6651 6629 1 71551 231 1\ /2N \?

N el e O 5.207

+< 6 3 36 & ( 132 16 o )> e> <167r2> ] ! )
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and

;31 2N L [27651 4491 2N\
o 6 ¢ \ 1672 72 €2 48 e \ 1672

113365 1 41579 1 75607 3 17/ 2N\?
- [_ 132 & B & <_2592—16<(3)> 6] <167r2> , (5.208)

so that from (5.189)

35 2N\ 449 [ 2N \? /94363 9 2N\?
2
(L) (I L2 Lt I 2
7rl9) =5 (16772> Y (167r2 TSer T 16¢®) (o (5209)

By solving the differential equation for {, we can determine ( to one loop order. In principle,

we can even go one loop further with the known results. However, as we shall only determine
the effective potential to one loop order, we do not need this next loop result. We find,

¢ = N2—1[9 1672 161]

= — 5.210
1672 |13°N 52 (5:210)

see also [143].

The second and third differential equation of (5.195) are coupled. They can be simplified
and decoupled as dx = 0:

5(92)(;2206(92) — 2900(¢P)a + eda 6(92)8892(5a>  2900(¢%)50 + Tar(g?)x .
6(92)£2x(92) = 700(g*)x + ¥+ (9*)x + T21(g%) (¢ + 6¢) - (5.211)

Fortunately, we know that I's; = 0 at lowest order, from the diagrammatical argument in
section 6.2. Therefore, we can set I'y; = 0 + O(g?). When parameterizing as usual

o
o= g%) + a1+ agg’ + O(gY) X = % +x1 + x29% + O(g") , (5.212)
we find for the solution of the differential equations
24(N? —1)?
oy = ————— ",
35N
xo = 0. (5.213)

6.3.5 Hubbard-Stratonovich transformations

In this section, we shall get rid of the unwanted quadratic source dependence by the intro-
duction of multiple Hubbard-Stratonovich fields. We can then rewrite the relevant part of
the action in terms of finite fields and sources:

1 1 1
d*e| 202, QB 0} + 5242w TALAL + ~Z0Zrq QALAL — ~Zcc 22, (77
——— 2 2 2
N—_—— N—_—— N———r
b a ¢

[

- ZéQZaoza NiGQQ - ZQQZXXZTTX ,UfieQT:|
—_—— _,/_/

! X

1 1 _
+ / A'| 262, 5G9 + 202,56 0i¢) + 2,750GC) .

«
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We shall now perform the following Hubbard-Stratonovich transformations by multiplying
expression (5.171) with the following unities,

2
_ 1 d g1 €/2 A2_oprl,—€/2_ 1, —€/2
1 — /[dal]e 4<,fd1(g+bu A?=20" =2 —x"p Q) 7
2

d a2 ’_ 1Y,,€/2 A2 1,,€/2 ! / —e/2
| / dosle” @ oy | e (T (ox 200 )/ A2 20C! 2B+ (0! ¢! —x P )u e/ 2Q) 7

- . = 3 2

— s [ (B L2 26 2P+ S 2 L Lo pp+ 2 Zoon™ PG+ 2 Zgon™ /G

1 = [dO’] e“Gge )

o i e — i, € . /27 - e 2
1 /[d ] _ﬁzég fdda:(f-‘riu /2ZGZ¢¢30—5;1 /2ZgZ¢gogo—1ZéZggu /2G+1ZéZggu /QG)

= g ,

(5.214)

whereby we have introduced four new fields, 01,09, 03 and o4. By doing this HS transforma-
tion, we shall remove the quadratic sources and rewrite the functional energy as

e (@GO — / [dA,][dc][dd][db][don][do2][dos][doy] [dg] [de] [dw] [da]

o [ [ dda ( (6,0150s04) — 11 76/201 2¢’ T+x iy *6/202 Q/_,_ 75/203;i04§+%032104M75/2G>]

23 . (5.215)

with ¢ = (A, ¢, b, 9,9, w,w) and

1o} b b?
/ddxﬁ(gb, 25 BRI 04) = SGZ + /ddx( Ul + 72M6/2A2 + TCM€(AZAZ)2

4¢" g% 2" g
1 U% bx'—2a¢"  jy02 4o ¢ /202
/ N 1 LS - YL A
4C[4aC X% g*  2¢'[4a/¢ — X" g 4o/’ — x g
(bx’ — 2a(’)? 9 ¢ —a a2 c(bx’ —2a(’) b b
+ 4<,[40/C/ _ X,2] /"Lg(AaAa) + [4a/c/ _ X/Q] IL’LE(SO?SO?) - 4OC/CI _ /2 lu’eAaAZ,SD’LSOZ
1 02 o2 )2 Lo 03 )2 Lo oy
+4Zgzég<gg+gz + 1 4ZZQg(sos0+sos0)+u 7,760 9 (@ — )
ZZ
ey Q@W?@?@? - (5.216)

As the HS transformation does not put everything in the right form, we propose the following
extra transformation

/
X 02

So (5.215) becomes
e WATEE) = / [dA,][dc][de][db][do][dos][dos][doy][dg] [dip][dw][da]
{ fdd < (6,01,...04)— u76/2 17- /2 2Q+1M76/205 “’4G+1"3+‘°4 76/2G>}
X e

. (5.218)
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whereby
/ddxﬁ(gb, o1,...,04) = Say, +/ddx (ZM/O/_XZ% . mgg B 40/4/X/_ — 051;2
b e S+ Lo AAD? + N gy
@t - SR gt (B4 )
+/f/24ZZZG 2 @% + o) + pl? 4ZZ§GQ“;4 (TP — o) + 1 4? s@?s@i‘w?go?) . (5.219)

. . s 5 . .
Now acting with 53 and E}Q,rzo on the equivalent energy functional before and after
the HS transformation gives us the following two relations,

_e o
ZaqZs (iel) + ZAZﬂy<A@A@> S /2<;ﬁ

*ZAZTT<AaAa> = _/‘L_E/2<0;>7 (5220)

)

while acting with 6G and

o

e <O‘3+iO‘4>
Z6Z,(pp) = P

g

—ej2 {03 — 0y
ZoZ,(pp) = B (5.221)
or equivalently

1 _esalo
ZGZso§<<PSO+W> = p /2<93> :
' o247

p (5.222)

1,
ZaZeg (PP —pp) =

6.3.6 The effective action

If we put the parameters

m? 1

— = ———— (200901 — x0902) ,
2 4040(0 — 2)((2)

M? = %(Xoggl Cogo2)
aplo — X
53N .
p = —m(@%‘f’l@l)g,
53N

| Y 7 S 5.223
p 48(N2 _ 1)2(03 104)97 ( )
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with ao, (o, xo given in equations (5.210)-(5.213), then the quadratical part of the Lagrangian
(5.219) is given by

/ 2 ! 2 /
A L(p, o1, .. .. 0q) = S /dd o o T
/ zL(¢, 01 o4) gz T T 10— 2 g2 +4aICI*X/2 2 1l
1 a% O'z m? /2 42 9 - p pT
)+ uPAT - MRl ik /2 224
4ZZ%Q< 2t @)t N T e 4 (5.224)

We have left out the higher order terms as we shall only calculate the one loop effective po-
tential.

We have collected all the details in the appendix G, but the final result for the effective
potential is given by

F(l)zw[(M2 Vpph)? In M? V + (M? 4+ /pp M
u?

1672

_ 2(M2 + ppT)} + w [_§(m4 — 2)\4) 21n ( 51) + y% In (_32) + y2 In (_33)

6472 6 3
2 (—1/4) 2 (—3/5)] 2 A 3 A1 2
— 921 —Pln L —o(N? - 1)~ + = (N2 -1
148(N2 — 1)2 ¥
R ity P O 5.5 S B Wl
2 53N 24 (N2 —1)2 ) g2

L9 9 N2 —1mt _%(N2—1)2%4_161N2—1m
13 N 262 3 N ¢ 52 1672 2

— M*ay + M*m?x1 . (5.225)

whereby 1, y2 and y3 are the solutions of the equation y3 4 (m? + 2M?)y? + ()\4 + M4 —
pp! 4+ 2M*m?)y + M?X +1/2(p+ p")A* + M*m? —m?pp' = 0 and y4 and ys of the equation
Y2+ 2M>y 4+ M* — ppf = 0.

6.3.7 Minimizing the effective potential to prove that the condensates are non-
vanishing

To simplify the calculations, let us set p = pi = 0, which is related to not considering the
condensates (pp) and (p¢). For a moment, we are only considering (¢®), which also already
has the desired influence on the propagators, see the next section. In this case, the effective
action becomes:

N2 -1 M? N2 -1 M?
p = 0Dy, M) B S oyt (0
1672 2 6472 6 1]
2 (—y) (=ys3) 4 MQ] 2 3 2
1 Y3 In —2M*In—| —=2(N* - 1)~ + = ——(N* -1
9 N2—1m* 24 (N2 —1)2M* 161 N2 —1m*

Bt S ~ Mo + M? 5.226
13 N 22 35 N g2 52 16n2 2 a1+ Mm®x1 . (5.226)

whereby y» and y3 are are given by 3 (—m2 — M? 4+ Vm* —2M2m2 + M4+ — 4/\4).
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In order to find the minimum, we should derive this action w.r.t. m? and M? and put the
equations equal to zero. In addition, we should also impose the horizon condition (3.184).
Therefore, we have the following three conditions,

o _, o _, ar
M2~ om? O

=0, (5.227)

which have to be solved for M?, m? and A*. Unfortunately, it is impossible to solve these
equations exactly due to the two unknown parameters a; and y;. However, we would like to
know if the condensate () is present or not. For this, we need to find uncover if M? = 0
can be a solution of the above expression. In the appendix G, we shall strongly argue that
this is not the case, and thus that M? # 0. Therefore, this is a strong indication that the
condensate (py) is indeed present, thereby suggesting the dynamical transformation of GZ
into a refined GZ.

6.4 The gluon and the ghost propagator

6.4.1 The gluon propagator

The gluon propagator shall still be infrared suppressed and non-zero at zero momentum.
Indeed, starting from the very refined action (5.166), the quadratic action is given by

1
Squadr = Z(aMAV — 0y Au)? + b0 A, + TP e+ B0 — w0Pw — g fC AL (o + BLY)
2 T
AN = 1) = M?Bp+ T Au A~ Eep— oo, (5.228)

whereby we have replaced the source 7 with m?, Q with —M?, G with —o% p and GY with
—6Ypt and set all other sources equal to zero. From this, we can easily deduce the gluon
propagator

(A48 = [ 2]

2 (M2 —1—102)2 —2ppt
2M4p? + 2p0 + 2M2 (2p* + A1) — M(p + pl) + 2m? ((M2 +p2)? — pp*) +2p2(X — ppt)

D(p2)
(5.229)

with A* = 2¢g?N~*. If we assume that p = p, we then find the following gluon propagator:

M?+p*+p

D(p?) = ,
®) pt+ M?p? + p?(p +m?) +m? (M? + p) + A4

(5.230)

which has exactly the same form as the refined gluon propagator (5.44). However, for the
moment we cannot say whether p = p' is the case or not. Notice that p, pl as well as M? all
separately make sure that D(0) # 0.
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6.4.2 The ghost propagator

The one loop ghost propagator is given by

11 N d*q (k—Qukv ; 0 var] 1
GU(K?) = §UG(K) = o (k2+k2[92 N1 (2734(@ _q)q*;Q <AHAV>] ,@)w(g“)
= 511 0(k) + 03" (5.231)

k.2

with

N g° d*q (k—Q)uky , 4 0
W)= sr—1ia | ot G (A4

k. k diq 1 9.4
= Ng*# ”/ S — o
T ) @tk =g [ g
2 (M2 + q2)2 — 2ppt
2M4q? + 245 + 2M2 (2¢* + X4) — M(p + pt) + 2m? ((]\42 +¢2)° — ,OpT) +2¢%2(\* — ppt)

X

As we are interested in the infrared behavior of this propagator, we expand the previous
expression for small k2

d—1 [ d% 1
k* ~0) = Ng> —— —
2 (M2 + q2)2 —2ppt
2M4q2 + 25 + 2M2 (2¢* + M) — M(p + pt) + 2m? ((M2 +¢2)% - ppT> + 2¢2(\* — ppt)

+0(k?) . (5.232)

X

Let us now have a look at the gap equation. For this we can start from the (one-loop) effective
action which can be written as (see the appendix G)

1 2 . (N?-1) d’
pg):_d(N —1)y +T(d_1) (QW)dlnAJr...,

with

2M g2 + 245 + 2M2 (2¢* + A1) — M(p + pT) + 2m? ((M2 +¢%)° - ppT) + 2¢2(\* — pph)

A= .
2(M? +¢%)" — 2pp!

9

and the ... indicating parts independent from \. Setting A\* = 2¢2N~*, we rewrite the
previous expression,

(1) 2 d
T 2g°N d—1 d
(1) ¥ g Y 2 / 9 9,4
& = T 1 4 - —|—gNid (27T)dn + ...
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(1)
o9& _ 07

The gap equation is given by %5 =

d—1 d?q
1=¢°N——
P e

IM? +2¢°> —p— pt
2M1q* +2¢5 + 2M? (2¢* + X*) — M (p + pT) + 2m? ((M2 +¢%)° - ppT) +2¢2(M — ppt)’
(5.233)

where we have excluded the solution A = 0. With the help of this gap equation, we can
rewrite equation (5.232),

d—1 ddq
k*~0)=1+Ng*——
2M*/q* + 2M? — 2ppT /¢* + p + pl
2M4q? + 2¢° + 2M? (2¢* + M) — M(p + pT) + 2m? ((M2 +¢%)° - pp*) +2¢2 (A = pp)

+O(k?*) . (5.234)

X

The integral in the above expression is finite. We can rewrite the integral as (d = 4)

3 o
I=Ng'5 2/ dq
™ Jo
q(M* — (r? +5%) + >(M? +r)

MAq? + g6 + M? (2¢* + X%) — rA* +m? ((M2 +¢2)° — (12 + 32)) + (M — (r? + s2))

)

with I = o(k? ~ 0) — 1, whereby we have parameterized
p=r+is, pl=r—is. (5.235)

We further write

3Ng?

I =
6472
+o(M* +2m? M2 + X — (1% + 82)) + A (M? —r) + mA(M* — (r® + 52))) . (5.236)

/ood:v (M4 — (r? + §%) + z(M? +7))/ (ac3 + 22(2M? + m?)
0

Solution of cubic equation

The next step would be to solve the cubic equation in the numerator of the equation above,

23+ 22 (2M? + m?) 4z (M* + 2m2>M? + )\ — (r? 4+ §%))
a b
+A(M? =)+ mA (M = (2 +5%) =0. (5.237)

c
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In general, these are given by
1 s/m+n i,/m—\/fﬁ

Ty (a+\/ > 2 ’
-1 —1+iV33/m+yn  —1—iV3;3/m—/n

T2 = —|a+t + )
3 2 2 2 2
-1 —1—-1iv3 —-14+iV3 —

P 3<a+ 21\[3/m—i—2\/ﬁ+ Zlfa/m 2\/ﬁ>’ (5.238)

with
mo= 2(m? = M%) ((m? = M) =9 (1 + 7)) =9 (m? = M+ 37) A1,
no= [2(m?- M) ((mQ—M2)2—9(r2+82)>—9(m2—M2+3r))\4}2

—4 [(m2 —M*)"+3(r*+s* - /\4)} v (5.239)

Of course, it is possible that two (or three) solutions coincide. This can be checked by
calculating the discriminant

A = —4a’c+ a®b? — 4b® + 18abc — 27¢% . (5.240)
If A =0, then the equation has three distinct real roots and at least two are equal.
Case 1: x1 # x5 # x3

If x1 # x9 # x3, we can rewrite the integral in I,

I=Ng?

3 © M= (2 + )+ (MEP ) 1
[/0 dx (

642 x1 — x2)(x1 — 3) xr — 1

(5.241)

M= (r? 4 %) + (M? + 1) © - MA— (r2 4 8%) + (M2 + )3
+/0 W s~ 73) (22 — 1)@ — ) +/0 W s — o) (s — 1)@ — x3)

These integrals are now easy to solve they all are of the type [ d:n% =Inzx.

I = Ng?

4 (2 2 2
3 [M (r*+57) + (M= + 1)z In(z — 21)[

647‘(2 (.%'1 — 1'2)(1'1 - 1‘3)
u1
4 (2,2 M2 M — (12 1 &2 M2
+M (r*+s°) + (M?* +r)xs In(z — 22)|+ (re+s%) 4+ (M* +r)zs
(IEQ *I‘g)(l‘Q*ZEl) (1‘3 *‘Tl)(ngl'l)

U1 w1

In(z — x3)|g°
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One could expect there is a problem at infinity, in contrast with what we have concluded
before. However, as u; + v; + wy; = 0, the infinities cancel. We obtain,

[=Ng? 3 | M*—(r? + %) + (M2 + 1)y
647T2 (xl — .%'2)($1 — .1‘3)

1n(—£L'1)

M* — (r? + 8%) + (M? + r)xo M*— (r2 + %) + (M? + r)z3

+ In(—x2) + In(—x
(z2 — x3) (22 — 71) (~2) (x5 — 1) (w3 — 21) (=)
(5.242)
Case 2: 11 = 9 # T3
In this case, we can rewrite the integral in I as
00 4 (2 2 2
I - N 3 / de (r*+s)+(M=+r)z; 1
6472 | Jo (x1 — x3)? x—xl
u2
/"Od M*— (r? + %)+ (M* +r)z; 1
— x
0 (z1 —23)? T —x3
v2
00 M4 (2 2 M2 1
+/ da (r"+s7) + (M7 4 ) o (5.243)
0 x1 — T3 (x — x3)

w2

One can check that us + vo = 0, so we can execute the integrations,

I=Ng* In(—z1)

3 | M*—(r?+ %)+ (M?+ 1)y
6472 (x1 — x3)?

M4 (2 2 M2 M4 (2 2 M2 1
B (r* 4 s%) 4+ ( +r)x1ln(7$3)7 (r* 4 s°) + (M?* +r)z3 | (52aa)
(1 — x3)? T — 3 z3

Case 3: 1 = 29 = 3

Finally, in this case we can write

I=Ng*——|(M? do——— + (M* — (r? + 5%) + (M? / d
9 Gan2 ( +T)/0 x(w—x1)2+( (r*4s%)+(M*+7r)x1) ; x(az—xl)?’ ,
(5.245)
so after integration
3 M?+r  M*—(r?+ %)+ (M2 +r)x
= N2 _ 5.246
9 6ar? [ 1 + 222 ( )

Now we can make some conclusions. Looking at the different cases, it looks almost certain
that I # 0, as very specific values of the condensates would be needed to take care of this.
Therefore, we have strong indications that the ghost propagator is non-enhanced.
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6.5 Conclusions for the further refining of the action

In this section, we have investigated the possibility that more condensates are present than
investigated so far. This has led us to the calculation of the one loop effective action. Un-
fortunately, due to the existence of two yet unknown higher loop parameters in the one loop
effective action, we are unable to provide an estimate for the different condensates. Neverthe-
less, we have provided strong indications that some condensates are non-zero and shall lower
the effective action.

Besides this, we have also shown that in this further refined framework, the gluon propagator
is non zero at zero momentum, and the ghost propagator is highly likely to be non-enhanced.

A future research goal will be to compute the divergences of the vacuum diagram in Fig-
ure 5.21 and the similar one for the mixing. Once this task will be executed, all information
is available to actually work out the one loop effective potential and to investigate its structure
and the associated formation of the RGZ condensates.
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The quest for physical operators, part I

1 Introduction

So far, we have refined the Gribov-Zwanziger action so that the ghost and gluon propagator
are in agreement with the lattice data. We recall that the gluon propagator has complex
poles, as one can see from expression (3.97) and (5.44). This shows us that gluons cannot be
considered as a part of the physical spectrum, which is clearly due to the restriction to the
horizon (2. In this way, gluons can be seen as confined by the Gribov horizon. The natural
question is then where are the physical particles in the (Refined) GZ action? If the Refined
GZ does come close to the reality, which is quenched QCD here, we should be able to identify
the particle content of quenched QCD, namely glueballs.

Glueballs are entirely composed of gluons, and therefore the gauge field itself is a crucial
ingredient. For standard hadronic particles on the other hand, also matter fields are indis-
pensable. Hence, glueballs have been widely investigated, experimentally, on the lattice and
in various theoretical models [173].

So far, there is no clear experimental evidence for the existence of glueballs. If glueballs
are observable particles, they would strongly mix with other states containing quarks. Due to
this feature, a clear observation of a glueball state turns out to be rather difficult. However,
there are already many indications for the existence of glueballs, and the debate is currently
ongoing. It is worth mentioning here that several experiments are actually running and other
ones are planned to start in the future: PANDA [174] , BES III [175] and GlueX [176] to
name only a few. Glueballs might also play an important role in the quark gluon plasma, a
case that will be studied at e.g. the heavy ion collision experiment ALICE at CERN [177].

As no clear experimental data is yet available, the output of theoretical models ought to
be compared with lattice data. In lattice gauge theories, there is no doubt about the exis-
tence of glueballs, although lattice calculations are still limited as they cannot determine the
decay channels of glueballs. In contrast with possible experimental data, lattice calculations
can however also consider pure gauge theory. A consensus on the lowest lying scalar glueball
mass in the pure gauge gauge theory has already been reached : My++ ~ 1.6 GeV? for SU(3)
[178-183].

Many theoretical models have been investigated and compared with the lattice data. An
extensive recent overview is given in [173]. Historically, the first model to describe glueballs

is called the MIT bag model [184]. In this model, gluons are placed in a bag and confined
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by a boundary condition and a constant energy density B. This model, however, is rather
phenomenological in nature. Other phenomenological models assume the gluons to have an
effective mass [185, 186], which can be used to compose effective (potential) theories in which
the masses of the different glueballs are calculated [187-190].

A more direct way to deal with glueballs is by identifying suitable gauge invariant operators,
which carry the correct quantum numbers to create/annihilate particular glueball states, and
then calculating the corresponding correlators to get information on the mass. In particular,
this route is followed in the widely used QCD sumrule approach [191, 192]. For example, the
operator relevant for the lightest scalar glueball is F?(x) = F 3,,(3:), hence the study of the
correlator (F?(z)F?(y)). One takes into account perturbative as well as non-perturbative
contributions, which are associated with condensates and instantons [191, 193]. Also in the
AdS/QCD approach, glueball (correlators) have been investigated based on the assumption
that there is an approximate dual gravity description [194, 195].

In the light of such correlator studies, it would be interesting to investigate the correlator
(F?(z)F?(y)) within the Gribov-Zwanziger framework. For this, we need to study the renor-
malization of the operator F 3,, within the GZ action. As we show in this chapter, this is far
from trivial.

2 Ordinary Yang-Mills action with inclusion of the operator Fiu

Before investigating the operator F? in the GZ framework, let us first, as an exercise, investi-
gate F? in the much more simple standard Yang-Mills theory. Here, we shall encounter many
nice features which are useful for the investigation of F? in the GZ framework. This section
is based on [196].

2.1 Renormalization of the YM action with inclusion of the operator Fﬁy

2.1.1 Introduction

To study the correlator (F?(z)F?(y)), we need to add the operator F2, to the ordinary

v
Yang-Mills action by coupling it to a source ¢(z). Indeed, the action we start from reads,

1
S = / d'z F2, + / diz (00,45 + 0, Dbt ) + / d'zlr?,, (6.1)
S;,M Set

whereby St is the Landau gauge fixing part. This action is of course BRST invariant,
§Yny. = 0, (6.2)

whereby the BRST transformations of the fields are given by by equation (2.116), and sq = 0.
We recall that s is nilpotent, s> = 0. In this fashion, the correlator is given by

00 e P
[5q(y) Sa()” LO (FA(@)F*(y)) , (6.3)
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with Z¢ the generator of connected Green functions. However, it will turn out that the action
(6.1) is not renormalizable. Indeed, as the operator F, 3,, has mass dimension 4, it could mix
with other operators of the same dimension. The question arises which kind of extra operators
we need to consider.

2.1.2 Three classes of operators

In general, we can distinguish between 3 different classes of dimension 4 operators. Firstly, the
class C contains all the truly gauge invariant operators. These are the BRST closed but not
exact operators like Fil,. These are constructed from the field strength F}), and the covariant
derivative Dzb. Secondly, the class Cy consists of BRST exact operators, e.g. s(é“@MAz).
The third class ('3 contains operators which will vanish upon using the equations of motion,

e.g. Ay i, with S = Sy + Syr.

Now, one can intuitively easily understand that these 3 different classes will mix in a certain
way [197, 198]. Firstly, bare operators from the class Cy cannot receive contributions from
gauge invariant operators (C7). Indeed, taking the matrix element of a bare BRST exact
operator from C5 between physical states will give a vanishing result, if there would be a
renormalized gauge invariant contribution from Cj in its expansion, there would be a non-
vanishing contribution, clearly a contradiction. Secondly, as a C3 operator will vanish upon
using the equations of motion, while a C1- and a Cy operator in general do not, a C3 operator
cannot receive corrections from the C; and/or Cy class.

Thus, the mixing matrix will have an upper triangular form,

Fo ZrF Zre Zrn F
& = 0 Zes Zen & , (6.4)
Ho 0 0  Znn H

whereby F, £, H are operators belonging, respectively, to the C1, Cy and Cj class.

We shall however not use these observations, and only rely on a formal algebraic analy-
sis. All constraints on e.g. the mixing matrix should be encoded in the Ward identities.

For further use, let us elaborate a bit more on the equation of motion like terms, using a

scalar field for notational simplicity. A term ~ g—s shall give rise to contact terms when
taking expectation values. Using partial path integration, one finds

<90(961)<P(332)...<p(3:n+1)5£fy)> = /[d¢]<ﬂ($1)<ﬁ($2)-~<P($n+1)5Se_s

~— [laslot@)plen) . plonin) ze

-/ [d@}éj(y) @) p(@) . . plansn)] e
n+1

=3 6k — 1) (@) p(e2) - @k 1)p(Ersn) - @lansn)) - (65)
k=1
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We used the symbolic notation [[d¢] for the integration over all the present fields. Introducing

the Z-factors for the fields ¢, one also learns that cp(y)% does not need any renormalization

factor, and thus that it is finite when introduced into correlators!. Moreover, if xj # v,

k=1,...,n, the Lh.s. of (6.5) will vanish as the r.h.s. does. On the other hand, it is easily
recognized from (6.5) that the integrated operator [ dye(y) &‘;a 7 is nothing more than a

counting operator when inserted into a correlator, i.e.

<<P($1)90(962)---90(96n) / d4y90(y)5ii/)> —n(p(e)p@) . o) . (66)

2.1.3 The starting action

We can now propose a more complete starting action than (6.1). Besides the gauge invariant
operator F) 3,, belonging to the first class 1, we also introduce the BRST closed operator
5(0cA) = s(ﬁMEaAZ), coupled to a new dimensionless source . As we want this new source
to only enter the cohomological trivial part of the action, we shall introduce a BRST doublet

(A, ),
sm=2A, (6.7)

and add the following term to the action (6.1),
/ d*zs(nc*0,A%L) = / d*w (A9 AL + n(9,b" AL + 0, D)) . (6.8)

The BRST doublet-structure is highly useful in order to construct the most general invariant
counterterm. Hence, the classical starting action is given by

1
Sa = Syu + / d'z (00,45 + 9, D) + / d'zg F2,+ / d*ard, e AL
~——
f
+ / dhan (96" A% + 9" Dife) . (6.9)

£

Later, we shall also introduce the equation of motion terms from class C3. Notice that in
principle, also S(E‘I(?MAZ) is another independent d = 4 BRST exact operator which could
play a role. It shall however turn out that the renormalization analysis closes without this
operator, therefore we decided to immediately discard it.

We can now proceed with the study of this action, using the formalism of algebraic renormal-
ization as explained in chapter 2. As usual, we first introduce Sext,

1
Sext = /d4:1: (—Kz (Dye)* + 2gL“f“bccbcc> : (6.10)

'The implied limit #,+1 — vy might seem problematic due to the appearance of a §(0) in the last term of
the r.h.s. of (6.5). However, 6(0) = 0 in dimensional regularization.

184



2. ORDINARY YANG-MILLS ACTION WITH INCLUSION OF THE OPERATOR Fiu

Now, the enlarged action is given by
Y =Svm+ /d4a: <ba3uAZ —|—E‘18#Dzbcb) + /d4m < K (Dye)® + gLa“fabc b c)
/d4:1:q4 o /d4x)\8uc“AZ+ /d4:z:n <8MbaAZ —i—ﬁ,ﬁanLbcb) , (6.11)

and it will reduce itself to equation (6.9), once the sources Kj} and L are set to zero at the
end. Likewise, also A can be set to zero at that point.

2.1.4 The Ward identities

A second step in the process of algebraic renormalization is to determine all the Ward identities
obeyed by the action (6.11), which we have summarized here:

e The Slavnov-Taylor identity:

52 0% | 6N 0¥ 6% 6%
_ 4
S(E)_/d:U(éKﬁdAerdLaécaer 5o +A5n> 0. (6.12)

The Landau gauge condition:

o a a
e The modified antighost equation:
oX oX % “
5or 0 Ky 0 (775[(3) = GO (6.14)

The ghost Ward identity:

1) )
4 abe [ = 4 . rabc b pc b c
/dm<5a+gf ( 5bc>>2—g/d xf (KMAH_LC)' (6.15)

The term A, being linear in the quantum fields Aj, ¢, is a classical breaking.

The extra integrated Ward identity:

ox 0X ox
4 _
/da:((”\ 175)\+ (5b‘l> = 0. (6.16)

Apart from some small adaptations, the first 5 symmetries are similar to the ones in the
ordinary Yang-Mills action, see p.26. Moreover, we also find an extra Ward identity w.r.t. the
new doublet (A, 7). This last identity will enable us to take into account in a purely algebraic
way the effects related to the composite operators coupled to the sources (A, 7). We underline
here that this is the power of the algebraic formalism: by a well chosen set of sources to
introduce the relevant operators, one can hope to find additional Ward identities which, in
turn, will constrain the theory at the quantum level, including the characterization of the
most general counterterm. As such, a good choice of sources can considerably simplify the
renormalization analysis.
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2.1.5 The counterterm

When we turn to the quantum level, we can use these symmetries to characterize the most
general allowed invariant counterterm X¢. Following the algebraic renormalization procedure,
3¢ is an integrated local polynomial in the fields and sources with dimension bounded by
four, and with vanishing ghost number. The previous, nonanomalous, Ward identities imply
the following constraints on X¢:

e The linearized Slavnov-Taylor identity:

0X 9o

B3¢ =0
0¥ 9

BE = /d4l’ < e " +
SKG 0A%

The Landau gauge condition:

o5
oc?

The ghost Ward identity:

0 A% SK¢

0x°
obe

The modified antighost equation:

6x°
MoK

., BE=0,

5 6 8,0

5Ida T sasie V5@ T
= 0.

6%
78” <'I’]W> = 0.
o

b} )
/d4x <M+gfabc (cbm>)20 = 0.

The extra integrated Ward identity:

oxe
4
/dx((s)\

0%°
— = 0.
) )
To construct the most general counterterm, Table 6.1, listing the dimension and ghost number
of the various fields and sources, is useful.

)
on

).

[ Ap e[ [o]] [ K[ L% [an[A]
dimension 1 0 2 |2 dimension 3 4 1010
ghostnumber | 0 | 1 | =1 | 0 ghostnumber | —1 | =2 |0 |0 | 1

Table 6.1: Quantum numbers of the fields and sources

(6.17)

(6.18)

(6.19)

(6.20)

(6.21)

(6.22)

There is however one subtlety concerning counterterms quadratic (or higher) in the sources.
Only looking at the dimensionality, the ghost number and the constraints on the counterterm,

it is a priori not forbidden to consider terms of the form (¢°..
etc., i.e. terms of quadratic and higher order in the sources.

2

D, %), (an..), (@3- ),

If these terms are allowed,

an infinite tower of counterterms would be generated and it would be impossible to prove
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the renormalizability of the action as new divergences are being generated, which cannot be
absorbed in terms already present in the starting action. However, we can give a simple
argument why we may omit this class of terms. Assume that we would also introduce the
following term of order ¢ in the action,

F2
~ /d4xq2;1“/. (6.23)

Subsequently, when calculating the correlator, this term would give rise to an extra contact
term contribution,

[5(;22) 5(;23/) /[daﬁ]e_s} - = <F24(Z) F2iy)>4 +0(y — 2) <F22(y)> : (6.24)

-~

term due to part in ¢  term due to part in ¢2

As eventually we are only interested in the correlator for z # y, we can thus neglect the
term (6.23). In fact, when looking at the case z = y, we should also couple a source to the
novel composite operator F4, which is not our current interest. We can repeat this kind of
argument for all other terms of higher order in the sources.

There is one exception to the previous remark: we cannot neglect higher order terms of
the type (Kq...) and (K7...) due to the modified antighost equation,

03¢ 0%° ox

The second term of this equation differentiates the counterterm w.r.t. the source K, while the
first term w.r.t. the field ¢*. Therefore, for the construction of the counterterm fulfilling all
the constraints, we still need to include terms of order K'q and K7, as when deriving w.r.t K,
these terms will become of first order in the sources, just as the term o %. However, at the
end, after having completely characterized the counterterm, we can ignore this class of terms

again.

We are now ready to construct the counterterm. Firstly, making use of general results on
the cohomology of gauge theories, see chapter 2, the most general integrated polynomial of
dimension 4 in the fields and sources, with vanishing ghost number and which takes into
account the previous remarks on the terms quadratic in the sources, can be written as

1
%¢ = ag / d*z Fi, +bo / d%%Fiu + Bs / d%{al(Kg + 9,c")AS + ag L + azbc”
+ a4gfabcc“cbcc} + By, /d4w{b1q(Kz + 0uC") A}, + bage® 0, A}, + bygb"c” + b4qgfabccacbcc}
+ By, / d4x{canZAZ + coandy e Ay, + csnc O, Ay, + canbc” + cwgf“bcc“cbcc}

+ By, / d*z {dlmca} )
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Secondly, we can simplify this counterterm by imposing all the constraints (6.17)-(6.22). After
a certain amount of algebra, we eventually obtain

! ~
ne = ao/d4xF2 +b0/d4qu2 +a1/d4x<A“65YM 140 05vM + K20,

4m 4T WAL TR g Ag
—a a —a a 4 adsYM a a —a a
+ 0, 0uc” — 0, ouc” | +b1 | Az gl A} 5Aa + K},0,c" + 0, 0pc | (6.26)
o
with
a 1 4 2
SYM = Z /d qu;w . (6.27)

Now that we have constructed the most general counterterm obeying all the Ward identities,
we can neglect, as previously described, the term in K¢q. Therefore, the final counterterm
becomes,

1 q dSym Sy
e — 4 7F2 4 7F2 / 4 Ac Al K@ a
ao/dx4w—|—b0/dx4w+a1 d*z “5AZ+“5AZ+ uaﬂc

+ 0,¢"0,c" — n@uc“(?uca> + b /d4:L' q (AZ 5(;6:23/[ + 6#6“8#0a> . (6.28)
m

2.1.6 Introducing the equations of motion

We still have to introduce the equations of motion as described in section 2.1.2, as these can
enter the operator F. So far, we have found an action ¥ with corresponding counterterm €.
Let us perform the linear shift on the gluon field A,

AL ALy JAY, (6.29)

with J(z) a novel local source. This way of introducing the relevant gluon equation of motion
operator shall turn out to be very efficient, as it allows us to uncover the finiteness of this
kind of operator. Indeed, this shift basically corresponds to a redefinition of the gluon field,
and has to be consistently done in the starting action and counterterm. Performing the shift
in the action gives rise to the following shifted action X',

a 1 a faoc C
Y = Sym+ /d4ac (ba('?“AZ +Ea8uDZbcb> —|—/d4x (—Kﬁ (Dye)* + §gL f b cbc>
1
+/d4mq4F5V + /d4x)\8ucaAZ —|—/d4x77 (@Lb“AZ +8ME“D/‘jbcb)

08

4 a YM

+/d wJ AY A

———
H

4 / A {0, A% + g fun A0, } (6.30)

where we see the relevant gluon equation of motion term, H, emerging. Again, we have
neglected higher order terms in the sources, as the argument (6.24) still holds. Analogously,
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we find a shifted counterterm,

1 58 85
Y= ao/d4x4F3V + bo/d4:vZF3V +aq /d4x (AZ 51:2/[ + A, 51:;;/[ + K};0uc”

+ 8u6a8uca _ naucaauca> + bl /d4xq<AZ 6(;52{'612/[ + aucaaﬂca> + ao/d4x <JAZ (5(;5:24)
m ©

+as / d4zJ <2Az8#8,,AZ — 2ALDPAL + 99 fupe AL AL D, AS + 49> fabe fcdeAZA‘;AZAi) ,

where one can neglect again the higher order terms in the sources.

One could also introduce the other similar equation of motion terms, by introducing lin-
ear shifts for the b%, ¢*, ¢* fields. However, the corresponding equation of motion operators
will not mix with Fiu and are therefore unnecessary to establish the renormalizability of the
action (6.30).

2.1.7 Stability and the renormalization (mixing) matrix

Finally, it remains to discuss the stability of the classical action, i.e. to check whether >'¢ can
be reabsorbed in the classical action Y’ by means of a multiplicative renormalization of the
coupling constant g, the fields {¢ = A, ¢,¢,b} and the sources {® = L, K,q,n, A, J}, namely

E,(ga ¢7 Q)) + hzlc - 2(907 ¢07 q)o) + O(hz) ’ (631)

with A the infinitesimal perturbation parameter. The bare fields, sources and parameters are
defined as

1/2
K(C)Lp, = ZKK37 &uZZA/ AZ) go = Zggu
¢ = Z,L°, &=z,
qgo = qua 68:Z3/2Ea7
o = Zun, A
Jo = Z5J,
o= ZH\. (6.32)

We also propose the following mixing matrix,

q0 Zag Zgy Zgs q
Mo = Zng Znpm Zng n , (6.33)
Jo Ziqg Zm Zjg J

which will represent the mixing of the operators F, & and H. If we try to absorb the
counterterm into the original action, we ultimately find,

Zy=1-h2

/2 _ ag
2, Z4 _1+h<2 +a1) : (6.34)

and

2 =7 = 2 M= - 2= 23 Zk =2 Zu=2% (635)
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results which are known from the renormalization of the original Yang-Mills action in the
Landau gauge (2.188) and (2.189).

In addition, we also find the following mixing matrix

qu an ZqJ 1+ h(bg — a0> 0 0
Zng Zpyy Zng = hb1 1 0], (6.36)
Zig Zm Zjj hb1 0 1

and for completeness, the Z-factor of A reads,

7y = z;\1PzM?, (6.37)

as the counterterm does not contain the source \.

Once having this mixing matrix at our disposal, we can of course pass to the correspond-
ing bare operators. For this, we shall need the inverse of the mixing matrix (6.36),

Lo oo

q Z 3 q0
J _Zu g 1 Jo
qaq

Now we can determine the corresponding mixing matrix for the operators, since insertions
of an operator correspond to derivatives w.r.t. to the appropriate source of the generating
functional Z¢(q,n,J). In particular,

0Z%q,n,J
o ((;177 )
q0
_ 06q62%q,n,J) | 0n 62%(q,n,J) | 6J 62%(q,n,J)
4o oq dqo on ogp  o0J
1 Z Z
> Fy = — fﬂgfﬂ , (6.39)

qu qu qu

and similarly for Gy and Hg. In summary, we find

Fo Zo —Z1qZe —Z1qZg F
&o = 0 1 0 E . (6.40)
Ho 0 0 1 H

From this matrix we can make several interesting observations. Firstly, we see that the
operator %F 5,, (= F) indeed required the presence of the BRST exact operator £ and of the
gluon equation of motion operator H as these operators are “hidden” in the bare operator F.
Secondly, we do retrieve an upper triangular matrix, in agreement with the earlier description
in (6.4). Moreover, we also find that the BRST exact operator £ does not mix with H, a
mixing which is in principle allowed, but has a Z-factor equal to 1. This can be nicely
understood: the integrated BRST exact operator is in fact proportional to a sum of two

(integrated) equations of motion terms,

/ da(Dub" Ay + 0, DyP") =~ / d'2 (b9, A% + 0, D)

oS 05
_ 4 a —a
= /d T <b i +¢ 60“) , (6.41)

and therefore it does not mix with other operators, just like H.
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2.2 The operator mixing matrix to all orders

In this section, we shall demonstrate that we can determine the mixing matrix (6.40) exactly,
i.e. to all orders of perturbation theory. For this purpose, we shall follow the lines of [199],
suitably adapted to the gauge theory under study. We start with the following most general
(n 4 2m + r)-point function defined as,

n+2m+r ~ ~
g (‘rly"'7$nay17"'Jym7y17"'7ym7217"‘)z1”)

= (A(z1) ... Azn)e(yr) - - c(Ym)e(§1)e(Gm)b(21) - - - b(zr))
= /[dcb]A(m) o Alzn)e(yr) - c(Ym)E(§1)8(Gm)b(z1) - - b(zr)e
(6.42)
with the action S given by

S = Sym+ ng . (6.43)

We have immediately assumed that there is an equal amount of ghost and antighost fields
present as in any other case, the Green function (6.42) would be zero, due to ghost number
symmetry. Subsequently, from the definition (6.42), we can immediately write down the
connection between the renormalized Green function and the bare Green function,

grt2mtr ZAj"/2ZC—mZb*’"/2gg+2m+’" . (6.44)

From the previous equation, we shall be able to fix all the matrix elements of expression
(6.40), based on the knowledge that

dgn+2m+r

et (6.45)

is finite.

We start by applying the chain rule when deriving the right hand side of equation (6.44)
w.r.t. 2. We find,

8gn/ 893 398/ —n/2 ,— —r/2 822”/2 — —7/2 A/

—_— = = 7 Z "7 YA 0
892 892 89(2) A c b + 8g2 c b gO
/2027 g —n/2 8Z7T/2 ’

vz oo A S e

(6.46)

where we have replaced (n + 2m + r) with n’ as a shorthand. Next, we have to calculate all
the derivatives w.r.t. ¢°.

. agg
e Calculation of 992
In dimensional regularization, with d = 4 — ¢, one can write down

% = uZyg. (6.47)
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Hence, if we derive this equation w.r.t. g2,

g3 0Z5 5 s o (OnZg 1
=20 = Y 72 = 2. 6.48
942 W THZ = 9| 7 t gz (6.48)

. . . . Olnz? .
From the previous equation, we still have to determine %, which can be extracted

from equation (6.47). Deriving this equation w.r.t. p gives,

dg3 cn o, 0Z] 0g° dg*
N —cfz 9,50 2y f 72 =l =0 6.49
Wy = W Za9 H 1 Gty g i Ly - =0, (6.49)

were we have applied the chain rule again. We can rewrite this equation making use of
the definition of the g-function

og°

2 2
_ 6.50
e eg” + B(g7) (6.50)
where we have immediately extracted the part in €, and we obtain,
Oln 72 1 [ —eg? 1 —B(g?
) 29 -2 ( 252 o 1) - 2 (_6 Qﬁ_i(_gﬁz 2)> : (6.51)
g 9 \ s g g g
If we insert this result into expression (6.48), we ultimately find
o 2 a2
99 —eg® + B(g?)

. 0z;"?
e Calculation of 5‘792

The next derivative w.r.t. g? can be calculated in a similar way. We start by applying
the chain rule,

oz z ezl /2010 Z1/? (6.53)
oF P o T Tag |
. omzy? o . .
Next, we derive ag2A from the definition of the gluon anomalous dimension,

omz*  ag2omz)? oln 7}/

2 2
f— f— = —_ 6-54
Ll ary o (—eg” +B(g7)) e (6.54)
From expression (6.53) and (6.54), it now follows
822”” —n/2 YA
= —nZ _—. 6.55
0g? 4 —eg?+ B(g?) (655
e Calculation of 8%;7”
Completely analogously, we find with the help of the anomalous dimension of the ghost
field,
o712
u 3; = 1ZY?, (6.56)
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0Z;™ “n/2 YA
= —2mZ —_—. 6.57
dg? A g2 1 B(?) (6.57)
9 —r/2
e Calculation of — -
Finally, from
o
= wZ/? 6.58
H au MWL s ( )
we deduce
aZl:r/Q —n/2 YA
= 14y 6.59
0g? A e+ B(g?) (6.59)
Taking all the previous results into account, we can rewrite expression (6.46),
dgn/ Z;n/ZZ;mZI;T/Z ) D) ,
- —€905 3 — —2mye — 0 - 6.60
T eap | g AT e )G (6.60)

The right hand side of (6.60) still contains bare quantities, which we have to rewrite in terms
of renormalized quantities. Notice also that we would like to get rid of the field numbers n,
m and r as the mixing matrix will evidently will be independent of these numbers as they are
arbitrary.

We shall now alter the right hand side of equation (6.60) by calculating 8%296/ and by re-
0

moving the fields numbers. After a little bit of algebra, we obtain,

oe™®) 1 [F2(y) 1 59 1 _
D= d4y<—gg[ 0]+ o [ s —Q%[b()(y)aAo(y)])e s

Consequently, deriving the n/ point Green function gg;’ w.r.t. gg will result in several insertions
of integrated operators in this Green function,

i | d4y<g3’{F3jy)} - 30 { A b+ ;gg’{b()(y)aAo(y)}) s

where we have introduced a shorthand notation, e.g.

2 2
gz}’{Fo 4<y)} _ <FO4<@/)A(9:1) L A(zn)e(y) - - c(ym)E@) - - T(m)b(21) - ..b(zr)> . (6.62)

The field numbers can be rewritten by inserting the corresponding counting operator. If we
start by inserting the counting operator for the n gluon fields , we find

08

/ d4ygg’{A0(y>5Ao(y)} — gy (6.63)

as derived in equation (6.6). We can derive analogous relations for the other counting opera-

tors,
/ ) / / 08 /
Jatusy {aatis ot =may . [ty {mgost =gy o
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Taking all these results together, expression (6.60) now becomes,

" /2 g r—7/2
d9™ _ Z4 277, /d4y [—e(gz)" {Fo(y)} — %gg/ {Ho(y)} + %gg/ {IO@)})

dg? —eg? + B(9?)

—v4(g)G8 {HoW)} — 27:(49)G8 {Ko()} — 1(9*)G {Zo(y)}

We have again introduced a notational shorthand for the equation of motion operators, with
Iy = bo% and Ko = co% and with F and H already defined before.

In the last part of the manipulation of the n’-point Green function we reexpress all the op-
erators again in terms of their renormalized counterparts, thereby writing all the divergences
explicitly in terms of . Firstly, we can reabsorb the Z-factors into QS/ to find,

dg™ 1 o 1. 1.
dg? = —£¢2 + B(g?) /d4y [—6<go {Foy)} — 590 {Ho(y)} + 590 {IO(?J)}>
—7a(g*)G8 {Ho()} — 27(9°)G8 {Ko()} — 1(9%)G8 {Zo(v)}| . (6.65)
Secondly, we parameterize the mixing matrix (6.40),
% Lie -t -t (7
&o = 0 1 0 & . (6.66)
Ho 0 0 1 H

Here we have displayed the fact that the entries associated with a(g?,¢) and b(g?, ¢), which
represent a formal power series in g2, must at least have a simple pole in €. We recall that the
integrated operator &) is proportional to the sum of the two counting operators [ Zo and [ Ko,
see expression (6.41). Therefore [Zy = [7 and [ Ky = [ K. Inserting all this information
into expression (6.65) yields,

oG 1

97~ —ef + B /d4y [9”/{(—6 —a)F(y) = bZ(y) — bK(y) + bH(y) + %H(y)

— ST() = 73 VM) — 27K W) = wTW ||, (6:67)

giving us the final result from which we shall be able to fix the matrix elements of expression
(6.40).

As the left hand side of our final expression (6.67) is finite, the right hand side is finite

too?. Therefore, the following coefficients must be finite,

—£—a 1 (1+a/e)

—eg?2+B(9?)  9*1-08(g%)/(eg?)’

2We consider the finiteness properties in the sense of formal power series in g°.
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—/2=b—w(g®) _ 1 1+2(b+w(g%)/e

T =
—g> + B(g?) 29> 1-p(g?)/(eg?)
L H2Hb () 1 1420— ()
—eg® + B(g%) 29> 1-5(9%)/(eg?)
—b— 2'70(92)
K e 1 () 3(g2) (6.68)
seen as a power series in ¢g?. This can only be true if
2 1 2 1 2
a(g®,e) = — ﬁ;gz ), b(g*, ) =valg®) — Qﬁ;gz )= —(9%) — 25(992 ) —27.(g%) -

In fact, this last equation reveals a connection between the anomalous dimension of A and b,
and between the anomalous dimension of A, g and ¢, namely

YA+ =0, YA+ 27 = (6.69)

292
These relations are well-known to hold in the Landau gauge, since Z42Z, = 1 and ZCZX 2z, =

1, as derived from the algebraic renormalization analysis, which leads to equations (6.34) and
(6.35).

In summary, we have completely fixed the mixing matrix in term of the elementary renor-
malization group functions, and this to all orders of perturbation theory,

Fo 1— 6(925)/92 _2%292) _2%£92) F
& | = 0 1 0 e . (6.70)
Ho 0 0 1 H
——— ———
Xo 7z X

In addition, as a check of this result, we have also uncovered two relations, (6.69), between
anomalous dimensions which must hold for consistency. These correspond to (6.34) and
(6.35), which are well-known nonrenormalization theorems in the Landau gauge.

2.3 Constructing a renormalization group invariant

As a last step, we can now look for a renormalization group invariant operator by determining
the anomalous dimension I' coming from the mixing matrix Z. We define the anomalous
dimension matrix I" as

0
u%Z = ZT. (6.71)
For the calculation of I', we require
9 Blg*\ _ 1, o 21, 9(8/9°)
e R ) =
0 2% 1, 2y (207c)
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so we obtain,

8 2 C C
2 (g;g ) 292 8’)’ 292 8'7
r = 0 0 0 , (6.73)
0 0 0

which is indeed finite, a nice consistency check. This matrix is then related to the anomalous
dimension of the operators:

Xo=2X S 0=p—X + Zp— = -TI'X. (6.74)
"

We now have all the ingredients at our disposal to determine a renormalization group invariant
operator. We are looking for a linear combination of F, £ and H which does not run,

u;ﬂ [kF+0G+mH] = 0, (6.75)

whereby k, ¢ and m are to be understood as functions of ¢2. Invoking the chain rule gives
e ot om

ok 28(5/9) 207c 2 o _
af kg o ST F o okg 825+2k 82H+ aé’+ua H=0. (6.76)

This previous equation results in two differential equations,

ngB(ﬁ/g ) — 0,

Ma,u

e
Mdu+kg2a;2 =Y,
{=m

which can be solved by,

{k(f) — 2
U(g%) = m(g*) = —27e(g?) -

In summary, we have determined a renormalization group invariant scalar operator R con-
taining F. Explicitly,

15(g%)
4 g?

5S
F2, — 27.(¢%) (Agaubuau@az)gbcb) — 2y(g?) A0 22 (6.77)

R = M(gAa’

without having calculated any loop diagram. Moreover, this invariant is equal to the trace
anomaly ©1;, which is expected as ©/; is also a d = 4 renormalization group invariant [200].

2.4 Conclusion

In conclusion, we have thus found that the operator F 31, mixes with other d = 4 operators,

i.e. a BRST invariant operator £ = s(9,c*Af,) and an equation of motion term H = Aj ‘?X}L\A.

We have also construction a renormalization group invariant, R, see equation (6.77). Notice
however, that the second and the third term of the renormalization group invariant (6.77)
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shall drop when calculating correlators. Firstly, the third term is always zero when working
on-shell and secondly, due to the BRST invariance of the Yang-Mills action

(R(2)R(y)) = <[9€F2 +s(...)} (z) [g@FQ —I—s(...)} (y)>

<(5)2F2<m>F2<y> +(.. .>> - (gi) (P)F(y) . (679)

92

BRST exact terms always drop out. However, we have paved the way for more complicated
actions as the GZ action since this framework is very solid. We shall see that the correlator
is no longer trivial in this case due to the breaking of the BRST.

3 The (Refined) GZ action with the inclusion of the operator F;,

We shall now report an analogous story for the (Refined) GZ action, which is based on [201].
We recall that the GZ action Sgyz breaks the BRST, see e.g. section 3 in chapter 4. However,
to be able to repeat the story of the previous section, we need an action which is BRST
invariant. Luckily, we can embed the GZ action, into a “larger” action, which is BRST
invariant, namely Yz in expression (3.209), by introducing 6 new sources, U, ﬁi, Vji, M gi,
Ny, R and T with BRST variations given in expression (3.211). Only in the end, we shall
give these sources their physical values (3.212) to return to the original GZ action. It is then
natural that also here we shall encounter mixing of the 4 dimensional operator F 3,/ with other
d = 4 operators.

3.1 Renormalization of the GZ action with inclusion of the operator Fiy

3.1.1 The starting action

With the mixing of the 4 dimensional operators in mind, we can propose an enlarged Gribov-
Zwanziger action containing the glueball operator Fil,. This action will turn out to be renor-
malizable. For this, we can make two observations. Firstly, the limit, {y, @,w,w,U, V, N,
M,T,R} — 0, has to lead to our original Yang-Mills action S with the addition of the glue-
ball terms given by equation (6.9). Secondly, setting all the terms related to the glueball term
qF? equal to zero, we should recover the Gribov-Zwanziger action Yqz in equation (3.209).
Therefore, we propose the following starting action:

Yeie = Xaz+ /ddaf qFy, Fy, + /ddajs (7] [8ME“AZ + 0WOp + g farpdw® AF Pl 4+ U D0
FVDUE L UV = Tilg fune Desr])
= Yaz+ / A% qF,FS, + / d%x (A [8ME“AZ + 0w + g farpdw® AF Pl 4+ U D0
+VEDYRY + UV - Ty fabcDﬁdcdwf} + 7 [%b"Az + 0,2 D + 00 — Owow
+9fav0P" A* @ + g farp 00 DFcp” — g fuppOw® A*w + MY DL}
i pab b.b i b b i b—b i rab bd . d— i b—b
+gU f D’ p; — Uy Dyw; + Ny Ditw; — gVl {7 D f oy + V' D g;
MV~ URSNG — Ryl [ Dt — Tilg fue Dite’s ) (6.79)

197



CHAPTER 6. THE QUEST FOR PHYSICAL OPERATORS, PART I

whereby A and n were already introduced in expression (6.7). Now upon taking the limit
{0, @,w,w0,U,V,N,M, T, R} — 0, we indeed recover the Yang-Mills action® (6.9) and setting
all sources equal to zero (¢, n, A\) — 0, we find back our original Gribov-Zwanziger action,
see equation (3.209). Notice that in principle, we could have taken other possible starting
actions which also enjoy these two correct limits. We could have tried to couple different
sources to the different BRST exact terms instead of employing only one source n. However,
this would not lead to a renormalizable action, while the action (6.79) does turn out to be
renormalizable, as we shall prove.

Again, we shall establish the renormalizability of (6.79) by using the algebraic renormal-
ization formalism, see chapter 2.

The first step is to introduce two auxiliary terms necessary for the process of renormalization.
As always, we add the additional external term Sey¢ 1 to the action,

1
Sext1 = /dda: <—KﬁDzbcb+ 2gLaf‘”‘[’chcC> , (6.80)

In addition, we also introduce the following external term,

Sext2 = / dles(X; A%O0Y) = / %Y, A% 0wt — / diz (XiDzbcb8Mw§+XiAZ8u¢§) :
(6.81)
whereby (Xj,Y;) is a new doublet of sources, i.e. sX; = Y;. This additional term is necessary
in order to have a sufficient powerful set of Ward identities. Without this term, two Ward
identities of the original Gribov-Zwanziger action would be broken which are absolutely in-
dispensable for the proof of the renormalization of the action (see Ward identity 7. and 8. in
the list below). Again, in the end, we shall set

Xi|phys = 07 }/;:|phys = 0 . (682)
We shall thus continue the analysis with the following action
X = Egluo + Sext,l + Sext,Q . (683)

3.1.2 The Ward identities

The second step is to search for all the Ward identities obeyed by the classical action X.
Doing so, we find the following list of identities:

1. The Slavnov-Taylor idenitity:

S(£)=0, (6.84)
where
5 0% 6% 6% | 6% 0% | 4%
= d R Xy ;. 1 a
5() = /d x(éKﬁ T Ty A A =
> NN ) SR ) SR SRR »
M s N+ R e+ Y’<5X2-> . (6.85)

3The term proportional to the equations of motion will be introduced later.
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2. The U(f) invariance:
Uy¥ = 0, (6.86)

with

5 5 5 5 0 0
Uj = | d% | ¢ — — 3¢ ¢ g - MY ——— —UY
J / ? (% R A R e O T VT Ti T

7

+ T 0 +Y! 5.+Xi 5.). (6.87)

)
aj
t+E r 5T32‘ g 6 X7

ai g
+V " S

5
_|_Nal 1% aj

"N

Using @y = Uj;, we can associate an extra quantum number to the i-valued fields and
sources. One can find all quantum numbers in TABLE 6.2 and TABLE 6.3.

3. The Landau gauge condition:

0% a a
4. The modified antighost equation :
0% 0% 0%
—a + 8117@ - (9” (T]a> = 0()\A) . (689)
oc 0K, K},
5. Two linearly broken local constraints:
0% 0% % 23 abc ct abc ci a
s+ g 9T S = oI ALV gl ALV - 0,(XiA7),
0% 23 abc— 152 abc ci abc ct
m—i— HéNai—gfbwa:gfbAZUu —ngfbAZU#. (6.90)
o
6. The exact R;; invariance:
RijX =0, (6.91)

with

5 5 . 9 - -
= At~ VI U T x|
Rij / x (soz St~ 5 + VS N U gz + S (W])

7. An extra integrated Ward identity:

|~ —nex + az ¢ _yv. 2 _
/dx(d/\ 775)\-1-0 5ba+UM 5Mﬁi+wz5¢? deYi)Z 0, (6.92)

which expresses in functional form the BRST exactness of the operator coupled to .
8. The integrated Ward Identity:
0 -0 ) ) 4]
Az (0 — + Uf— —U%— — \— | £ =0. 6.93
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9. The X-and Y-Ward identities:

J o 5 J
/dx[(l 77)5 - )\5 i+wl(56a+¢15ba:|2 0,

d 0 —ai —
/d x [(1 - 77)5)/1‘ + Wy 5b‘1} Y = 0. (6.94)
| [ A [ [ e [bo [t [of |wf [ o0 ]

dimension 1 0 2 2 1 1 1 1

ghostnumber | O | 1 | =110 | O 0 1| -1

Q) j-charge Ooj]o0ojo0o |0 1]|-11]-1

Table 6.2: Quantum numbers of the fields.
| [ U [ | N [ Vi LR T [ KG [L° [ [A[XT]V']

dimension 2 2 2 2 2 2 3 4 101001 1 1
ghost number | —1 0 1 0 O |-1|-1}-2|0|0|1] O 1
Q j-charge -1 | -1 1 1 1 1 0 0 |0j]0]0O| 1 1

Table 6.3: Quantum numbers of the sources.

Let us stress here that it is of paramount importance to have a good set of Ward identities
to start from. For the construction of the action ¥, one should keep in mind the limits to
the ordinary Gribov-Zwanziger case and to the Yang-Mills action with the inclusion of the
glueball term. It is logical that an identity which plays a crucial role in one of the two limit
cases, should not be broken by the action ¥, as X can be seen as an enlargement of the two
limit cases. This is the reason why we have introduced Sext 2. Without the auxiliary sources
X; and Y;, the extra integrated Ward identity (6.92) and the integrated Ward identity (6.93)
are broken, and without these two identities one cannot prove the renormalizability of the
action in an algebraic way.

3.1.3 The counterterm

Let us now determine the counterterm. From the previous Ward identities, it follows that the
counterterm ¢ is constrained by:

1. The linearized Slavnov-Taylor identity:
By =0, (6.95)
where By, is the nilpotent linearized Slavnov-Taylor operator,

B —/ddx 0% 0 0% 0 0% 0 020 400 o0l | e
2T K3 6AL T 5AL K | 6Ltoct | sceoLe | det | Tiome | iage

) ) ) 1) )
+Maz — + N — + Raz — + A— + y? > ’
i 5Uu ® 5Vu " 6TM on 0X;
and
BsBs =0. (6.96)
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2. The U(f) invariance:

Ui;° = 0. (6.97)
U;j is given in expression (6.87).
3. The Landau gauge condition
0%°
= 0. 6.98
She (6.98)
4. The modified antighost equation:
oX° 03¢ oX°
ﬁ + 8#@ - ﬁu (nm> = 0. (699)

5. The linearly broken local constraints:

0X° 0X° ox
: : T - =
5¢az + 8“ 5Mzzz + 9ava M 5Kln =0,
0%° 52 bebi oxe
— — gf*w™ =0. 6.100
S + H 5N;“ f 5bc ( )
6. The exact R;; symmetry:
RijX¢=0. (6.101)
7. The extra integrated Ward identity:
1) o 0 ) o 1)
d Yo aa T ai —a v, 7 c_
/d (6)\ n5y e 6ba+U“ 5Mﬁi+w15¢§l X,(SYZ)E 0. (6.102)

8. The integrated Ward Identity:
) ) ) ) )
d at . at _ c_
/d x(c 5 52 +U, 5K nU, SR /\5Yi>2 0. (6.103)
9. The X-and Y-Ward identities:
) ) 1) 0
ddz | (1 - A W — 4+ P — | B¢ =
/ €T |:( 77) 5XZ 5 + Z 67 + ()OZ 5ba:| 0)

/ddx [(1 —77)5; +w$£a] ¥ = 0. (6.104)

At this point, we are ready to determine the most general integrated local polynomial ¢ in
the fields and external sources of dimension bounded by four and with zero ghost number,
limited by the constraints (6.95)—(6.104). As usual, the counterterm can be parameterized as
follows:

¥¢ = (By closed but not exact part) +Bs A", (6.105)
3
oy 5
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whereby 3¢ is a cohomologically non-trivial part while 3§ represents the cohomologically
trivial part. A~! is the most general local polynomial with dimension 4 and ghost number
—1. We have proven on p.23 that all fields and sources belonging to a doublet can only enter
the cohomologically trivial part. This is exactly the reason why we have opted to introduce
the source 7, which is coupled to the BRST exact term, as part of a doublet. In this way,
the source 7 can only enter the trivial part, and turns out to be useful to explicitly prove the
upper triangular form of the mixing matrix in equation (6.4). One can now check that the
closed but not exact part is given by

Ef = GOSYM+bO§YM7 (6.106)
whereby

a. 1 a 1a

Sym = / ddquFWFW, (6.107)

and the trivial part is given by the following rather lengthy expression:

5 =By /ddx{ {al(KZ + 0uc") A}, + a2 L + azU}3;0,p7 + a4V 50,07 + as@? 9% !

+agUlL Ve + arg fUS ot A + agg f*VAwl AS + agg f 08 AC D)

+ alogfabcw?(auAZ)(P? + auXiw?aAZ + angié)waZ + angiWE“ + a14gfach"w§‘w?wj

+ a4 9 fabe X WDV + a5 X WD + a1 X UL A% + a179 fape X WLOED5 + a7 fare X @G 0055

+ 079 fare X WG O5PE + a189 fape X WL + a1 X' XG50 + aho X' XIPIW] + a0 X YIw,w),

+ 4219 fabeY D@05 + ay g fabeY @ID0E + agnY @IE + ags RYUL + agy Ty M’

+ 4259 fabe RYWY AS, + a6 fabe T BLAS, + a7 R 0,07 + ags Ty 0,5

+q|bi(K} + 0,c") A} + 1?0 A} + ba L™ + b3U ;0,07 + 30, U507 + baV,5 0,07

+ a0, Viswd + bswi 00l + c50,wL 0 0) + ds 0wl + beUrk Vs + brg f*US 0} AS,
+ bgg fUUVEDLAS + bog fPWE ALY + cog f w0, AL) @} + dog f*0WL A @)
+ b1o X WIOAY + 10X 0wl AY + d1o0X WAL + b1 X' BT + biog fape X wiw)w§
+ V99 fabe X WITVDE + bis X' @IV + bia X ULt AL + bi5g fane X DI VG + b9 fape X @500 05
+ 059 Fabe X 'D50555 + bi6g fape X @5 + b1z X X' P00% + by, X XI{w) + bis X YW} @],
+ b1og faeY "@T05 + Vigg faneY WIS + booY ' WIE” + boy REUS + byp T M

+ bo3g fabe RU@YAS + boag fane T B0 AS + bas R 0,08 + 250, R + bog T 0,5
+ 0268“T[}"<p4 +1n [elKﬁAZ + €10, A%, + 120, Ay + ea L + e3U 50,08 + f30,U50¢

+ 64‘/&8“@? + f46MV$w$ + 65@?62(,0? + f58“w? NQD? + 95825?(,0? + 66Uﬁiv;?i

+ erg fULGL AL + esg [PV AS + eog [ WL ALOL0) + fog [ WL (0, AL) 0%
+ 999 f 70w} AS Y + e10 X WLOAL + 10X 0w} A% + g100X WA + e11 X BT

o o " ! o
+ €129 fabe X 'WiWIWS + €109 fape X ' WiwW5 + e13X W + €14 X UL A + €159 fabe X T 0 P

202



3. THE (REFINED) GZ ACTION WITH THE INCLUSION OF THE OPERATOR F?

+ 6/15gfachiwq90?¢§ + 6/1,59fachiwq<P?¢f + el6gfachiw ' + er X* XZSOJ ;l
+ e'17XiX]<plw + e X YT W + e199 fapeY wawbcpj + €199 fapeY" w“ b @S + egY ' wie?
+ 621RZiUEZ + QQQTﬁzMS/L + egggfabcRlegAZ + 624gfabcTal(pi)Ac + 625R ai o

+ fos0, R lw + 626Tmaug01 + f260, T”‘Z “] + ){hlgfachl ‘”w i+ R g fape X p® w

+ ho X CTY + hgw“wbgoggoj + (variants of h3) + hyT};0,7 + hsTy; Uy + hggf“bchlfAc} }

(6.108)

The coefficients a;, @}, etc. are a priori free parameters.

Here again we did not include terms of the form (¢2...), (n?...), (gn...), (¢*...), (A¢®...)
etc., into the counterterm as also here the argument (6.24) holds. This argument (6.24) can
be repeated for all the terms which are zero in the physical limit. Therefore, this argument is
not only valid for the dimensionless sources ¢, 7 and A, but also for the massive sources K,
L,, X;, Y;. Though, some care needs to be taken, see the example of the modified ghost equa-
tion (6.25). Therefore, we choose to keep all the possible combinations of higher order in the
massive sources in the counterterm (6.108) as there are only a finite number of combinations,
while keeping in mind the higher order combinations of the dimensionless sources. Only af-
ter imposing all the constraints, we can then safely neglect the terms quadratic in the sources.

With the previous remark in mind, we can now impose all the constraints (6.97)-(6.104)
on the counterterm, which is a very cumbersome job. We ultimately find

2¢ = apSyn + boSyu + a1 / A% (A“ O5vM | 4o 85y + 0D + K18, + MY9,, 00

nsan A
_ Ugia“wzi + Nﬁia,uwzi + V;iau¢zi + 6,u¢ai M(Pu + a#w ai szi + V}fngi _ UﬁiNgi

- gfachZaSObiaucc - gfabcvjawbi aucc - gfabcauw%obi 8ucc - gfabcRZiaucbwzq - gfabcTﬁi aucb¢z¢>

+by / ddacq(AZ ‘sz + 90 + K20 + MY 0,0% — Ut9,wi + NU9,w% + V49,55
+ 0" 04} + 0w 0,0 + VM — Ut Nt — g fapeUp 0" 0uc” — g fabe Vi@ 0puc

—g fabcauw%obiaucc —g fabCRZi(‘)ucbwf — gfaveT, faucb@f) + a1 / dzn <8M6“8Mc“ + M ﬁiﬁugoff
— U 0w + NY 0wy + Vi 0,05 + 0, 0% 0upy + 0w 0w + V' My — U N

— 9f U 0" 0uc” — g fabe Vi 0 — 9 fabc0p@* 0" 0uc” — g fabe RE 0@ — g faeT, ﬁiaucb@g)
—a / Az (Uzz 8ug0‘” i V;i 8,@“ n 8,@‘” uwai i Uﬁivlizi — gL TD 9, Cc)

—a / a'z (X0, 0" ). (6.109)

Only now, we can discard the term ~ qKﬁ@uca as it is of quadratic order in the sources. One
could argue that we can also neglect terms of higher order in U, l‘ji, Nl‘fi and Tﬁ”. However,
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all these sources belong to a BRST doublet. Moreover, the corresponding partner sources,
Mg, Vit R, acquire a nonzero value in the physical limit, and it would be impossible to
write the BRST exact term in our starting action Xgy,e (see expression (6.79)) as an s-variation

when neglecting these kind of terms. In summary, the expression

_ 58 58
B d Y M Y M
EC—GOSYM—H?OSYM-l-CLl/d x(AZ s Az + Aj, 5An
— U0 + N 0,5 + VI 0,850 + 00" 0l + 0w 0,0 + VI Myt — U N

- gfach,ia Spbiaucc - gfabcvljawbi 8,ucc - gfabca,uwa@bi 8,ucc - gfabcRZia,ucbw;‘: - gfabcT;ji 8ucb¢§)

+ 8, 0uc” + K[ Ouc + MY 8,05

aéSYM —a a ai ai at ai at n —at at n —at
+ by / g (A3 T OO+ M0 = U0yl + N0+ V0,

+ a;@m ’ @Zi +0, W ;@Zi + V;z’ Mﬁz o Uﬁi N;n' —g fachZa 9Obz‘ Duct — g fabcvﬁawbi Dyt
— 9 fabeOp@ 9" 0uc® — g fape RY0u’@§ — g fabchiauc%g) + a / ddzn <8HE“0M0“ + M0,
— U0y + NY O + VI 0,8% + 0,8 0,0 + 0w 0,0l + VMY — US N

— fabcU 0" 00" — g fabe Vi@ 0puc” — g fapc0u@ 0" 0uc® — g fabe REOuc’@l — g f abcT,fiapCb@f)
—a / A2\ (U 0u™ + V0,0 + 0,0 0ip™ + UV = g fae T 0,

—a / a'x (X0, 0" ) (6.110)

gives the general counterterm compatible with all Ward identities.

We still need to introduce the operators belonging to the class ('3, which are related to
the equations of motion, see section 2.1.2. Therefore, we again perform a linear shift on the
gluon field Aj in the action X

AL — AL+ AL, (6.111)

whereby « is a dimensionless new source. As this shift corresponds to a redefinition of the
gluon field it has to be consistently done in the starting action as well as in the counterterm.
Later on, we shall see that introducing the relevant gluon equation of motion operator through
this shift, will allow us to uncover the finiteness of this kind of operator. Performing the shift
in the classical action yields the following shifted action X’

1
¥ = Sym + /ddm (baauAZ —|—Ea8uDZbcb) + /ddx <—Kﬁ (Do) + 2gLafabccbcC)
+ [ dte (w0, D31t — w0, D! - gt Dl + [ dta (-0 DR
_ gUZifabcDchd(qu + UgiDzb 7{) _ NgiDzbwg _ V;zDzb¢§ + gV;ifabCDdedwf _ Mszvliu
+USNY + Ryl g f* Dyl + Ty'g fabCDchd¢§> + / dzqFg, Fo, + / dfz [aﬂzaA;
+ 0WOP + g farp 0@ AP p? + U D" + VDG + UV — Ty fabCDchdwﬂ
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+ / dzn [aubaA;; + 0, D + 00 — T0Ow + g fars0F" A + g fury0* DF

— 9farp 0T AFW? + M2 (Dypi)* + gUS [ (Dyye)’ ¢ — UL (Dypw;)® + N2 (D,w;)"

. gV:ifabc (Duc)b wlc + V/fn (D,u@i)a + Mﬁlv;:u _ Uﬁstz . RzigfabcDchdwq

7

— Tl fabchdcdag] n / 44z (Y;AZ&)*? — X, D%, + XiAza@g)

59
d a Y M d a qa k bag =a d —a Ak b
+ / d'za g it dza [—8Mb A% 4 g fa Al PO, } + / diza {—gfakbau%- Ak

+ 9 farp 0@ Al — 92fabmfbkdauwa<ﬁmx4ﬁcd] + /ddfm [—gfakbeAl,?P? + g farUf Al
— gfarsNF AL} — gfakaﬁAﬁGﬂ - /ddl’a [QQfabcfbkdUiaSOcAkcd + g° fave foraV @ AFc?

+ 9 fabe fora R AR — g2fabcfbdea¢CAkcd} : (6.112)

Notice that we have neglected again higher order terms in the sources ~ (an...), ~ (a\...)
and ~ (agq...) as the argument (6.24) is still valid. The corresponding counterterm ¥'¢ reads:

58
S/ = ¢ + ag / dda:(aAZ 5;1/;2”) +ay / dza (2440,0, A — 2492 A%

99 fare ALALOLAL + 4% fane feac ALALALAL ) - (6.113)

whereby Y€ is given in expression (6.110) and we have once more dropped higher order terms
in the sources.

The final step in the renormalization procedure is to reabsorb the counterterm Y'¢ into the
original action Y,

(g, w, ¢, @) + hX¢ = %(go, wo, do, Po) + O(h?). (6.114)

We set ¢ = (AZ, c®, ¢ b o Wi, P, wi) and @ = (K, L¢, Ml‘ji, NL”', Vlj”', Uﬁi, A) and
we define

90 = 749, 00 =2,"0, g = Zo®, (6.115)

while for the other sources we propose the following mixing matrix

40 Zag Zan Zga q
Mo = Zng Znm  Zna n ) (6.116)
Qo Zaq Zom Zaa «

If we try to absorb the counterterm into the original action, we obviously find back all the
renormalization factors of the original GZ action, see expression (3.240)- (3.242). In addition,
we also find the following mixing matrix

qu an an 1+ h(bo — ao) 0 0
Zg Zoy Zna | = hby 10 |, (6.117)
Zag Zan Zaa hby 0 1
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while for the Z-factor of A we have
Zy = Z;V2z'P=zV2Z M (6.118)

Both results are remarkable the same as (6.36) and (6.37). So far, we have proven that the
two limit cases are at least correct. Finally, we find the new results

Zy = Z,72;',

Zx = 7Pz (6.119)

In summary, the action ¥’ is renormalizable. Moreover, we have only 4 arbitrary parameters,
ap, ay, by, by, which is the same number as in the limit case {¢,p,w,w,U,V,N, M} — 0,
i.e. the Yang-Mills case with the introduction of the glueball operator ~ F /Ew see the previous
section. This is also a remarkable fact.

3.2 Renormalization of the RGZ action with inclusion of the operator F 31,

In analogy with chapter 5 we shall add the two dimensional mass term ~ (¢ — @Wiwf") to
the action g in equation (6.79),

ZJRglue = Eglue + E@cp + Yen (6120)

whereby we recall that

Soe = [dlals(-taten) = [ als (- @t - ter)

Yen = /ddxg@J, (6.121)
see equations? (5.13) and (5.32)-(5.33).

Let us now investigate the renormalizability of action Xggjue. We can go through the same
steps as in the previous section. Therefore, we again add the two external pieces, Sext,1 and
Sext,2 as defined in equation (6.80) and (6.81), to the action XRrgue

ER = ERglue + Sext,l + Sext,2 . (6122)

Subsequently, one can easily check that all Ward identities (6.86) - (6.91) and (6.94) remain
unchanged up to potential harmless linear breaking terms. Therefore, the constraints (6.97)
- (6.101) and (6.104) remain valid. Unfortunately, the extra integrated Ward identity (6.92)
and the integrated Ward identity (6.93) are broken due to the introduction of the mass term.
However, the mass term we have added is not a new interaction as it is only quadratic in the
fields. Therefore, it cannot introduce new divergences into the massless theory 3, and it can
only influence its own renormalization® as well as potentially vacuum terms, i.e. pure source
terms. Also, next to the Ward identities (6.86) - (6.91) and (6.94), we have a new identity

6n
00

*We are not including the condensate (A?) here.
SWe employ massless renormalization schemes.

= <J, (6.123)
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which is translated to the following constraint at the level of the counterterm,

555
e)

0. (6.124)

As a consequence, Xf is independent from the source ©. Therefore, it follows that the form
of the counterterm Xf, can be written as

NG = XC4%9, (6.125)

whereby Y€ is the counterterm (6.110) of ¥ and X9 is depending on J. One can now easily
check that X9 = kJ 2 with k a new parameter as this is the only possible combination with
the source J, which does not break the constraints (6.95) - (6.101) and (6.104).

k is in fact a redundant parameter, as no divergences in J? will occur, as explained on
page 123. Therefore, the counterterm X is actually equal to X¢. Defining

Jo=2;7, (6.126)
we find
Zy=27;' = 7,2}, (6.127)
and we have proven the renormalizability of the action Xgrgue.
3.3 The operator mixing matrix to all orders

3.3.1 Preliminaries

We can write the final action ¥’ from equation (6.112) in a more condensed form as
Y = gz + Sext1 + Sext2 + /ddm (qF +n€ + aH) + /dd:c/\/\f, (6.128)

whereby we have defined the operators

1
f == ZF::VF'&V’
E = sN,
H = A2C 6.129
- ,LLAﬁ ) ( )

with

N = [@LE“AZ + 000 + a0  AF G + UIDP P 4 VODUG 4 UV — T g fape Dot

(6.130)
Let us return to the mixing matrix of the sources ¢, n and J and pass to the corresponding
operators. We have found in expression (6.117) that

0 Zg 00 q
m | = %, 1 0 n (6.131)
Jo Zjg 01 J
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As this matrix is exactly the same as in the Yang-Mills case (6.36), we can immediately write
down the corresponding mixing matrix for the operators themselves, see expression (6.40),

Fo quql —ZJquj]l —ZJqZ[;]l F
& = 0 1 0 g |. (6.132)
Ho 0 0 1 H

We recall that we recover the expected upper triangular form. Also in the GZ case, £ has
a Z-factor equal to 1, and we also find that the BRST exact operator £ does not mix with
‘H, although this mixing would in principle be allowed. This can be understood as follows.
The integrated BRST exact operator £ is in fact proportional to a sum of four (integrated)
equations of motion terms and two other terms,

/ dz [a b AY + 0, DY + 020¢ — 0w0w + g fars0P" AP + g fay 0w D4t

_ gfakbawaAkwb + MCL’LDCLb(Pz + gU/:”fabcDabC (plc . UazDabwb + szDzbw?

gvljufabcDch VazDab b Mazvaz UIZLZNZ@]
) 0% 0% ) ) N>
_ 4 a GZ —a GZ —a GZ —a GZ ai GZ al GZ
/d v <b St T T T A M i s 5U5i> . (6.133)

and therefore, like H, it does not mix with the other operators. Notice that we can rewrite
the integrated BRST operator in two other forms:

4 (00502 _,0¥az 202Gz 292Gz @i 092Gz @i 092Gz
(6.133):—/dz(b ot G T T e N Vi 5V;%’>’
(6.134)
or
4 52@2 52@2 N ONeY/ ONeY/ 0i02a7 0i 02G7
(6.13) /d ( s TP o T e T Mg N 5Nlj“'> ‘
(6.135)
Remark

We can also use the refined action Yray instead of Yqz. We define Ygrayz as
Yraz = Yaz + Xgp + Xen s (6.136)

whereby Y5, and X, are defined in equation (6.121). Replacing ¥qz by Yrgz does not alter
equation (6.132), but it does slightly modify expression (6.133),

/d4x€__/d4x(ba5ERGZ +,G5ERGZ _‘_fa(SERGZ _’_fa(SZRGZ +Mai5ERGz

b T Tser Y Tape T Tewe e GMw
wi0XRGZ  0XRGZ | O0YRGZ
U e T 956 ). (6137)

and analogously for expression (6.134) and (6.135).
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3.3.2 The physical limit

In the next subsection, we shall work in the physical limit as our final intention is to examine
n-point functions with the (Refined) Gribov-Zwanziger action itself. In the physical limit, £
becomes:

Elpnys = Oub* A5 + 0,e* Dyt ” + 8,0 D} — 0w Diw) + g f "0, w5 D)o

+ g AL + A g f AL+ d (NP = 1)t (6.138)

phys

From this point, we can omit the constant term d (N - 1) ~* as it shall not play a role in the
calculation of the glueball correlator. Later, we shall determine the renormalization group
invariant R(x) which contains F) 5y(1‘) As &£ mixes with F, EV(ZL‘), this renormalization group
invariant shall also contain this constant term. However, a constant term can never contribute
to the final glueball correlator (R(z)R(y)) as it can never help to produce connected diagrams
between the two space time points z and y. Therefore, we shall simplify the calculations by
omitting this term already from this point.

In the physical limit H is given by

0Saz
Hlpe = A2 Sip (6.139)
whereby Sqz is the physical Gribov-Zwanziger action (3.176). Naturally, the mixing matrix
(6.132) stays valid.

3.3.3 The operator mixing matrix to all orders

It this section, we shall determine the mixing matrix (6.132) to all orders. This proof is very
elegant as it does not require to calculate any loop diagrams, and it is purely based on alge-
braic manipulations. We shall extend the proof given in section 2.2, which was based on [199].
Moreover, as a byproduct, the proof shall also reveal some identities between the anomalous
dimensions of the different fields, which can serve as a check on relations as in (3.241) and
(3.242). We shall directly work with the physical action Sgz. In the end, we shall also look
at the Refined Gribov-Zwanziger action, Sraz.

We start again our analysis with the following generic n-points function

g”(azl, ceey IEn) = <QZ)Z(IE1) e ¢]($n)> = /[d(jﬂqﬁl(l‘l) e gf)j(:En)e_SGZ 5 (6140)

whereby ¢;, i = 1...8 stands for one of the eight fields (Af, ¢, ¢, b, cpzb, wfjb, @ff’, W),
iegpr=A,, ..., ¢g= wﬁb. We shall immediately omit the vacuum term y*(N? — 1)d in the
action Sggz, as it is relevant only for the calculation of the vacuum energy and not for the

calculation of n-point functions. The total number of fields is given by n,

8
no= Y ni, (6.141)
%

with n; the number of fields ¢; present in the n-points function (6.140). We are therefore
considering the path integral for a random combination of fields. Subsequently, from the
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definition (6.140), we can immediately write down the connection between the renormalized
Green function and the bare Green function, which is, in a very condensed notation,

8
=11z, (6.142)
i=1

From the previous equation, we shall be able to fix all the matrix elements of expression
(6.132), based on the knowledge that % must be finite in a renormalized theory.

We shall therefore calculate this quantity. The first step is to apply the chain rule:

8 ”J/2
dgm 97 ni/2 7—1il2 [390 9 3’70
=S —==—1]z" g+|| i + gr 6.143
o = i ’ o oq; " ogrog|

Next, we need to calculate the derivatives w.r.t. g2.

e Firstly, we need to find g3 /0g?. We employ dimensional regularization, with d = 4 —e¢.
If we derive

9% = W2, (6.144)
w.r.t. u and g2, combine these two equations and employ the following definition of the
B-funtion®
dg° 2 2
- = - 6.145
e g™+ B(g°), (6.145)
we obtain
g3 —<93
= = —= 6.146
dg* —eg® + B(g%) (6:146)

2
e Secondly, we calculate g—’;g. We start from

B = Zp?, (6.147)
whereby Z.» = Zy = Zj due to the limit (3.212). Deriving this equation w.r.t. g?
yields
0 0Zp 0lnZ 2 10 O0lnZ.p 1
=Y E N = s N = — 6272,
dg*> Oy g pog*"  op —eg® + B(g?)

and we have defined the anomalous dimension of v? as

aan
b2 =

N oy (6.148)

5We have immediately extracted the part in e.
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e Finally, we search for OZ(;jnj /2 /0g%. Applying the chain rule gives

—n;/2 —nj/2 o.,1/2 1/2
02,""  z Mozt L n0mZ 6119
2 = T s 2~ % 2 '
dg zy? 09 dg
o z/?
Next, we derive Tf from the definition of the anomalous dimension,
§1n 22/ 9a> §1n 24/ 91n Z*/?
@7 g @7 2 2 o
PR = =2 = (— . (6.150
o -y o (—eg® + B(g%)) 0 (6.150)
From expression (6.149) and (6.150), it now follows
82_711/2 ‘
¢l —n;/2 T
— = 4. 6.151
0g? Y —eg? + B(g?) ( )
Inserting equation (6.146) and (6.151) into expression (6.143), we find:
—ni/2 8

dgn IL2," , 0 5 O
— = ———— | =) nvw —e95==5+27% = | G0 - (6.152)

d> g+ B(g?) J; 7 ags VoG

The right hand side still contains bare and therefore divergent quantities. We would like to
rewrite all these quantities in terms of finite quantities so that we can use the finiteness of
the left hand side to make observations on the right hand side. Also, we should rewrite in
some manner the number n; as the mixing matrix (6.132) is obviously independent from these
arbitrary numbers.

Therefore, as a second step, we shall rewrite the right hand side of (6.152) in terms of a
renormalized quantity. Firstly, we calculate 8%296‘. Using
0

debez o 1 (Fg)Y, 1 3Saz §Saz
dgs / d y( 9 ( 4 >+ 293 (AO(y) 5 Ao(y) boly) Sbo(y)
_ 0Saz 0Saz —Saz
* (y)éwo(y) - O(y)éwo(y)»e s

we can write,

2% _ / 4 n F()Q(y) _1 n 5SGZ 1 n 6SGZ

—50¢ {2+ 165 {292 ) (o)

We have introduced a shorthand notation for an insertion in the n-points function, e.g.

G {0}~ (B o). (6.154)
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Secondly, we analogously find

0
2 no_ abc 2 abc ga —bc
Y0 972 9o / (go {%gof A% 0000 + Yo 90 f VAL b o}) : (6.155)

Thirdly, we rewrite n;Gj by inserting the corresponding counting operator’ into the Green

function,
i\ 0Saz
nGr = /d4yg"{¢](y) : } (6.156)
790 0 0 (M%(y)

Inserting (6.153), (6.155) and (6.156) into our main expression (6.152) results in

" _ L i) N gn g 856z | o [FRW)
dg? _—592+ﬁ(92)/dy[ Z’ng {%(y)g%(y)} 9 { 4 }

7j=1
€ n 5SGZ € n 5SGZ € n ) — 5SGZ
39 {A“(y)5A0<y>}_2g {bO(y>5bo(y>}+2g {WO(y)awo(w}

€ -n 5SGZ n 2 abc qa be 2 abc
- §g {wo(y)dwo(y)}+572g {VOQOJC Al oo T 090f Apos%o} - (6.157)

Notice that we have also absorbed the factor []; Z, /2 into the Green functions, and therefore

we can replace G} again by G". Finally, we need to rewrite all the inserted operators in the
n-points function G" in terms of their renormalized counterparts. For this we return to the
mixing matrix (6.132) and parameterize it as follows

% N A YL
& | = 0 1 0 e . (6.158)
Ho 0o o0 1 H

Here we have displayed the fact that the entries associated with a(g?,¢) and b(g?, ¢), which
represent a formal power series in g%, must at least have a simple pole in €. Therefore, we
can rewrite

Fi(y) 0Saz
— = = (—e— b bA
eFo(y) 1 (—e = a) F(y) + b E(Y)lpnys + 0AW) 5 A
0Saz 0Sayz
H = A = A , 6.159
Olphys O(y) 5A0(y) (y) 5A(y) ( )
whereby we recall that we are working in the physical limit and we have replaced H\phys by
the expression (6.139). Subsequently,
Y90 AL osoﬂ o = YgfeALel
’YOgOfabcA“ OSO'LL 0 = 72gfabcAZ(ch ’ (6160)

as one can check with the Z-factors in (3.242). Finally, all the other operators are equations
of motion terms, which appear in expression (6.133), (6.134) and (6.135) and therefore have

Tt is easily checked that J d‘ﬁ;d)éﬁ counts the number of d)é insertions.
0
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the same Z-factor as the operator £, i.e. Z = 1. Summarizing, expression (6.157) becomes:

dg® _ 1 dyl(—e — a)gn € i p_ ) grd a25ez
dgz——592+ﬂ(92)/dy[( e~ a)g {f}+<2+b 'YA)Q{A 5,4}

+ (-5 —m-b)g" {b(y) 5SGZ} (- b)G" {c(y)(SSGZ} —7g" {c(y) 5SGZ}

db(y) de(y) dc(y)
3 n ) — 55(;2 3 n 5SGZ n 5SGZ
(5w PG+ () s e s
05
90" {52 | 4007 {9,9Di0 et - 0@ DR + 970, Dl

+72g f ALl + gf“bcAZsOZ”’} +0,2G" {Vng“bCAZsOi’f +7 gf“bcAZsolf}] ., (6.161)
where we have immediately taken the full expression of &£ |hys in equation (6.138).

From expression (6.161), we can determine a(g?,¢) and b(g?,¢). As %97; is a finite expression,
we know that the right hand side of equation (6.161) must also be finite. Therefore, as all
the Green functions are expressed in terms of finite quantities, we can choose a set of linearly
independent terms and demand that their coefficients are finite:

—a §Saz | €/2+b—va(g?)

g" — o g" {A } : , (6.162a
= il 54 | —ep a0 1O

— b ~ byl . ~Ye—b—7
" {b0, A —_— nac*o, DY T 6.162b
T A Ty TP g (162)

_ - b _ —Yw — Yo —b

n ey pab bl . e ~ Ve nloen pwb bl W .162

g {SOZ a,LL 7 SD’L} —592 —|—ﬁ(g2) 3 g {CL)Z 8# 1 wl} —592 —'—/8(92) 5 (6 6 C)

—Yo — 02 — b —Y5— 02 —b
abcAa —bc . e Y n abcAa be . P Y ’ 6.162d

_ A — + E_}
abeg, i Didedps ) e T T e T2 T 0 6.162
{ 9/ ¢ %} —cg? + 3(g?) ( e)
We can rewrite the coefficients of G" {F} and G" {A‘S‘g%} in (6.162a) as
—e—a 1 (l+a/e) e/2+b—valg®) _ 1 1+2(b—ya(g?))/e
—eg? +B(g?)  ¢*1-PB(g%)/(eg?)”  —eg*+B(g?) 29> 1-B(g%)/(c4?)
(6.163)
Hence, in order to be finite, we must conclude that
ﬁ 2 1 2

a(g®,€) = — (ggz ) : b(g2, ) =valg?) — 25(992 ). (6.164)

Notice that a and b depends on g2, but not on . Therefore, the matrix elements of the first
row of the parametrization (6.175) only display a simple pole in e.
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Moreover, from the other equations we shall obtain relations between the anomalous di-
mensions of the fields and sources. Let us start with the coefficient of G {09, A, } in equation
(6.162b), yielding

—e/2-b-w(g) _ 1 1420+ w(e))/e 6.165)
—eg® + B(g%) 29 1-6(g%)/(eg®)
which means that
15(g>
Moo = i) - 500 (6.166)
Inserting the value of b(g?, €) from expression (6.164) gives the following relation
Ya+vm = 0. (6.167)

This relation is a translation of the relation Zi‘/ QZ; /? =1 found in equation (3.241). Indeed,
deriving both sides w.r.t. p gives

1 0 (,1/2,,1/2
.2 (Z 7z ) — Aty = 0. (6.168)
ZV2 712 op \TA T

Analogously, for the coefficient of G" {zaaungcb}, we find

b(g*e) = —ve— e, (6.169)
yielding
_ B
YA+ Vet Ve = 22 (6.170)
which is a translation of Zg/2Z61/2Zi‘/QZg =1 as u% = —%. Next, the coefficients of
(6.162c) and (6.162¢) lead to
_ B _ B _ B
Yo+t 74 = 257 Yo + Vo + 74 = 257 Vet Vo + Ve +74 = el (6.171)

stemming from
zY 77z, =1,  2Y?2Zz,=1, Z}PzY7YZZ,=1.  (6172)

These relations originate from the relations derived in (3.241) and (3.242). Finally, the
coefficients in equation (6.162d) are finite if

or equivalently

1/2 »1/2 1/2
27 72,22 =1, 2Y22* 2,2, =1, (6.174)
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which is also fulfilled as Z,» = Zy = Z, /22, "/*.

In summary, we have determined to all orders the mixing matrix (6.132). For notational
simplicity, we take the value (6.169) for b and we use the equality v, = e

1— B(g?) 27 27e

2 € €

Z = 0 1 0 . (6.175)
0 0 1

We have encountered numerous checks which show the consistency of our results.

Remark
This matrix is also valid for the refined action Srgz. One can repeat the proof by replacing
Saz with Sraz and by adding the following term in M? = J to the game,

Spp = —M? / Az (Pl — Téwd) (6.176)

see equation (6.121). In the end, expression (6.161) will collect an extra term

dg" 1

Fri (6.161) + S ) /ddy [60r2G™ { M (B — ww) }] (6.177)

where we have introduced the anomalous dimension of M?,

3ln ZMZ
) = p——. 6.178
" = (6175)
This leads to the following extra coefficients
. —Yz — Yo — Ops2 . —Yz — Y — Ops2
nf 2500 . T — e M , Mo - d d M . 6.179
"1 el —eg® + [(g?) g M } —e9? + 6(9?) ( )
so that
Y% + Yo + Op2 =0, Yo + Y+ Op2 =0, (6.180)
or equivalently
ZY2 712 7, =1, ZP 7P zE =1, (6.181)

which is correct as Zj = Zyp2 = Zng/Q, see equation (6.127). All the other relations stay
valid of course.

3.4 Constructing a renormalization group invariant

As the final step of our analysis, we shall try to determine a renormalization group invariant

. . F2 .. .
operator which contains F = %(x). This is useful as we would want to obtain a renor-
malization group invariant estimate for the glueball mass, i.e. the pole of the corresponding

correlator. This analysis is completely similar to the one presented in section 2.3, due to the
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fact that the mixing matrix Z is exactly the same. Therefore, we can immediately conclude
that (see expression (6.77))

B(g?)

R i 27.(9°)E — 27:(9*)H , (6.182)

is a renormalization group invariant scalar operator containing F 31,, in the case of the Gribov-

Zwanziger action Y gz as well as in the case of the refined action Yrqgz.

3.5 Conclusion

We have found a renormalization group invariant, the final goal would be that of evaluating
the glueball correlator

2
(R(@)R(Y))prys = <<ﬂ(gg2 ).’F(x) — 2v.(¢H)E(x) — 2%(92)7{(1»0 %
2
<ﬁ(gz )f(y) —27.(9°)E(y) — 27c(92)7%(y)>> . (6.183)
g phys

using the (Refined) Gribov-Zwanziger action.

As usual the equation of motion terms like H will not play a role. Let us demonstrate
this with a simple example,

(F@)H@)) phys = <J-'(x)AZ(y) 6SRGZ> = /[dq)]}—(ff)AZ(y) 0SRGZ  ~Snas

dA%(y) 6AL(y)
e~ Sraz J (AG T
-~ Jlawaas e~ [laage e D)
= .6z —y) +6(0) (F(z)), (6.184)

which is zero as  # y and 6(0) = 0 in dimensional regularization. Therefore, expression
(6.183) reduces to,

and only £ is of importance. We recall that £ is given by

£ = Oub" A% + 0, DL’ + 0,8 Do} — 0,07 Db} + gf*° 0w Dol el

+ ,YQQfabcAZ(ch + ,YngabcAzai)Lc +d (N2 _ 1) 74 ) (6186)
From this point we can compare with the Yang-Mills case, see section 2.4. For the standard
YM action, we have seen that gauge invariant operators F only mix with BRST exact and
equation of motion type terms. While the latter always yield trivial information at the level
of correlators, the BRST exact pieces drop out due to the BRST invariance of the gauge
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invariant operator F and of the vacuum. The situation is quite different here in the (Refined)
GZ framework. Namely, in the physical limit, £ is no longer a BRST invariant operator. In
addition, the BRST symmetry of the GZ action is softly broken, see section 3 of chapter 4.
Therefore, when turning to physical states, £ will no longer be irrelevant, and will explicitly
influence the value of the correlator. This is not the only observation we can make. R(x) is
not the only renormalization group invariant of dimension 4. Indeed, also the operator £(z)
does not run with the scale, as we directly infer from equations (6.73) and (6.74). We can
therefore imagine to study correlators of linear combinations of the operators F and £, where
the linear combination is chosen in such a way that the emerging pole structure would be real.
We shall elaborate on this in the next chapter, but one can already notice that this is not a
trivial issue in the Gribov-Zwanziger framework, basically due to the fact that the poles of
the gluon propagator itself are already not necessarily real-valued. Finally, we observe that
when the Gribov parameter 72 is formally set back to zero, we recover the correlators of the
usual kind in Yang-Mills gauge theories, as the BRST symmetry gets restored, as well as the
BRST exactness of the operator £.

4 Intermediate conclusion

Now that we have studied the renormalization of F, 3,, in the GZ action, and shown that this
is far from trivial, we should study the spectral properties of the correlator (R(z)R(y)). In
practice, we have to investigate whether the correlator (R(xz)R(y)) can be cast in the form
of a Kallén-Lehmann representation, i.e. a spectral representation with a positive spectral
function, and whose analytic continuation in the complex Euclidean k?-plane exhibits a cut
along the negative real axis only. Such a spectral representation would thus imply that, when
moving to Minkowski space, the cuts are located along the positive real axis. Moreover,
positivity of the spectral function then guarantees that a meaningful interpretation in terms
of states of a physical spectrum can be attached to those operators. This is precisely what one
would expect from a confining theory. This is a highly nontrivial task, given the complexity
of the Gribov type propagator, see (3.97) as well as of the Gribov-Zwanziger action. In fact,
the correlator (F?(z)F?(y)) was already studied in [3] at one loop order. The results found
in [3] can be summarized as follows:

G(kz) — /d4x e—ik:c <F2(.%')F2(O)> — Gphys(kQ) + Gunphys(k2) ) (6.187)

The unphysical part, G'™PYs(k2), displays cuts along the imaginary axes beginning at the
unphysical values k? = 44iv?, whereas the physical part, Gphys(k2), has a cut beginning at
the physical threshold k2 = —242. Moreover, the spectral function of GP"$(k?) turns out to
be positive, so that it possesses a Kéllén-Lehmann representation [3]. As such, Gphys(k2) is
an acceptable correlation function for physical glueball excitations. What is also interesting
in this expression is that a physical cut has emerged in the correlation function of a gauge
invariant quantity, even if it has been evaluated with a gluon propagator exhibiting only un-
physical complex poles.

In the paper [3] however, the renormalization of F; 3y was not taken into account. As we
have proven, due to the breaking of the BRST (R(z)R(y)) # (F(z)F(y)). The hope was

therefore that £ would cancel the unphysical pole. However, it would seem like a deus ex
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machina if this would really be the case, as there is no residual freedom left in R. Therefore,
in the next chapter, we shall go a deeper into the cut structure of correlator to find out where
exactly the physical cut in expression (6.187) comes from.
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1 Introduction

In this chapter, we shall look at correlators from a whole different perspective. In the last
chapter, we started from a gauge invariant quantity, namely F’ 31,, and investigated its renor-
malization, to construct a RGI operator, while in this chapter we shall focus on the spectral
representation of the correlators. If we want obtain a particle interpretation out of an action,
we need to look for operators which correlation functions (1) exhibiting only real cuts and
(2) having positive spectral functions [5]. For the first requirement (1), we need to find an
operator O, so that the corresponding correlator (O(k)O(—k)) can be cast into the a spectral
representation, i.e.

OWOCH) = [ drpr) 5 (r.1)

where the quantity 79 > 0 stands for the threshold. If we now introduce the complex function

F(z) = /OodTp(T) L (7.2)

0 T+ 2

then from complex analysis, it follows that F(z) is an analytic function in the cut com-
plex plane, where the interval (—oo, —7p) has been excluded. Therefore, when moving from
Euclidean to Minkowski space, i.e. k%u o= _kJQ\/Iink’ expression (7.2) gives the spectral repre-
sentation! of a quantity exhibiting a discontinuity along the positive real axis, starting at the
threshold 7y and extending till +00. In order to meet the second requirement (2), we need
p(T) to be positive.

To meet both requirements, we shall introduce i-particles: a pair of fields with complex
conjugate masses which emerge in a natural way when dealing with a gluon propagator which
behaves like (3.97). As it will be discussed in details, we shall be able to show that local
composite operators built up with pairs of i-particles display cuts along the negative real axis
in the complex Euclidean k?-plane, while giving rise to positive spectral functions. For the
benefit of the reader, we shall first work in a toy model, before going to the complex GZ
action. This chapter is mainly based on [202]. We emphasize that we shall only work with
the GZ action in this chapter for simplicity, and not with the more complicated RGZ action.

!This is called the Killén-Lehmann represention, see [5].
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2 A scalar field theory toy model

In this section, we shall construct a toy model, before going over to the more complicated
GZ action. The main feature of this toy model, is that it shall also exhibit a Gribov type of
gluon propagator like (3.97), as this is the key ingredient in constructing operators in the GZ
framework which give rise to correlators which have real cuts and positive spectral functions.

2.1 Constructing the toy model

A simple way of constructing a field theory model exhibiting a confining Gribov type propa-
gator is through a scalar field v whose Euclidean action is nonlocal, being specified by

1 o

Indeed, the resulting propagator is of the Gribov type as

k2
k = (2m) 4 (k +p) s 7.4
The massive parameter 6 is introduced by hand and is the analog of the Gribov parameter
. Analogous to section 4.3 in chapter 3, we can localize the non-local expression (7.3) by
introducing a pair of bosonic complex conjugate fields (@, ¢) and a pair of anticommuting
fields (w,w), so that

5= [at (;w—a?)w B0+ 60— F) - w<—82>w) | (7.5)

Let us have a look at the propagators of the model. If we want to apply equation (A.1), we
need to rewrite the complex conjugate bosonic fields (@, ¢) in terms of real fields, i.e.

U+iV U—-iV
gp:

N 7 Vol (7.6)

and the action becomes
1 1 1
S = /d% <2¢(—82)¢ + 5V(—a?)v +V2i0%V + 5U(—<92)U —T(—=0%)w ) . (77

We can rewrite this expression in matrixform,

1 —0% i6%V2 0 ()
expl-8] = exp[— / e [p@) Vo) U] |ie2vE -0 0 | |V(e)| - o(-0%w] .

0 0 —82| |U@)
A
(7.8)
If we now want to apply formula (A.1), we have to calculate A~!
—9? _i6%V/2 0
1 ('94';—22\9/45 843-2294

AT =\ —tm s 0 (7.9)

T
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Now going to Fourierspace, we can find the propagators,

2 2
W) = o+ K Do V) = e+ K)o
—i 2
V) = erse+ K-V W) = eotep Y. (1)

Having evaluated the propagators of the fields (¢, U, V'), we can now check what the propa-
gators in terms of the fields (¢, %) are. One finds

9 2

W(p)y(k)) = (27T)d5(p+k)m, (W(p)p(k)) = (2m)*8(p + k) o +9294 :
20)) = @6 (p+ k)20 K)) = @m)5(p + k)~

(olpp(k)) = Cm)°o(p+ k) 5o ogry - (P)eR)) = Gm)ol + k) e g -

(7.11)

2.2 Introducing the i-particles

The i-particles are new variables introduced in such a way that (7.7) can be cast in complete
diagonal form:

1 1
=—WA\+n), V=—7WM\- 7.12
(0 \/5( n) \@( n) - (7.12)
Indeed, the action is now diagonal,
1
S = /dd ( (=0 +iV20P)\ + n( —i\/iez)nJrQU(—aQ)U—w(—az)w> . (7.13)

From this expression one immediately sees that the fields A and 7 correspond to the prop-
agation of unphysical modes with complex masses +iv/262. These are the i-particles of the
model, namely

(A(k)A(p)) = (2m)*S(p + k) (n(k)n(p)) = (2m)%(p + k) (7.14)

1 1
k2 4+ iy/202 k2 —iyv/202

2.3 Proposal for a “good” operator

Let us now try to construct an operator which exhibits real cuts and has a positive spectral
density. The i-particles shall form the basis of these operators. The simplest example which
one can consider at one loop is that of the dimension two composite operator consisting of
one i-particle of the type A and one i-particle of the type n, namely

O1(z) = A(z)n(z) , (7.15)
The correlation function (O1(k)O1(—k)) in d Euclidean dimensions is given by

d%p 1 1

OO = [ o G v (7.16)

221



CHAPTER 7. THE QUEST FOR PHYSICAL OPERATORS, PART Il

By direct inspection of the action (7.13), it follows that the correlation function of three
operators O (z) vanishes

(01(2)01(y)O1(2)) = 0. (7.17)

Only correlation functions with an even number of operators O; are nonvanishing. We shall
here evaluate this integral for d = 4 and d = 2, which can be done with the same technique.
For the case d = 3, we refer to [202].

2.3.1 The spectral representation in d = 2

As explained in the introduction, we need to find the spectral function of the two-point
function (O1(k)O1(—k)). As a first step, we shall employ formula (A.4) from the appendix,
so (7.16) becomes
d¢ ! 1
(01(k)O1(—k)) :/ L / dz S (7.18)
@m) Jo o [2(k2 - 2p- k — 21V/202) + p? + 1v/267]

Next, we define ¢ = p — kxz,

ddq

(01 (K)Or(—k)) = / i !

/1 dz 3 -
0 [q®+ (z — 2?)k? — (22 — 1)iv/26?]

Using now the identity (A.5) with n = 2 and A? = (z — 2%)k? — (22 — 1)iv/26?, we obtain

(7.19)

re-—49) ! 42
(O1(k)O1(—Fk)) = (f)/ dx [(m —2?)k? — (22 — 1)1\/592} : (7.20)
(4m)2  Jo
We can now consider the special case of d = 2. We have then
010 (k) = = [a 1 (721)
— = — x . .
L dr Jo T (@ — 22)k? — (22 — 1)iv/267]

Our goal is to bring this integral into a form where its analytic structure as a function of the
external momentum k2 becomes manifest. If we change the variable of integration as

_ (2z-1)
u= 22 (7.22)
the integral takes the form
1 [ du 1
O1(k)O1(—k)) = / . 7.23
(O1(R)O1(=h)) A | o Vu2 +1 k2 — 2iv/20%u (7.23)

We are working in the Euclidean region, that is, k2 is real and positive. The integral is then
well defined in the upper-half complex u-plane, except for a branch cut due to the square
root. This branch cut starts at « = i and extends along the imaginary axis to ico. We can
then consider a contour of integration? which is deformed to surround this cut, i.e.

! ! AT [ s Va2 + 12 — 20202y i VuZ +1k2 — 212602

(7.24)

2Use is made of the fact that the integrand of (7.23) falls off sufficiently fast at complex infinity.
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whereby the integrals are evaluated on respectively the left and right side of the branch cut.

Now replacing u = iy, we find vu? + 1 = iy/| — y? + 1] for the first integral and vu?2 +1 =
—iy/| — y? + 1| for the second integral, and thus

(01(k)O1(— (7.25)

k) = 1 / * dy 1

Coar )y R k24 2V20%
Observe that this has the exact structure of the Kaéllén-Lehmann representation. More ex-
plicitly, writing 7 = 21/20%y we have
o0

e (7.20

where
(P —
T) = ,
P 2w/ 12 — 864

is the spectral function. Interpreting this result as an expression of the physical spectrum of
the theory, we see that it has a threshold at 2v/262.

(7.27)

Finally, we can also evaluate (7.27) explicitly, resulting in

1 1 k?
<01(k‘)01(—k’)> = %\/ﬁ arccos 2\[7292 y (728)

a function, which has indeed a branch cut from —oo until —2+v/262.

Figure 7.1: Plot of (a) Re [i L__ arccosk?| and (b) Im [i L__ arccos k?|.

V1-k* 2w \/1—k4

2.3.2 The spectral representation in d =4

We can repeat this calculation for d = 4. We define
F(k?) = (O1(k)O1(—F)) - (7.29)
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We start from (7.20) and act on it with 8%2. This regularizes the original integral for F(k?),
which is ultraviolet divergent. After setting d = 4 — ¢, expanding for small € and setting ¢ — 0
in the end, we find

o) ! 1- I 1—
Pk = - / dz -2 / do sl-2)
O0k? 1672 Jo  x(l—2)k?+2i—1i/2 1672 Jo x(l —2)k? —zi+1i/2
(7.30)
where we temporarily switched to units 21/26% = 1 for notational convenience. The substitu-
tion s = 2;3(21_—135)7 or r = % VHSQ, brings us to
0 vy = ot [ e L)
i - - s
Ok? 1672 J_, k2 —is ds
1 /+°° ids  —14+s+V1+s? (731)
1672 J_ o (k2 —is)? 25 ’ '

where we employed partial integration. There is no problem at s = 0 if k> > 0, since
limg_,g _H'% Vits? % Similar remarks apply as in the d = 2 case. There are no poles in
the upper half s-plane for k2 > 0, so we can deform the contour to be located around the cut

for s € [ico,i]. Setting s = ir, we compute (7.31) as

iF( - 1 /1 —dr —1+i7-—i\/7-2—1+/°° —dr  —l+ir+ivr2 -1
Ok? C 1672 | ) (K2 4+ 7)2 2iT (k24 7)2 2ir
1 [>Vr2-1
=— / T v (7.32)
1672 J; T (K2 +1)2

We can subsequently integrate this expression from 0 to k2, finding

F(k*) — F(0) ! /100 vl < ! 1> dr, (7.33)

= 1672 T r+k2 T

or, by restoring the units,

F(k*) — F(0) =

o] 2 4
1 / VTe — 89 ( 1 1>d7. (7.34)
2v/262

1672 T Tk T

From this expression, we notice the importance of the subtraction of F(0) to find a finite
result, otherwise we would find a divergent spectral integral. The spectral density can be

read off from (7.34),
T
™ T

which is clearly positive for 7 > 21/262, thus showing that the correlation function has a well
defined probabilistic interpretation also in d = 4.

(7.35)

Finally, an explicit integration of (7.33) leads to

T vV1—Fk4

F(k*) — F(0) = 1617r2 (1 ~ 52 + k2arccos(k‘2)> . (7.36)
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In Figure 7.2, we have displayed the (rescaled) real and imaginary part of F(k?). The cut for
z € [—00, —1] is clearly visible.

Figure 7.2: Plot of (a) Ggr(k?) = 167°Re[F (k%) — F(0)] and (b) G;(k?) = 1672Im[F(k?) — F(0)]
with F(k?) — F(0) given in (7.36).

Remark The same calculation can be repeated in the case of two particles with real mass p,
where the spectrum is found to begin at the threshold 4u% = (i + u)?. In the present case
we have an analogous situation for the i-particles, even though they have complex masses:

22602 — <\/i\/§92 n \/—i\/§92>2.

2.4 Intermezzo: A closer look at the analytic continuation by means of the
spectral representation

In this section, we shall give a closer look at analytic continuation of functions, and we shall
demonstrate how careful one should be when working with complex functions.

2.4.1 The case of complex masses

Let us again start with the expression (7.16), whereby for simplicity we shall work in d = 2,
and set 2v/260%2 = 1

1 1 L
01 (k)01 (—k :/d2 . = 0 ‘ i
(O1(k)O1(=k)) = 1 — PR R op Er )2 o

For any real external momentum vector E, so that k2 > 0, the integral (7.37) certainly makes
sense.

Now let us recall that in the previous section, we have rewritten (7.37) in terms of (7.21),
namely

! T
0000 = = [ s (7.39)
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as the Feynman trick is certainly valid for k? > 0. Next, we have further manipulated this
integral, whereby still assuming that k2 > 0. We have found that

o0 T arccos(k?2
L e e ;ﬂﬂ_i(’kf) “R(),  (739)

which has branch cut along the negative axis. Here, we have called this result Fy(k?)

However, we could also continue with equation (7.38). By rewriting it as

I dx I 1 1 1
O1(k)O1(—k)) = — =5/ d -
(O1(k)O1(=E)) 47r/0 wk? — 22k? +ix —i/2 47T/0 ’ k4—1<x—9«“+ *’13—5”—)’

(7.40)
with 4+ = ﬁ% VE' =1 we can integrate this expression exactly by making use of [203]
1
d 1 b
/ Tl (7.41)
o ar+b a b

valid for any complex number a and b. The ill-definedness of the integral in the Lh.s. of
(7.41) for =2 € [0,1] corresponds exactly to the branch cut of the In in the r.h.s. of (7.41).
Applying this formula twice on (7.40) yields

(01 (k)01 (—k)) = 417”/1{;41*_1 [ (i (2 + VA1)~ (i (R - VE - 1))] = B2

We call this result Fy(k?).

Now we have obtained something very peculiar. On the positive k?-axis, one verifies that
Fy(k?) = F»(k?), which is necessary for consistency as both derivations we have done, are
surely valid for k2 > 0. However, the situation changes drastically in the complex k?-plane.
For Re(k?) > 0, it stills holds that Fy(k?) = F»(k?), but the functions differ for Re(k?) < 0.
Two questions arise:

e How can we explain this difference?

e More importantly, how can be know which function is the correct analytic continuation
of (7.37)?

To answer the first question, this difference can be traced back to the branch cut of Fy(k?),
which is given by the complete imaginary axis, while F;(k?) only has a branch cut on a part
negative real axis. Therefore, we can understand that for Re(k?) > 0, F;(k?) has to be equal
to Fy(k?). Indeed, two complex functions which are analytic in an open region and equal for
a converging series of points inside this open region, are always equal®. As here, F} = F» on
the positive k? axis, they have to be equal ¥ Re(k?) > 0 as this plane forms an open region.
However, this open region is limited to the right side of the complex plane, due to the branch
cut of Fy(k?) smeared out over the entire imaginary axis. Therefore, points on the left side
of the complex plane, i.e. Re(k?) > 0 do not necessarily have to lead to coinciding values of
F1 and F2.

3This is a theorem of complex analysis.
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The second question is a bit more involved to answer. We shall argue that only F(k?)
obtained via the spectral representation gives a decent analytic continuation of the original
momentum integral (7.37). Let us thus choose an external momentum vector k which can be
complex, or

k = Re(k) + ilm(k) = kg + ik; . (7.43)

Let us take start with the most general k, namely k= (u+iv, v’ +iv"). From expression (7.37),
we observe that we have the O(2) rotational symmetry for E, as we can always rotate ER and
k 1 simultaneously. Therefore, we can already choose without loss of generality k= (u+iv,u’),
since we can always rotate our ER and ]_51 simultaneously so that EI coincides with the real
axis. The corresponding integral for k = (u + iv,u’) now reads

(O1(k)O1(=F))

1
dp,d

T An? pyp% +p2 —1/2p2 + p2 4+ u? — v? + 2iuv + u'? — 2p,(u + iv) — 2pyu’ +i/2°

but the simple shift p, — p, + u, brings us to k= (u+iv,0). Therefore, from the beginning,
we can set k = (u + iv, 0) without loss of generality.

Now that we have restricted ourselves to complex momenta of the type k = (u + iv,0),
which allows to reach any value of

k2 =k =u? — v + 2w . (7.44)

we can rewrite (7.37) as

1 1
<01(k)01(—k)> = W/dp$dpy]7920ﬂ7%/_i/2

1

= F(k*). (7.45
Xp%—I-pg—l-uz—v2+21uv—2pz(u+iv)+i/2 (k7). (7.45)

whereby we have renamed this expression F(k?). Although we already chose k? to be the
argument of F(k?), this is not a priori clear when k is not real. However, we notice that
the integral in the r.h.s. of (7.37), if it exists at least?, will define an analytic function of
k = u + iv, which can be easily checked by means of the Cauchy-Riemann equations. Since
we still have the O(2) rotational symmetry, as we can rotate ER and k; simultaneously, which
thereby defines a real rotation of the complex vector k= ke, it appears that (7.37) must be
a function of k2.

To proceed, let us check when the integral (7.45) is well-defined. This is only the case, when
the integrand of (7.45) is free of poles whereby we notice that 5 € R2. Such poles can only
appear when® the imaginary part in the denominator is equal to zero while simultaneously

4We shall shortly see that such k do exist.
5We can exclude here the v = 0 case as this corresponds to the anyhow well-defined case of real external
momentum.
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the real part is equal to zero

n 1
= U _—
Pz 1v’
pr4ph+ut —v® = 2pu=0. (7.46)
We can combine both equations into
1 2 2
602 v*+p, =0. (7.47)

Hence, if we take |v| < 1/2, with u arbitrary, the equation (7.47) never can be solved for any
pz > 0 and thus the integral (7.45) is will exist as such. It is interesting to notice that this

does not mean that the Feynman trick is applicable for any such vector k. Nevertheless, the
integral has a well-defined value. As such, it must coincide with other ways to compute or
define it.

We can now discriminate between Fj(k?) and Fy(k?) by taking a test value in the left half
complex k2 plane, such that the original integral (7.45) exists. Its value should then coincide
with either I (k?) or Fy(k?).

Firstly, we can immediately motivate that F»(k?) cannot be correct in the whole complex
plane. Looking at (7.44), it is clear that k% € iR if u = 4-v, in which case we have k? = +2iv?.
But as we have shown, for |v| < 1/2, the original integral is well-defined, meaning that there
cannot be a cut on the whole imaginary axis, whereas Fy(k?) has a cut for any &% € iR. This
shows that F5(k?) cannot be the analytic continuation of the original momentum integral
(7.37).

Secondly, it is also now clear that that F(k?) coincides with Fy(k?) in the region F(k?)
is well defined. In Figure 7.3, the shaded parabolic region corresponds to the values of k? € C
for which the integral (7.45) is certainly well-defined and analytical. As this is an open region,
and F}(k?) is also analytical in this region, Fy(k?) and F(k?) have to coincide.
We have provided a nontrivial verification of the correctness of the analytically continued
function Fy(k?). In fact, much more can be learned from our analysis. Let us take expression
(7.44) into reconsideration,

E? = u? — v? 4 2iuv. (7.48)

The results obtained do, of course, not mean that there must be a cut for k% € [—oo, —1/4]
or that there is a “cut region” outside of the displayed parabola. But we have clearly demon-
strated that I (k?) is a good analytical continuation.

To close this section, we mention that we could also have started with the alternative definition

. 1 1 1
O(k?) = /de - - — 7.49
)= P+k2—25 k—i/20? +i/2 (7.49)

which corresponds to switching the momenta running in the two legs. For real external mo-

menta k, we obviously have O(k?) = O(k?), but for complex k, we can no longer perform a
translation on the real integration momentum p’ to prove this.
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Re(k?)

Figure 7.3: Parabolic region in the complex k? plane where the original momentum integral O(k?)
exists. There is a small region in the left half plane where F(k?) is well-defined, even
without invoking analytical continuation. A priori, expression (7.45) could only have a
branch cut on the negative axis starting from k? < —1/4 and on the imaginary axis for
[Im(k?)] > 1/2.

However, again setting k = (u + iv,0), it is easily checked that |v| < 1/2 is sufficient to
also guarantee that O(k?) is well-defined, while from Figure 7.4(a), 7.4(b), 7.5(a), 7.5(b), it
is clear that O(k?) = O(k?) for u arbitrary, |v| < 1/2. For completeness, we have also shown
F1(k?) in Figure. 7.4(c), 7.5(c), which illustrates that indeed O(k?) = O(k?) = Fy(k?) over
the parabolic k?-region shown in FIG. 2. To avoid confusion, we point out that we have
plotted O(u,v) = O(k?), with k? = u? — v? + 2iuv, and analogously for the other functions.
Although we focused exclusively on the d = 2 case in this section, similar conclusions can be
drawn for d =3 or d = 4.

2.4.2 The case of two real masses

In order to corroborate the previous nontrivial conclusions about a relatively simple Feynman
integral with complex masses, we find it instructive to also include a similar analysis of the
probably more familiar case of two real and positive masses, being m; and ms. This has been
investigated in great detail in e.g. [204], albeit in Minkowski space. The analog of (7.37) is
given by the following correlation function,

1 1 1
Oy (K> :/d2 _ _ ) 7.50
2(K) 472 pp?+m§ﬁﬂ+k2—2ﬁk+m§ (7.50)

Translating the results of [204] to Euclidean space, it was shown that this function of k?
has a positive spectral density in combination with a branch cut on the negative real k2-axis
starting from —(m; + m2)? until —oo.

229



CHAPTER 7. THE QUEST FOR PHYSICAL OPERATORS, PART Il

Figure 7.4: Re(O), Re(O) and Re(F}).

Let us now also investigate the region where this integral actually exists. We can again
restrict ourselves to complex momenta of the type k = (u + iv,0) without loss of generality.
Inserting this in equation (7.50), we obtain,

Oy(k?) = 1 / dp,d ! ! (7.51)

 4q? pyp%—l—p%—i—m%p%—|—p§—|—u2—v2+2iuv—2pz(u—|—iv)+m%'

Let us check when poles can emerge. The first denominator is always positive, however, the
second denominator can have poles when the imaginary part vanishes,

2iuv — 2ippv=00v=0 or u=p,, (7.52)
simultaneously with the real part being equal to zero,
p§+p§+u2—v2+2pwu+m%:0. (7.53)
Inserting the first solution of equation (7.52),i.e. v = 0, in the equation above, we find
(pe 4+ u)? + pz = —m3, (7.54)
which can never be fulfilled. The second solution, i.e. u = p,, results in
pz = v —mj. (7.55)

Therefore, no poles shall occur for |v| < mg, while for |v| > mg, the integral (7.50) becomes
ill-defined. This is important as it shows us that also in the well-studied case of two real
masses, the original integral (7.50) is also only well-defined in a certain region of the complex
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Figure 7.5: Im(O), Im(O) and Im(F,).

plane, here displayed in Figure 2.4.2. Consequently, one also needs to perform an analytic

continuation outside this region, just as in the case of pure complex masses.

Imk?

Rek?

Figure 7.6: Parabolic region in the complex k% plane where the momentum integral Oo(k?) exists
with m3 = 1/2.
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2.5 Higher order: a Two loop example

In this easy toy model, we can also quite easily investigate higher loop diagrams. As there
are no interactions, only one type of diagrams can appear in higher order, namely diagrams
of the water melon type, see Figure 7.7. This shall allow us to construct a rather interesting
iterative procedure valid for an n-loop integral. Unfortunately, this kind of construction is
not applicably to the more complicated GZ action, which does have interactions.

Figure 7.7: The water melon diagrams.

In order to obtain an example of a two loop correlation function, we consider the local operator
Oz(z) = Ma)n(z)U(z) . (7.56)
For the correlation function (O2(k)O2(—k)) we find with the help of (7.10) and (7.14),

/ dtp d%q 1 1 1

\OWON = [ oy om) @ 2 1 12 (kg p)? iV

(7.57)

where k2 is the Euclidean external momentum. In order to evaluate it, we rewrite it as

[ dig 1 dp 1 1
<02(k)02(_k)>_/ <2w)4q2</ (2m)2 p2 + 1y/262 (k—q—p)?—im?) - (059

Now we can use the results from section 2.3.2, see also expression (7.34), namely®

[ d*p 1 1 Y 1
01101 (-h) = | o T TR TR /Nw & p(r) =z (759)

with p(7) = 5 YT =802 o we find for expression (7.58)

1672 T

(02(k)0x(~H) = [ a7 o) (/ (2;3’4;2”(;_(])2) . (7.60)

70

whereby 79 = 2v/202. The g¢-integral becomes now straightforward. It corresponds to the
one loop integral in which one particle is massless, and the other one has a real and positive
mass 7. Such integrals also have a spectral representation with positive spectral density, as
we have calculated in appendix B5, namely

dp 1 1 o0 1
= = d — 61
R e I OFe (7.61)

5From now on, we shall not bother about potential subtractions to make it well-defined. These can always
be obtained by taking a suitable number of derivatives w.r.t. the external momentum k2.
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with p1(s) = 1 — Z. Applying this formula on (7.60) yields,
oo
1

(Oa(k)0x(~1)) = [ " dr plr) [ sl

T0 T

—. 7.62

s+ k2 ( )
This is not yet in the form of a spectral representation. By switching the order of integration,
we can however reexpress the double integral as

o0

(O2(k)O2(—k)) :/ dss—l—k2 /8 drp1(s)p(T) . (7.63)

This means that the spectral density is given by

pg(s)—/TsdTp(T)pl(s)—/s d L Vr -8yt (1-%) —1<1\/s2_804

) ovaer 1672 1 (1672)2 \ 2

2 4 /sZ _ Q3
+2v/26? [ arctan ﬂ S 0 In s Vs 867 . (7.64)
Vs? —80| 2 s 21/202

In conclusion, (1) the two loop correlation function (7.57) can also be reexpressed in a spec-
tral form, and moreover (2) the spectral density is positive. Indeed, for s € [ry, 00|, we have
p(T) > 0 due to the positivity of p(7) over the interval [rg,00]. We shall thus have that
p2(s) > 0 itself if p1(s) > 0 for s € [m9, 00]. The latter turns out to be true, as pi(s) is defined
for all 7 with 7 > 79, where it is positive. Also one can check this from the explicit expression
in the r.h.s. of (7.64).

With the same techniques, it is also possible to prove this at three loops, and beyond three
loops. However, as this is not applicable to the GZ action, we refer to [202] for the details.

3 The Gribov-Zwanziger action

Let us discuss here how ¢-particles can arise in the Gribov-Zwanziger action. In what follows,
we shall limit ourselves to evaluate correlation functions of suitable composite operators at
one loop order only.

3.1 Introducing the i-particles

To introduce the i-particles in the Gribov-Zwanziger action, it suffices thus to consider the
quadratic part of the GZ action, see expression (3.204), namely

ua 1 a a —Qa a aoc a C —0cC a a
Sauad / dix (214”(—025#,, — 0u0))AG + POl — 4% g fUCAL (G + BL) + b O#AM> ,
(7.65)

We proceed by decomposing the fields (gozb, @Zb) in symmetric and anti-symmetric components
in color space,

1 1

L R R A (@Zb - sDZ“) L= («p,‘jb + cpﬁ’f) :

_ _ _ _ 1/ _ _ 1/ _

ae=wl e, w=g <9fo’ - @Z‘l) .= («pfib + wi’f) . (7.66)
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Thus
uad 1 a a a a a a
S /d4 (2Aﬂ(—a2aw — 9u0,) A% + Bl plat] 1 Blab) 92 plab)
—? g foe A% (ol + Bl + baauAZ) . (7.67)
A first step towards diagonalization of this expression is achieved by setting

platl _ S (Ulgab} n ivu[ab]) ’

a V2
1
ab ab .1/ lab
Bl = 7 (U,L J—iv) 1) : (7.68)

so that
1 1
S = / d'z <AZ(—625,“, — 0u0) A + SULMOPU — V2gy? ALV 4 100, A
Lvjorvie 4 o, <ab>> | (7.69)

From expression (7.69) one sees that the gauge field A, mixes with the adjoint projection of
ab)

UL , obtained by employing the following decomposition
1
ab] ab mnyrimn ab ab mnyr[mn] \ _ rab ab
et = - gotn gyl (@L Lot prony | ]>—f U 4 S0 (170)
where
Up = L pmngymnl 7.71
= S (7.71)

stands for the adjoint projection of U;[flb} in color space, and
1
abl __ ab ab mnyr|mn
st = ot = o (7.72)

denote the remaining independent components of Ul[fb} which are orthogonal to the tensor
faee. In fact, making use of

fabe pdve _ Ny gad (7.73)
it is easily checked that
faes [ab] _ (7.74)
Therefore, expression (7.69) becomes
S = / d*z (;AZ(—826W — 9.0,) AL + %UgaQU;j — V2072 NALVE + b“@wlﬁ)

1 a a 1 a a —(a al
+/d4x (ZSL to2sietl + EVJ o2Vt 4 b g2l b>) : (7.75)
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Finally setting,

a 1 a a a —i a a
AL = ﬁ (>‘M + 77#) ) Uy = V2N ()‘u - nu) ) (7.76)

Sguzad becomes
sasd _ [ty (L (~02+iVaNgy?) A . (~0% ~iV2Ng?)
cz = 5\ 97 ) AT 5N 97" )
1 1
—I—/d4x <25Lab](_82)SLab]+QVJab](_az)VJab}+¢&ab)62gp£ab)> ‘
4 1 a\2 1 a\2 1 a a b® a b® a
+/ﬂx<ﬁ@&)+4@@J+2®MJ@wJ+%ﬁMﬂ\@%m .
(7.77)

The fields A}, 77} shall describe the i-particles of the Gribov-Zwanziger action.

We shall now calculate the (relevant) propagators of this action. Using the fields definitions,
we find

XL = \TA \F (cp,‘erai’f),
ne = \}iAZ ; \ﬁ (cp,‘f+¢5’f>, (7.78)

so with the propagators of the original GZ action, see expression (4.23), we can calculate

o0 = ([dy s (-] g s o9

= (L) i) + s (Al
%f‘l’“fbm (<s0u b > <<pu i >>
_ gab (phii)\?P’“’ n ;;LW> , (7.79)
whereby
Pio(p) = G = P57 Luw(p) = 1% (7.80)

In an analogous fashion, we also find
1 11
b _ b
(mamy) = 0° (Q_D\QPHI/ + 2p2Luu> :
<)‘uny> = _5@1)77[#“/ . (781)

Although, the propagators are neither completely color diagonal nor transverse, we shall still
show that we can find good operators using these i-fields.
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3.2 Proposal for a “good” operator

Let us give here two examples of one loop correlation functions of composite operators con-
structed from the i-fields. To this order, one can introduce the i-field strengths defined by

X2, = FAE — BA%
Mo = Ounly — B - (7.82)

As simplest examples we investigate the following composite operators at leading order:

O, @) = (i (@), (@)
0% (%) = € (N (@)1 (@) - (7.83)
After some calculation, see appendix B6, we find:

(1) 13D _ d%p p*(p — k)* + (d — 2)(p* — pk)?
<O;,7 (/-c)Oj7 (—k)) = 4(N? — 1)/ el E (R i) (7.84)

d?p (k?p? — (kp)*)
2m)® (p? —iN%)((p — k)* +1A%) -

(O wW0L) (k) = 3208~ 1) [ ¢ (7.85)

3.2.1 The spectral representation in d = 2

We shall provide some details concerning the derivation for the case d = 2. Let us begin with
the analysis of

(OW (K)O (—k)) = 4(N? — 1)F(K?) (7.86)
with
[ dp pP(p— k)2 + (d—2)(p* —pk)?
F(k?) = / 2 0 DY) (7.87)

We first derive a Feynman parametrization of (7.87). Proceeding in the usual way one finds

ddq N(q,k,x)
2 )
F(k?) / v [ Gy (7.88)

where we used the substitution ¢ = p — kx, and whereby

A? = 2(1 — 2)k? — (22 — 1)iA%. (7.89)

We shall temporarily work in units 2A? = 1. We still have to identify the numerator N(q, k, x).
Keeping in mind that terms odd in g, will vanish upon integration, and that we may replace
29 pw

quqy — q° -4 within the g-integral, we are brought to

) d ddq 22(1—2)%k* + 2[1 — (d + 2)z(1 — 2)] K¢ + ¢* - 90
Y (@ + a2 -9
after a bit of algebra. Subsequently, from (A.5) it follows that
/ ddq q2 _ 1 g]'_‘(n — d/2 — 1) (AQ)d/27n+1 (7 91)
2m)d (2 4+ A) (4m)d/22 I'(n) ’ '
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and consequently also

ddq ¢t 1 dd+2)T(n—d/2-2) .
/ @m)i (@2 + A~ (4m)iz 4 () (A%)H2mme2 (7.92)

To obtain a finite result, we prefer to look at

PF(RY) 1

1
ORE " im / dx [(12954 — 242® + 142® — 2z) — + (82° — 242° + 252

A2

—102% 4 2?)

k2 k
(A7) 4(1—x)4(A2)3} . (7.93)

where we set d = 2. We consequently find

0?F (k?) I —1222 + 122 -2 .82 —8xr+1 4 z(l—2)
NG Al B I P (= B ol e ) IR
(
where we reintroduced s = %, hence z = 71*‘“” , which gives rise to
0?F (k?) 1 [t ds [
—— = 3+ 5% — 31+ s2
(0k2)? Ar oo 2014 82+ V17 5% el o
k4 1
—(4+s*—4y1+s2 = (7
+2( + s +8)(k2—is)2+1+\/1+732(k:2—is)5} (7.95)
We first rewrite everything in terms of k% — is as follows
O?F (k?) 1 [T ds [ 2
——- = 3+ 5% —3V1+s2
(0k?)? Ar oo 21+ 52+ V1 +s2) el o

—is+is (k% —is +is)? 1 ]
4—|—s 4\/1—|-S2 + -
—is)2 14+ V142 (K21 )3

1 +o0 ds [ 1 <3+ 3m>
= — s — s
Am | oo 2(14 524+ V1+s?)

=1+ VI+s2 1 s? 1
+is 5y o . (7.96)
1+V1+s2 (k2—is)? 141+ 52 (k% —1is)
Using two consecutive partial integrations, we can show that
Foo ds
3+s —3\/1+s2 }
/oo 21+ s2+V1+s?) [
+o0 -1 /1 2
- —/ ds | = e (14 VT4 92) | e (7.97)
NS s (k2 —is)3
Similarly, partial integration leads to
/+°° ds -1+ V1+s2 1
s .
—oo 2(14 82 4+V1+52) 1+V1+s2 (k2 —is)
+oo ) 5 1
- ds 74—111(14— 1—1—3)},. 7.98
/_oo [1+\/1+s2 (k* —is)? (7.98)
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Hence, we can rewrite (7.96) as

PE(R? 1 [t 1 .
(OR)? T Ar @ [NW] (k2 —is)3 (7.99)

after simplification. We observe that there are no poles in the upper half s-plane for k? > 0,
so we can fold our contour around the cut for s € [ico,i]. With s = it, we can write

O F(k?) 1 [t id[ 1 ] L 1/+°°id[ 1 ] 1
(Ok2)? i Jiooo —20V/2—1) (R247)3 T am ) /2 1] (1)
1 +oo 1 1

— d - 1
an ), TV 1Rt (7.100)

We can now return to the original function F(k?). A first integration from 0 to k? gives

OF(k?*) [O0F(k?) 1 +°°d 1 1 1 /+°°d 1 1
_ - . _ = _ - =
Ok? Ok? |,ay 47 )y /2 —1(k2+7)2 4w )y —2/rZ 17’

so that we get,

OF (k?)
F(k*) — K —~F(0
o) - 25| —ro)
I 1 1 [ 1 11 [fe 1 1
= — dr 5 +— dr——— - = dr————.
a7 )y W2 —1k*+7 4m J; W12 —1T a7 Jq W12 —1T
(7.101)
We thus find . )
= 7.102
We conclude that, upon restoring units, we formally have
+o00 2 4
W 0W (_k :/ 2(N*—=1)A* dr 1

We clearly notice that the spectral density p(7) is positive for 7 > 2A2. The result as written
in (7.103) is indeed only formally correct, since the Lh.s. of (7.103) is divergent, directly seen
upon inspection of its definition (7.88). Nevertheless, the spectral representation (7.103) ap-
pearing in the r.h.s. defines a finite function. The apparent contradiction is easily resolved
by realizing that one should in fact refer to (7.101), which gives the correctly subtracted result.

Let us now turn to the analysis of

(O (k)0 (k) = 32(N? — 1)G(K?) , (7.104)
with
[ d% k*p® — (kp)?
Gl = / @n)d 2+ 02 ((p — k)2 —102) (7.105)
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Invoking the Feynman trick this time yields

G(k?) = / / @ A2)) , (7.106)

M(k,q) = K¢ <1_clz) : (7.107)

with

As usual, we shall work in units 2A\? = 1. By using (7.91), we obtain the finite function

O*G(k?) I 5 o K 1
We substitute z = % VHSQ, so we obtain
PGk 1 [t ds o2 (7.100)
0k2)2 81 ) o 20+ s2+V1+s2) [(K2+is)2 K2 '
Rewriting in terms of k? — is gives
PG(k?) 1 [t ds —is 1 (7.110)
(0k2)2 87 oo 2(1+ 82+ V1 +52) (k2 +is)2  k2+is]| ’

Subsequently, using partial integration gives us the following identity

Hoo s —is +oo
/_oo 2<1+szim> [<k2+is>2] - ‘/_m ds[l“<vs2““ﬂm'

Analogically,
+o0 s _ +oo
/Oo 2(1+32im) [(k? —115)2] _/OO ds [\/7 (\/32 —|—1>] 115)3 .

Therefore, equation (7.110) becomes

2 2 +oo / 2
Gk _ 1 ds Y15 (7.111)
(0k2)? 81 ) o (K2 —1is)3

As before, we can fold our contour around the cut for s € [ico,i] and by setting s = i, we
find

02G(k?) I 2 -1
(k22— 471/1 dTi(kQ_i_T)g) ) (7.112)
and thus
IG(K*)  [0G(k?) B 1/+°°d -1 1 / \/ 11
0k? Ok? |,oy AT )y T (2+7)2  4r -2 72
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Integrating a second time gives,
IG (k?)
2 2 _
Gk*) -G [ 952 :|k;20 G(0)

1 +o00 1 k,2 +oo 1 1 —+o00 1
= — dT\/7'21+/ dT\/T21T2/ dT\/r;.
1 1

87 J; k2+71 8w 8

The spectral density can be read off,
p(r)=—V7r>—1, (7.113)
T

whereby p(7) > 0 for 7 > 1. We reintroduce the units, and we conclude that

4(N?%—1)

+00 4
@ (102 (—k)) — T4
08 00L) k) = == [ TartT ot (7.114)

which is again a formal result due to the divergent nature of both Lh.s. and r.h.s. .

3.2.2 The spectral representation in d =4

In four dimensions, we can do a similar analysis to obtain [202]

(1) (1) B o 1 72— 442yt +72)
(00 w)0)(~ky) = 12N /2 L L . (1115)
and 0 1 (72 o 474)3/2
<o§§7)<k)o§,)(—k)> — 96N [ dr (7.116)

T+ k2 64m2T ’

which is again a formal result. We see that the spectral densities are positive again, and thus

22

at least at leading order, the operators Og\ln) and Og\? appear to be physical.

4 The relation between > and the operator ng)(x)

Now that we have found an operator with a good spectral representation, it is useful to see

how the operator F, 3,,, which we have investigated in great detail in the previous chapter, is

related to this operator. Let us introduce the following definitions
SDZZI = 7fabc( M‘plfm] 81/905)0]) ’

P = fabc( 8,7l — 9,5) (7.117)

Using the relations (7.78), which expresses the i-fields in terms of the original variables, we
find for the i-fields strengths, see equation (7.82),

)\ZV = Efzu - T (Sofw + Efw) )
a a 1\/N a —a
TZW = Ef‘uy + T (90;1,1/ + Qo,uy) ) (7118)
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whereby with fj, we denote only the abelian part of the field strength
fuw = OuAy, — 9, A . (7.119)

Therefore, we can write fg,j in terms of the i-particles variables,

1 1 1 1
i = 5 Xl + e + G N N (7.120)
o)

From this relation, we can make some interesting observations. In the end of the previous
section, we have mentioned that the correlator <F2 (x)FQ(y)> displays unphysical cuts. From
the previous equation, we can now see that these unphysical cuts are in fact stemming from
the last two terms of equation (7.120), namely inzynl‘iy + %)\fw)\zy. We have thus uncovered
at lowest order what the structure of the correlator (F?(z)F?(y)) is.

The main question is, if we want to continue with the operator Aj, 7y, whether this op-
erator is renormalizable. For this, we should first try to find the non-abelian generalization of
the operator A, ny,. However, already at lowest order, we can see that this operator breaks
many crucial Ward identities of the GZ action which are needed for renormalization. Indeed,

from equation (7.118), we also find that rewriting Ogln) (x) in terms of old variables gives

1 a a ]' N a —a 2
0§n) (z) = Ao (2)n (2) = §f3y vy (oo +75,)° . (7.121)

E.g. due to the second term, this operator already breaks the most important symmetry,
i.e. the BRST symmetry. This breaking is not soft”, i.e. proportional to the mass parameter
~2, but this is a hard breaking and therefore, impossible to restore. Next to this breaking,
one can also check that other Ward identities are broken, see p.82. It looks therefore highly
unlikely that the operator 05\17) is renormalizable.

5 Conclusion

In this chapter, we have pursued the investigation of the analyticity properties of correlation
functions evaluated with a confining propagator of the Gribov type. We started with a sim-
ple toy model to characterize examples of composite operators, whose correlations functions
display cuts only on the negative real axis, while possessing a positive spectral function. For
this, we have introduced i-particles, which seem rather natural objects when dealing with a
Gribov type propagator. We could then do a similar analysis for the more complicated GZ
action and we have found two operators, namely Ogln) and 05\2) which are given in equation
(7.83) and which have the desired analytical properties. Naturally, the next step is to inves-
tigate the renormalization of these good operators O and O®). Unfortunately, focusing on
the easiest operator O, we already see that this operator breaks the BRST symmetry in a
hard way. Therefore, we would have to look for other operators, whose correlations functions
also display cuts on the negative real axis, while possessing a positive spectral function, but
which do not break the BRST symmetry s in a hard way.

"This was the case for the GZ action, see (3.208), and therefore, the breaking does not spoil renormalizability.

241



CHAPTER 7. THE QUEST FOR PHYSICAL OPERATORS, PART Il

Let us give an example of this kind of operator: if we consider the following operator

Onew = NNy — %UEVUI‘L, + Nwi, @y, (7.122)
whereby wy;, and Wy, are similarly defined as in equation (7.117)
Wiy = %fabcwuwz[/bc] - &/W,[fc]) )
W, = %fabc(auw,[/bc] — 9wl (7.123)

we see that we have an s invariant operator. Indeed, rewriting Oyey in the old variables, we
find

1
Opew = 3 ffw + Ns(e),@5,) (7.124)

which is indeed s invariant. However, the problem with the current operator is that we can
easily see that this operator shall have a negative spectral density. The part in the ghost
sector, ~ (W, Wy, ()wi, @), (y)), will induce a cut along the whole negative axis, with nega-
tive discontinuity, due to the ghost character. The corresponding cut should start at k2 = 0,
as the GZ ghosts are massless. The part ~ <U Ui (2)ULU ;jl,(y)> cannot cancel this cut,
as it has only % degrees of freedom, while the ghost sector still has N degrees of freedom.

Therefore, in the GZ action, this operator does not look like a physical operator.

Let us therefore consider the Refined Gribov-Zwanziger action (5.13). So far, we have not
investigated the consequences of adding another massive parameter stemming from the con-
densate ((Pp —ww)) into the game. However, many results will change significant when
considering the RGZ. For example, considering the operator Opew again, we expect that the
cut of the fields strength correlator (wy, @y, (7)wy, @4, (y)) shall start at —(M + M )2, with a
negative spectral density of course. However, due to this shift, it becomes possible now that
the branch cut has shifted enough to have an overlap with the branch cut of the correlator
stemming from the Xjj, 7y, part. This opens new perspectives for further research.

In fact, we can even generalize the form of the operator (7.124). We expect the following
form of operator to have a descent spectral density and to be renormalizable

O = F,* +5(...) +¥* x (d = 2 operators) , (7.125)

so that in the limit v — 0, we recover the usual BRST cohomology. The extra terms propor-
tional to 72 usually do not spoil the renormalizability and are therefore in principle allowed.
The first step would be to investigate the abelian operator. If this operator would turn out
to have good spectral properties, we would at least be able to write down an extension of the
operator to the quantum level. Next, one can try to investigate its renormalization and, if
possible, its higher order spectral properties. This is currently under investigation.
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Extracting glueball masses from the ¢ particle
approach

1 The process

As a final part of this thesis, it remains to discuss [205]. In this work, a rough estimate for
the glueball masses was extracted for the scalar (07"), the pseudoscalar (0~1) and a tensorial
glueball (271), but in the RGZ framework, using numbers from the fit described in section
5.3 of chapter 5. Let us summarize here the followed way. Firstly, the spectral representations
were calculated, not only for the scalar glueball, i.e.

FuFu, (8.1)
see also the previous chapter, but also for the pseudoscalar glueball, i.e.

1
5ewﬁ1%11«1,45 , (8.2)

and the tensorial glueball 2+, i.e.

Oy = 00, — 8%0,00001 — 020,000, + 0 (% - §PW> 0005005 ,
S
with 0, = FoyuFay — %Fgﬁ : (8.3)

which is symmetric, traceless' and divergence-free. Normally, one would expect 6, to be the
candidate for the tensorial glueball as it is the energy momentum tensor: it is a rank two
tensor which is symmetric, traceless and divergence-free. However, this is only true within
the normal Yang-Mills action as here in the GZ action, there is a mass scale present. There-
fore, the energy-momentum tensor is not given by 6, as 0, has a non-vanishing trace now.
Therefore, instead, the authors of [205] have proposed the rank two tensor ©,,, given in the
expression above, which has only 5 remaining degrees of freedom as desired. Moreover, in the
limit v — 0, this tensor reduces to 849W, i.e. a derivative of the energy momentum tensor?.
Therefore, ©,,, seems like a reasonable extension of the known energy momentum tensor in

Yang-Mills theory 6,,,.

We are considering here only the classical level, as at the quantum level, the energy momentum tensor is
no longer traceless.
2Extra derivatives in the operators play no role for the corresponding correlation functions.
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The glueball correlation functions were split in a physical part (the ¢ particles) and an un-
physical part, which was consequently left out.

We recall that the spectral representation is given by

o)
p(t)
F(k*) = dt . 8.4
0= [ A (84)
However, as shown in the previous chapter, see e.g. expression (7.33), one always needs to
subtract the UV divergent parts. In general, this can be done by first deriving F(k?) w.r.t. k?

I 2
until 8( 822’;) is finite, with r a natural number. Next, we integrate back each time from 7T to

k? so we obtain a finite spectral density:

OF(T)
k2

O’F(T) (k* —T)? O YF(T) (K* —T) 1
C0k2)2 20 T (k)L (1)

& t dt
— (_1)r(k2 . T)r/ p( ) 5
o tE+T) t+k
N——
p(t)
T > 0 indicates the momentum substraction scale, which was always taken equal to zero in

the previous chapter. Here, the scale T is a parameter and the idea is that the physics should
not depend on the substraction scale.

FSP (k%) = F(E?)—F(T) (K2=T)

(8.5)

FS"P(E2) can be calculated in a similar fashion as in the previous chapter. However, as
we are working in the RGZ framework, it becomes a bit more complicated to calculate the
spectral densities. However, by using the results of [206] it was found that [205]

(o]
1
FS (k%) = —k2—T3/ /12— 80 — 442t
0++( ) ( ) o CO++t(t+T)3\/ 12
12 4 2 4
—t2 4 20% — 2t 3 dt
X(z * AR e
FoU (k%) = —(kZ—T)3/OOCO-+1\/t2—804—4u2t
0 o t(t+1)3
X 204+tu2—1t2 Y
47 )t k2
b (7.2 2 7 * 1 2 4 2
s (k%) = —(K®*-T —— /12 — 80% — 42t
2++( ) ( )/TO c2++t(t+T)7\/ uet,

9 3 1
161208 — 40* 1243 + 1610 + 9u*t* — Z 45 + 246 dt .
% ( po MG LR L Ry

(8.6)

The parameters ¢ are positive constants irrelevant for the calculations, and u and 6 are given
by

| =

p? = Re{

V20% = Im[

<m2 + M2 4+ /m* — 2M2m2 + M4 — 4)\4>] ,

| = N

(m2 + M? 4+ /m* — 2M2m2 + M4 — 4)\4)} ,
(8.7)
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corresponding to the real and imaginary part of the poles of the refined gluon propagator
(5.44).

Secondly, let us have a closer look at the general form of the spectral representation (8.4). In
fact, in is better to set ¢ = 1/s in the spectral density, so we find

F(k?) = /Ol/m PU/S) 4 (8.8)

14 sk2 7

so we can expand for small k:

F(k*) = va(=1)" ()", (8.9)
n=0
with
1/70
Up = /0 s"p(1/s)ds (8.10)

called the moments. Even more appropriate is to look at the following function

fle) = LF(-1/2) = /1/70 p(1/s)

0 z— S

ds, (8.11)

which can be expanded for large negative z (small positive k?):

£(z) = i vy (i)nﬂ . (8.12)

n=0

This function can be approximated by a Padé approximant. As for large z, the function
behaves like 1/z, we should use the [N — 1, N| Padé approximant:

PN,1 (Z)
flz) = ————=, 8.13
=) Qn(2) (8:13)
whereby Py_1(z) and Qn(z) are polynomials in z of order N — 1 respectively N. This Padé
approximation can be completely fixed in terms of the moments v,,. Let us take the first two
moments of the Taylor expansion and set it equal to the [0, 1] Padé approximant

o 1 -3 ao -3
=—+—=+4+0 = @) 8.14
f) =24 54 06 = 15—+ 06, (814)
then follows that the [0, 1] Padé approximant is given by

_u
f(z) =~ ﬁ : (8.15)

V1

One can see that this function displays a pole at

o n
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meaning that the mass estimate itself is given by

o
m=,/—

e (8.17)
A general property of the Padé approximants is that the Qn are othogonal polynomials over
[0, 1/70] with weight p(1/s), see [207, 208]. As the weight is positive, it follows that the poles®
of @y, namely z*, will be real, all different and lying in the interval |0, 1/7[. Therefore, the
mass estimate will always be larger then 7y. Let us now look at this result in relation with the
previous chapter. There, we found that a positive spectral density p(t) gives a branch cut for
F(Kk?) on the negative k? axis starting from —7 to —oo. Here, by doing a Padé approximation,
we replaced in a sense the branch cut with a number of poles, depending on the order of the
polynomial Q. In fact, in the limit N — oo, the whole branch cut would be covered with
poles starting from the point —7y.

So far, we have built the reasoning of the Padé approximation on the infinite expression
F(k?) instead of on the subtracted expression F*"P(k?). However, the difference between
both expressions shall be a polynomial in k2. Indeed, to find F*'P(k?), we derive F(k?) r
times w.r.t. k2. In this way, we kill the moments vy, ...,v,_1. After this operation, the ex-

I 2
pression 8( 822’;) is finite, meaning that the infinities are hidden in the first » moments, while

all the succeeding moments are finite. From expression (8.5) it is then clear that the difference
between F'P(k?) for a certain substraction scale T and F(k?) is only a polynomial in k2
and therefore, the pole structure does not change. We can thus equally work with Fs"(k?)
instead of F(k?).

Let us thus rewrite (8.6) in the form (8.11),

for+ (k) = /Ol/T0 co++(1sz)3\/32 _]pA — 4/:2 <2i2 4 ogt %ﬂg . 3M4> L,
Fo ) = | v M\/ 1o
X (1358 - 49:3“2 i 1254 95;14 _ Z%:: + 2356> . i ~ds, (8.18)

whereby we omitted (—1)"(k? — T)", as it has no influence on the pole structure.

Now as a third step, we need to determine the moments of the previous expression as described
in (8.12). The question remains, how many moments are necessary for a reliable determina-
tion of the poles. The idea is to restrict to the first two moments as they are related to the
IR region of the glueball operator. Indeed, for the one loop expression of the correlation, we

can always write
P [t
= [ dg—+, 8.19

EHCET 7 (519

3This is a general property of orthogonal polynomials with positive weight.
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whereby lim, o 7(k,q) < 0o as we are working with F*"" which is a UV finite expression.
For small incoming momentum k2, we can expand r(k, q),

r(k,q) =7(0,q) + k:?ara(Z;q) T (8.20)

From this expression we can deduce that certainly the first term 7(0, ¢) will have the most
important contribution at small ¢2. Also the higher order derivatives of r(0,q) w.r.t. k2,
will dominate for small ¢?, as deriving w.r.t. k% can only bring down more powers of ¢.
In conclusion, for low incoming momentum k2, only the low momentum information of the
other quantities (propagators, vertices, etc) encoded in r(k, g) will be relevant. Therefore, as
we believe that our gluon propagator is a typical IR valid object, the first two moments of
F Sub(kz) will already encode the low momentum information we have on the glueball prop-
agator. Moreover, the first two moments give already a good approximation of the starting
function F"P(k2). We are thus basing ourselves on IR data, which we believe to be trust-
worthy, and that we are then extrapolating to the mass estimates using the Padé approximant.

The reader shall have noticed that the foregoing glueball estimates were obtained using the
tree level glueball correlation functions. One could wonder why tree level information, i.e. ob-
tained in a perturbative way, would provide any basis for an extrapolation to a nontrivial
bound state mass. Without going into details, the main reason behind this is as follows. A
very good approximation to the fully nonperturbative gluon propagator was used, as quasi-
exactly known from the lattice simulations. Evidently, this means that a specific amount of
nontrivial physics input is already present, under the form of this ”exact” gluon propagator.
The positivity violation of it is indeed interpreted as a confinement signal. The fact that the
gluons cannot appear as separated physical observables is hinting towards the formation of
a bound state. Two (or more) of such unphysical gluons have thus been put together in a
composite operator like F?, and it turns out that already at tree level, a physical signal is
created, under the form of the physical branch cut. It is essentially this branch which is then
used to get at least some, hopefully meaningful, information on the possible pole structure
of the investigated glueball correlation functions. It is a priori by no means trivial that com-
bining two unphysical gluons together would have created a physical branch cut. As already
explained, one can argue that in the deep infrared, there are reasons to believe in the glueball
correlation function, and this is what has been extrapolated using the Padé approximation
theory.

2 The results

Let us show the results of this calculation. The masses are given by expression (8.17) and
depend on the substraction scale T. In the following figure, one can see the result for the
scalar 07, the pseudoscalar 0~ and the 27T glueball masses.
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m(GeV)
40

35}
30}

25f

Figure 8.1: The masses of the 07", the 0" and the 27" in function of the subtraction scale 7T'.

As a final step, it remain to determine the masses with the least dependence on the scale

T. As one can see from the figure, there are no minima for the masses w.r.t. T. However,

. . m. m . . .
when taking the relative masses, MQ:: and 27*1, there are reflection points w.r.t. T given

may—

by T ~ 0.34 respectively T ~ 0.35,0two values which are very close. Now setting T" = 0.34,
the masses become:

Mo+ ~ 1.98 GeV, mo—+ ~ 2.21 GeV, mo 44 ~ 2.17 GeV . (8.21)
Comparing this with the lattice values of [173, 180, 209, 210], namely

met, ~1.73 GeV,  mo_y ~2.59 GeV,  myiq ~ 240 GeV , (8.22)

one can see that the values obtained here are within 20% range of the lattice results. It is worth
mentioning that instanton contributions were omitted here. These are known to be relevant
for the scalar and pseudoscalar channel, giving an attractive, resp. repulsive contribution
around 200-300 MeV, see e.g. [173, 211] and references therein.
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Conclusion and outlook

The Gribov-Zwanziger action in the Landau gauge can be seen as an improved Faddeev-Popov
action, where the latter approach to gauge fixing suffers from Gribov copies. Indeed, the GZ
action implements a restriction of the region of integration to the so called Gribov region €,

Q = {A% 9,A4% =0, M >0}, (9.1)

whereby M@ is the Faddeev-Popov operator, see equation (3.48). One can prove that all
gauge orbits intersect with this region, which is of paramount importance for having a good
gauge fixing. Unfortunately, it has been proven that this region is not free of Gribov copies
itself, but it is currently the best tool on the market. In this thesis, we have reviewed the
current status of the Gribov-Zwanziger framework.

The main results of this research can be divided into two parts.

From propagators...

The first part concerns the infrared behavior of the gluon and the ghost propagator. The
latest lattice data have shown that in 3d and 4d in the Landau gauge, the ghost propagator
is not enhanced, in contrast to the general credence. Also, the gluon propagator is infrared
suppressed and non-vanishing at zero momentum. For a long time, it was believed that the
gluon propagator did vanish at zero momentum. Unfortunately, these recent lattice data
are in contrast with the predictions of the Gribov-Zwanziger action. Using this framework,
the gluon propagator does vanish at zero momentum and the ghost propagator is infrared
enhanced and thus something was missing in the GZ action. Therefore, in this thesis, we
have tried to restore the agreement with the recent lattice data by refining the GZ action,
by including d = 2 condensates. Doing so, we have found a gluon propagator which does not
vanish at zero momentum and a ghost propagator which is no longer infrared enhanced. We
have also fitted our form of the gluon propagator with the lattice results, and we have found
a quite remarkable agreement.

In 2d, something peculiar is going on. The lattice data show that the ghost propagator
does display enhancement and the gluon propagator vanishes at zero momentum. We have
shown that in 2d, it is impossible to refine the GZ action due to the typical infrared problems
of 2d gauge theories. Therefore we are lead to the original GZ results, which indeed qualita-
tively agree with the lattice results.
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In conclusion, we have constructed a model which agrees with the lattice data when compar-
ing quantities like propagators. We have obtained satisfying results, but some critical remarks
should be made:

e We have not really succeeded in computing good dynamical values for the condensates
(A?%) and (pp — ww). This is due to the difficulties of the calculations when having more
than one mass parameter into the game. However, the effective potential, calculated in
the end of chapter 5 is better suited to discuss these condensates. However, still two
parameters are unknown and need to be calculated before being able to extract a value
for the condensates. Although, we should notice that even this does not allow to include
the full-nonperturbative value of these condensates!.

e As higher loop calculations are very difficult using the GZ action, no one has really
succeeded in obtaining a gluon or a ghost propagator analytically which completely
agrees with the lattice data for a momentum regime 0-1.5 GeV without any input from
the lattice. We can only predict qualitative results, which could then be fitted to the
lattice. This itself is already a non trivial point.

e One can also wonder whether the very deep infrared behavior of the propagators really
matters? One could argue that only the mid-momentum regime 0.1 GeV -0.8 GeV is
important, as this regime agrees with the size of particles, namely 0.8 fm - 6.4 fm. Is has
already been argued that whether the gluon propagator reaches zero/not zero at zero
momentum has absolutely no influence on the properties of the particles [212]. Perhaps
all the commotion around the zero momentum behavior of the propagators is not that
important after all. Nevertheless, a whole confinement story was built in the past on
the IR singularity of the ghost, in which case the zero momentum regime was of utmost
importance.

...to glueballs

So far, we have thus concentrated on the behavior of propagators in the Landau gauge. How-
ever, these are unphysical quantities and at a certain point, one should start looking for the
physical degrees of freedom in pure QCD, i.e. glueballs. For the (R)GZ framework, the start
of this investigation was done in chapters 6, 7 and 8. This comprehends the second part of
the results.

As a first attempt, we have investigated in chapter 6 the renormalization of F 3,, using the
(R)GZ action, as this operator is usually associated with the scalar glueball. This renormal-
ization was far from trivial, as this operator mixes with other d = 4 operators, namely

£ = Oub Al + 0, DL + 0,01 Do} — 0,07 Dt} + gf 0w Dol e
+ ,VQQfabcAZSOZC + ,72gfabcAZ¢Zc +d <N2 _ 1) 74 ] (92)

Moreover, due to the breaking of the BRST in the GZ action, this mixing has serious conse-
quences? on the correlator (F?(x)F?(y)). In fact, instead of considering (F?(x)F?(y)), one

We are still not able to take into account e.g. topological effects,. . ..
2In ordinary Yang-Mills theory, this mixing is irrelevant as the Yang-Mills action is invariant under the
BRST symmetry.
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should really consider the following correlator, (R(x)R(y)), whereby R is a renormalization
group invariant,

B(g%)

R = e F —27.(¢%)E . (9.3)

We emphasize that this analysis has been done for the GZ action as well as for the RGZ
action, but the same operator appears for both actions. The problem with this operator, is
that it does not have a proper Kallén-Lehmann representation,

& 1
k)O(—k)) = d — 4
WOtk = [ drsr) (94)
with p(7) > 0. The correlator (F?(z)F?(y)) and most likely also (R(z)R(y)) has branch cuts
at the imaginary axis. This seems to indicate that something is still missing.

Therefore, in chapter 7 we have looked for an operator at lowest order, which does have
physical cuts and can be written in a Kéallén-Lehmann representation with positive spectral
density. For this, we needed to introduce a new concept: i-particles. In fact, this is nothing
more than rewriting the fields of the GZ action into a new notation so the quadratic part of
the GZ action becomes (almost) diagonal. We have found that the lowest order correlator
corresponding to the following operators can be written into a proper spectral representation
with positive spectral density

OV (2) = (A2, (2)f, (x))
02(x) = pwper (Ao (@)% (2)) (9.5)

whereby the Af, (x) and 7, (z) are given in terms of the original GZ fields in equation (7.78).
Although at lowest order, these operators could be interpreted as being “physical” in a sense,
these operators do not really look renormalizable. Here we emphasize that so far, we only
did the analysis within the GZ framework.

In conclusion, so far, it seems that we have to choose: or we have a renormalizable oper-
ator, or we have an operator with a good spectral density. The question remains how we can
unite both properties.

Finally, in the last chapter, chapter 8, we have demonstrated that estimates for the masses
obtained with the ¢ particles, thereby using the fits from the RGZ propagator with the lattice
data (see 5.3 of chapter 5), are in fact no so far of the lattice data. This gives some good hope
for the RGZ model. However, we still need to explain the discrepancy between the i-particles
and the glueball operators, i.e. how to get rid in a calculable fashion, of the unphysical pieces
in the correlation functions.

Outlook

Let us end by saying that this research is far from finished. At the end of the chapter 7, we
have already given a sneak preview on how we could continue with this research. As we have
only considered the GZ action in chapter 7, the possibility remains that in the RGZ model,
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we can combine both properties of renormalizability and a good spectral representation. Of
course, even if one would succeed in this task, one has not solved confinement. If one would
really want to find a particle, one should be able to do some kind of all order resummation
which would lead to a pole instead of a branch cut. However, this does not seem feasible
for the moment with the current techniques. Therefore, it would already be a nice first step
to find a renormalizable operator which has a Kéllén-Lehmann representation with positive
spectral density, and continue the research from there on.

Let us also point out that the described attempt was the first trying to convert unphysi-
cal degrees of freedom (gluons and ghosts) to physical degrees of freedom (glueballs), directly
starting from the elementary propagators in the Landau gauge. Evidently, this is not an easy
task, hence the results are of a rather humble nature. Let us however point out that the
kind of difficulties encountered will be common to all approaches, and should not be seen as
disfavouring the GZ formalism focused on in this thesis.

In particular, focusing on the Landau gauge and its propagators, whatever approach one
is using, at the end of the day, the form of the gluon/ghost propagator will, and should be,
very similar to that of the lattice estimate, in particular there will be an infrared suppressed
gluon propagator, with a positivity violation. One could even assume that D(0) = 0. It is
clear that no normal, physical particle corresponds to these gluon degrees of freedom.

We would also like to point out that the BRST symmetry, broken or not, would appear
to be only of a minor help in the discussion of positivity and unitarity in the confined phase.
The physical spectrum should correspond to the classically gauge invariant operators. If the
usual BRST is there, this is a trivial fact. But from our present research, it should be observed
that using the highly nontrivial Landau gauge gluon propagator, which form is clear from the
lattice, would seem to give rise to a rather complicated cut structure of the correlation func-
tions of the gauge invariant composite operators. As a consequence, it will unavoidably be a
hard nut to crack to understand in a qualitative and quantitative fashion how the “strange”
gluon (which is definitely not of a massless nature) will conspire with the massless ghost,
quadratically or worse divergent in the infrared, to give gauge invariant correlation functions
only exhibiting a physical cut and poles. The usual BRST analysis does not seem of much
help here, as the BRST itself is not what is guaranteeing the positivity, not even in the per-
turbative case. It serves as a powerful tool to select a subspace, whereafter the positivity
of the remaining physical degrees of freedom (the transverse gluon polarizations) is indeed
observed, but the latter irrespective of the BRST symmetry transformation itself.

Also other attempts to extract glueball mass estimates suffer from drawbacks. For exam-
ple, using potential models to construct the bound state spectrum, one needs to make crucial
assumptions about the interaction potential. Frequently, confinement is built in using a
linear potential. At other instances, even assumptions about the nature of the gluons (mas-
sive/massless?) need to be made. When using the Bethe-Salpeter equations for bound states,
one has to make assumptions about the invoked kernel, of how to perform resummations, .. ..
Aspects of gauge invariance are also not always transparent. Using the celebrated sum rules,
one also needs to assume the existence of the bound state, and unknown nonperturbative
physics is parametrized under the form of nonvanishing quark and gluon condensates. With
lattice simulations, one can find nice estimates devoid of any gauge fixing ambiguities, but in
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this case, the precise physics behind the glueballs is not always clear. As lattice gauge theory
is also purely Euclidean in nature, not much can be learnt about the analytic structure of the
correlation functions.

All these problems are merely a reflection of the intrinsic difficulty of constructing the bound
state spectrum in a strongly interacting theory with confinement, as is QCD.
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Formulae

1 Gaussian integrals

1.1 Gaussian integral for scalar variables

1
ra.g) = [fagden |- [atatty q@aeen + [ o))
1
= C(det A) "2 exp 5 /dda;ddy J(x)A ™ (z,9) T (v), (A1)
with C an infinite constant, which, in practice, can always be omitted.

1.2 Gaussian integral for complex conjugated scalar variables

ra.9) = [edgles |- [ ataaty oA e + [ s @la)Ipw) + o))
= C(detA)7! exp/ddmddy Jo(2) AN, y) 5 (y) (A.2)
again with C' an infinite constant.

1.3 Gaussian integral for Grassmann variables

=
&
=
&
+
>
—~~
8
~—
=
8
Nt

I(A,n,7) = /[d9] [d6] exp [/ d?zd?y (x) Az, y)6(y) +/dd:z: (
— Cdetdexp— [ aladly g)A™ w)0(), (A3)

again with C' an infinite constant.

2 Loop integrals

To combine propagator denominators, we can use the following Feynman trick

1 1

AB /de[xA—i-(l—x)B]z’ (A.4)
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which can be safely applied when no poles appear in the right hand side of (A.4). This means

that one is in a dangerous zone when % is real and 0 < % < 1.

To evaluate a d dimensional loop integral, one can use

ddq 1 1 T(n—9) .,
[ Gy T - gt T &)

which is valid for ¢ > 0.

The structure constants of the SU(N) group have the following property,

fabCfdbc — N(sad )
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Some loose ends

1 D,(A)w =0 is a gauge invariant equation.

To prove that D,(A)w = 0 is a gauge invariant equation, we can write from expression (1.13),
Dyw = 0w —igA,w +igwA,, . (B.1)

Now performing a SU(N) transformation, we know that D,w is in the adjoint representation
by definition,

Dyw=0—UD,wU =0, (B.2)
so working out this equation we find,
UDwU' = U,QUT —igUA,UUWUT +igUwUTUA,UT
= B — (U)W — Uw(0,U7) — ig(A, + ;@UUT)w’ T igu! (4], + ;GMUUT)

= Dlw' —,UwU" — Uwd, U + 9, UUT(UwU') — (UwU")0,UUT
= D, (B.3)

whereby we made use of equation (1.10) and the simple formula
uUt=1 = 9UU'+U3U =0. (B.4)

We have thus indeed proven that D,(A)w = 0 is a gauge invariant equation.

2 o decreases with increasing k2.

We shall prove that the following function

k‘]gl, dd 1 d4 1 kky v
1) = B [ Gl @ g gate = [ Gt @ g ()

decreases with increasing k2. Let us prove this in 2 dimensions for simplicity. We assume
k = (ks,ky) to be oriented along the x axis. Using polar coordinates, we obtain

* dg 2 1 —cos?6
A) =
f(k, 4) /0 (2 )2 af(q )/0 dekQ +q2 — kqcosf

= | amese) (06— 002 ) (B.5)
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whereby we have used the result (5.129) from section 4.2.2 in chapter 5. Now deriving f(k, A)
w.r.t. k? and using the property of the § function: %Q(x —y) =0(x —y), we find

0 *© dg oy T T [k dg 9
—f(k,A) = -— — =—0(k)— B.6
Gl d) = = [ S -1 = o [ Ghsar@). @)
and thus f(k, A) is a decreasing function for increasing k2.
3 Determinant of K,
We calculate the determinant of
12 Ng? 1 1
ab _ ab g 2
Ko (k) = ¢ VaNT—1 6,Wﬁ + 0, k* + <a - 1> kuk, | . (B.7)
A
We can write
71/2 a a
(det (k) " = emBmder i _ omdTrhn i (B.8)

Therefore, we need to determine

A 1 1
ab  _ 2 2
Trln KMV = (N — 1)TI‘1H (6 (k‘2 + k > (5,{,/ + w <a - 1> k?,ik?l,))
A k2 (1
_ 2 2

le k4+A

+T i1—1 b+ (= (L4 bk (B.9)
W E G wTANT R \a pineliv | '

whereby we used In(14+2z) = =z — %2 +.... We can now take the trace of the diagonal elements

= —1

of the second term, and again use x — % +...=In(1 + z). We obtain,

o < o o )]
_ v [le 2 Lk, Zl K +>\+Zl ( k:2>

By working out the last term, we see that it is proportional to «,
AE? k4 9
Zk:ln <k2 -+ a) = Zln <a +)\> —Zlnk

] V/ o :M)w/ ()

~ a¥*t, (B.11)

.(B.10)
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4. ADDENDUM CHAPTER 4: THE ONE LOOP EFFECTIVE POTENTIAL

whereby f d9qIn¢? is zero in dimensional regularization. Therefore, in the limit o — 0,
becomes zero. In conclusion, we find

<det KZZ(k))il/z - [(N2 -1) < 5 D V/ (gi];d In ktg )\}

= exp [(]\ﬂ 1) (d ; 1)V/ ((;il;d In (k:2 T 11/3]65?21132)] . (B.12)

4 Addendum chapter 4: The one loop effective potential

4.1 The 4d case

We explain in detail how we obtained equation (5.17). Starting from?
WO = / [d®]e Shaz | (B.13)

whereby S%GZ is the quadratic part of the action Sgrgz, we can integrate out over all fields
so we obtain,

d% rana
/ [dBleShaz = dN-1* / dAje 2 @ma ARAIAY (B.14)
whereby
292 N~* 1
AW = Kzﬂ +m?+ M) Sy + Do (a - 1)] 5 (B.15)

Using equation (A.1), we find
Jlaweshor = 00 (qeragh) " < el It (1)

similar as in equation (B.8). We can now perform the same steps as in (B.8)-(B.12) finding,

1 ab 2 (d—1) 9 9 A
gTrindu, = (V= D=—=Trln (p7+m™+ s )

= (N?- 1)(d; 1)Tr [In [(p* + m?)(p* + M?) + \*] — In(p® + M?)] ,

whereby we have used the notational shorthand (5.46). The second part is a standard integral
[5] and evaluated as:

—I(-d/2) 1

2 2
TrIn(p® + M~) SRR

(B.17)

with I" the Euler Gamma-function. Using dimensional regularization, d = 4 — € we obtain,

N2 -1
2

N2 -1 5 2 M?
d—1)Trin(p? + M?) = -3 M-S -2 4+ln— ). (B.18
(A~ 1)TrInp? + M%) s (5 2mis) L (Bas)

!Notice that W (.J) is in fact Z.(J) as defined in equation (2.11).
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We recall that we work in the MS scheme. Next, we try to convert the first part into the
standard form,

N2 -1

(d —1)Trin((p® + m?)(p? + M?) + \1)

N? -1 2 2 2 2
= (d—1)TrIn (p* +m7) + Trin (p* + m3)

N2 -1 T(-dj2) 1 T(-dj2) 1
5 |G T e g

N2 -1 2 2 2 2
=3 <m‘11 (—5 —Z+n m;) +mj (—2 —Z+4n m22>> +0(e), (B.19)
[ g

6472 6 €
where m1 and mo are given by

(m? +J) —/(J +m2)2 —4(m2J + A1)

2 _
ml— 5 s
2 2)2 _ 4(m2.J + \4
mg:(m +J)+\/(J+;n) (m?J + ) (B.20)

We still have to calculate the first term of (B.16). From equation (3.243), we can calculate
that?

. 3¢°N 1
4 2 4 2
% = Zpyt,  with  Zn=14g0-5, (B.21)
so we find
3 ¢°N 1 3 ¢°N
—d(N? — 1)} = —4(N?—1)y* —42(N? -1 At 2L AN — 1) (B.22
( )70 ( bl 2( )167T26’Y +216W27( ) -(B.22)

From equation (B.18), (B.19) and (B.22) we see that the infinities cancel out nicely, so that
the functional energy reads,
4(N?% —1)

3(N?2—-1) (8 m? m3 J
0 _ 4 4 4 1 4 2 2
wO) = — 5N A+ i <3)\ +miln 7 + m51n = —J lnﬁ2 ,

which is exactly expression (5.17).

4.2 The 3d case

The 3d case can be calculated in a similar fashion as the 4d case. As expression (B.16) is still
general for all d, we have that

W) = —d(N?—1)y*+ %Tr In A% (B.23)

whereby

%Trln Aff; = (N?-1) (d; 1)Tr [In [(p* + m?)(p* + M?) + M| — In(p? + M?)]

d—1)

= (N2—1)( 5 Tr[ln[pz—l—m%]—l—ln[pQ—i—mﬂ—ln(pQ—l—MZ)],

2For the explicit loop calculations of the Z-factors, we refer to [172].
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5. SPECTRAL DENSITY FOR ONE REAL MASS AND ONE VANISHING MASS

whereby my and mgy are given by expression (B.20). By employing the standard formula
(B.17), we find

1 N?—1
§Tr In AZ;‘, o <—mi’ —m3+ J3/2> , (B.24)
and thus . )
A N-1
WO (J) = —3(N? - Do+ or (—mi” —md+ J3/2> . (B.25)

5 Spectral density for one real mass and one vanishing mass

We start from

d¢ 1 1
) = [ G (3:20)

For k% > 0, we can employ the Feynman trick and differentiating w.r.t. k2, yields for d = 4

OF(K*) 1 /1 A (1 —x)
ok2 1672 Jy  z(l — 2)k2 + xm?
! / g ! (B.27)
= - r————— . .
1672 Jo k24 22

We perform a transformation of variables, by setting s = %,

OF(K*) —  m? +°°d 11
okz 1672 /2 2Kt
1 [t d (m?*\ 1
= ds— | — )| 5. B.28
+167r2/mz Sds( s )kQ—i—s ( )

After doing a partial integration, we obtain

L om
k2+s s

OF (k?) 1
okz  16m2

oo oo m2d 1
_ / g4 (1
em2  Jm2 s ds \ k2 +s

-1 1 /+°° m? -1
— |5t ds————
1672 [k24+m? = [ s (k?+s)?

— %% [m(/@? +m?) +/m+:o ds”jk;ﬂ] : (B.29)
so that
F(k*) - F(0) = Flﬂ [— In(k? +m?) + Inm? — /n:)o dsﬂjkﬂl_hg + /mtoo dsnji]
400 400 +00 2 +00 2
SR R = M s
- L :’ s [kai - 1] <1 _ m2) | (B.30)
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We conclude that the spectral density is given by

m2

p(s) = 1——, (B.31)

S

which is indeed positive for s > m?.

6 Calculating correlators

6.1 The correlator (Of\z)(@OS?(y»

We shall now try to calculate <O§2(k)0$7)(—k)> Already at lowest order, this asks for some
algebra. We depart from

(O (@00 (W) = AL (@), (2) AL s () b)) (B.32)

OW @O0V () = 4(0,M20,m20uN30am5) — 4 (0, X80,120a 011
— A {OuXS 001 0aN3Oa) + 4 (OuNy 0O NOane) »  (B.33)

at lowest order. It is understood that {u,v,a} refers to z and {«, 3,b} to y. We shall now
pass to Fourier space, in which case we find

(O (@)0)(y)) = 4 / dkdldpdge™ e e e b, 0, paga (AL (k)n2(ON(p)nS (@)
— 4 / dkdldpdge e e el k, 0, paqs (NL(K)nE (0N (p)nb(q))
— 4 / dkdldpdgeVe el el k0, poga (AL (K)n% (05 (p)nb(a))

+ 4 / dkdldpdge e e ek, 0, poqs (L (k) (ON5(p)1b ()

so that we can now perform the contractions using Wick’s theorem. We did not write down
any factors of (27)?. Each time we contract 2 fields, we will pick up a propagator, and we
have appropriately implemented momentum conservation, i.e.

(NL(P)AL(K) ...) — Dyud™s(p+ k) (B.34)

whereby we use the symbols D,,,, DL,, and D}, for the (\,\,), (num.) and (A7) propagator
Doing so, we can write down for example

(k) (OX5(p)nf (@) = 6°6" D, (k)8(k + £)Dj35(p)é(p + q)
+8%6% D, g(k)3(k + p)Df 5(q)3(¢ + q) + 6°06°* D (k) (k + q) D 5(p)S (L + p) -
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In each case, we may drop the first term, as this gives rise to a disconnected contribution.
The other terms are given by

AL (k)G (ON3 ()1 (a)) =876 Dy (k) (k + p) Df o ()6 (£ + g)
+ 896 Dy (k)8 (k + q)Dy(p) (¢ +p)
LR E(ON(P)f () =0"6" Dys(k)d(k + p) D! 5(g)5(¢ + )
+0%6% Dy, (k)3 (k + q) D, 5(p)S(E + p)
s (k) (OX5 (0)n(a)) =6“°6°" Dy(k)3(k + p) D} (0)5(¢ + q)
+0%6% D), (k)3 (k + q)D;,5(p)5(£ + p) -

Collecting all the terms, we find

(O3 @08 () = 41 [ dkdge® 9 (kg (Dos(kIDLy(a) + Dls(k) Dl 0))
~2hutukads (Dus(k)Dha(a) + Dys(k) D)) +hutkags (Dus(k)Dla(@) + Dis(k) D)) | -

after some suitable renaming of Lorentz indices and momenta which allowed to recombine
several terms. By the substitution

p=k—gq, (B.35)

we can rewrite (B.32) as a Fourier transform

d
(05, @04 ) = / (gﬂfdew—y) (0D )0V (-p)) (B.36)
whereby
d
O )08) () = 4v? - ) [ dw’;"d [l = )kl = p)a (Dus(k) Dl 5k = p)

+D,45(k) D, 5(k — p)) — 2ku(k — p)uka(k —p)s (Duﬁ(k)Dla(k‘ —p)

+D,5(F) Dl (k =) + kil = p)ukalk = p)s (Dus(k) Dl = p) + Dy (k) Dya (k = 1)) |

We can simplify this expression to find

0O - = a1 [ 5 [(d ERLRRUSL URDLE )L G 'p>2] |
i n

2m)d (k2 —1iX2)((p — k)% +1A?)
(B.37)
(2) (2)
6.2 The correlator (O, ()0 (v))
Let us now calculate <Of\37)(k)0§37)(—k)> We depart from
O (@O W) = cupocaps (X (@)0% (@) (1)1 (1)) (B.38)
An An pvpoCafBys \ Ny npa af Yy 7776 Yy ) .
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or

(OD (@02 (W) = Aepvpotass [(0uM0pm20aN50515) — (DuXL0,1E0aN057))
= (O0uA,051p0a )\58%7@ (04051500 )\ﬂ&mv)] , (B.39)

at lowest order. It is understood that {u,v, p,o,a} refers to x and {a, 3,7,0,b} to y. We
shall now pass to Fourier space, in which case we find

<O§i7) (w)Og\ln) (y)> = EuvpoaBys |:4 / dkdedpdqeipyei‘fyeikxei@xkueppaq’y <)\z (k)ng (E))\% (p)ng(q»
- 4 / dkdldpdge e e ek, 0, pags (NL(K)E(0)AS(p)n ()
— 4 / dkdldpdge™ e e el k0, pagy (NS (k)15 (p) A5 (p)n3(q))

+ 4/dkdfdpdqeipyeiqyeikxeimk#&,paqg (/\,‘ﬁ(k)ng(ﬁ)/\%(p)ng(q» ,

so that we can now perform the contractions again,

NS (R)n3 (ON3 ()5 (9)) =5 (Do (k)S(k + p) DL 5(@)3(€ + ) + Dy (k)3 (k + q) Dy s(p)S (£ + p))
(k) ms(ONG(p)15 (@) =6 (Dyp(k)S(k + p) DY ()6(€ + q) + D'V(’fﬁ(k +q)D5(p)3 (L + p))
(NS (k) (0)N5(p)B () =0°*(Dys (k)3 (K +p) D! 5(@)(£ + q) + D}s(k)3(k + @) D) (p)S (£ + p))
AL (k)G (ON5(0)15 (@) =0°(Dys (k)6 (k + p) DY, (0)6 (£ + q) + D, (k)3(k + q) D,5(p)S (£ + p)) -
Collecting all the terms, we find
(O5) (@05 () = 4N? ~ 1)ewpocapys / dkdge =D kg, kag, Dys(k) D s(a)
+ kqurok D (k)Do—ﬁ(Q) - k,qukaQ6Dy,8(k)ley(Q) - kquQakéDu'y(k) UB(Q)
— kulokatyDyp(k)DY5(q) = kudodaksDls(k) Dlys(q) + kuokaasDys(k) D), (0)
+ kudoqaks D, (k) D)5(q)
By the substitution p = k — ¢ we find
d
OR@ORw) = [ Ghe 08 w0k () | (B.40)
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whereby

d
(08 D)0 (=) = 4V = Depupocamns | (;iw’jd

(k= )okia(k = p)y Dy (k) D} 5 (k = p) + ku(k = p)(k = p)aky Dl (k) Dl — p)

— ku(k — p)pka(k — p)sDus(k) DL (k — p) — ku(k — p),p(k — paks D, (k) D, 5(k — p)
— ku(k = P)oka(k = p)yDys(k)Ds(k = p) = kyu(k = p)o(k — p)aks Dls (k) Dy — p)
+ ku(k — p)oka(k — p)sDys(k)DYy (k — p) + ku(k — p)a(k — paks Dl (k) Dy (k — p)
= 16(N? — 1)eppocapys / (ji’; [kl = p)pkia(k = ) Dya(k) DL (k = p)

+ kulk = p)olk = P)aky Dl s(k) Diys(k = p)| -

We can simplify this expression to find

(B.41)

d _
ORIy =32 1) [ [W L

27)d
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Alternative proof of the renormalizability of the GZ
action

In this appendix, we shall write down an alternative proof of the renormalization of the
Gribov-Zwanziger action, useful for chapter 4. This proof shall be very similar to section 5
of chapter 3.

1 The starting action and the BRST

Looking at expression (3.209), we may also try to also start with another possible BRST
invariant action,

Eg% = Sym+ Sgr + So + 5P + Sext » (C.1)
whereby we have immediately added Sy still given by (3.213) and with

SP = s / d'e (~Ug'0,0! = U gfurs ARp! = V0,8 = Vi g fars ALY — Ujtv
T2 fane DR

_ /ddx <_M3i8u¢? + Uﬁiauwf o MLaigfakbAZSD? _ gfachlfiDzdcd@f

+ULaigfakbAlliwb Ngiauwg + V;iaﬂag _ Nl;aigfakbAl’jwbi _ gfabcvl:aiDZddelq

b
Vg A + Ry g D55 + T3 g fnc D' ) (©2)
whereby in contrast with section 5 of chapter 3 we have to treated g far AL@% and g fary L@y

as the relevant composite operators. We have now introduced 5 doublets, (U;ji, M /‘fz), (U Lai,
M }’;”'), (V}fi, N ﬁ”), (V,:‘”, Nl’fi) and (Tﬁ”, Rzl) with the following BRST transformations,

sUY = MY sM?" =0
iz ©woo I ’
sU™ = M), sM)™ =0,
sVt = N3, sNi =0,
svljaf = Nl’fi , sN,’ff =0,
sT' = Ry sRY = 0. (C.3)

In order to go back from 55(2) to Ss of equation (3.210), we just need to set U =U", V = V',
N = N’ and M = M’'. Eventually, it appears natural to give the primed sources the same
physical value of their corresponding unprimed counterparts, see equation (3.212).
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2 The Ward identities

Just as in section 5 of chapter 3, we enlist all the Ward identities obeyed by Eg%, which of
course look very similar.

1.

268

The Slavnov-Taylor identity is now given by

SEEh=o0, (C.4)
with
2 2 2 2 2 2 2
Sy - [ I o ey
5[(“ (5A“ OLe  dco oc? b ow? bl
2 2
Ral 52&% Maz 52&}% 4 Nai 52&% Mlaz 52&% lai 62((1%)
(2 5Taz 12 6Uaz 12 (5‘/‘;1 H 5Ulaz 2 5Vliai :

. The U(f) invariance is easily adapted

U5 =0, (C.5)

) 0 4] 0 o 0 )
A d a —a a_” 50— aj _ Aglad _r7aj
Vi / G Pser s T s s M sarm M saa U G

0 ;0 o ) o o 6)

_ laj at lat at lai aj aj
UH 5U/az +NH 5Nﬁj +NM 5N[fj +VM 5V£j +VM 5Vl1aj +Ru 5R‘” +TM 5Tzzz

We have again that the i-valued fields and sources turn out to possess an additional
quantum number. All the quantum number are still the same as in Table 3.1 and Table
3.2, whereby we keep in mind that the quantum numbers of the primed sources are
obviously the same as those of the unprimed ones.

The Landau gauge condition does not change,
=)
b

The same goes for the antighost equation,

= 9,A%. (C.6)

5 52

s " sKe 0 (C.7)
m
The linearly broken local constraints now become
085Gy o 056 , 95y 95GY _ cabe g
' ] aT 1 — a CA Ict
5o Ongage T Ongape T 9Smad 5Kbl =9 AV
62&2% B 5Eg% 52&?% abc bi 52(2) _ abcAb U/ci C.8
R T i A T o (C.8)
We also find some extra linearly broken constraints
i) . ox8) .2 .ozl :
sira = oue™,  oE=om, S=owt, =007, (CY)
I I I H



3. THE COUNTERTERM

6. The exact R;; symmetry can be adapted to
RySE), =0, (C.10)

with

5 5 5 5 o 5 s
e d4 a ai lai _pw lai Tt ).
R J / x ((’02 5@0;-1 J 5*(1 V 5Naz +V# 5NLa] U# 5Maz U.U 5M/az + © 5RZJ )

7. The integrated Ward identity is now linearly broken as follows

/ d*z <c“ 5;;2 + o} 592 Ui ]?Z = U0 — UM O . (C.11)

3 The counterterm

)e

We again translate all the identities into contraints for the counterterm 2(2
1. The linearized Slavnov-Taylor identity:
2
BP%Er — 0 (C.12)

with B®) the nilpotent linearized Slavnov-Taylor operator,

SK® 0AZ © §As oK | 0L° den | dct OL° +0

o ] o o o 46>

2 2 2 2
50 _ / d4x<52§}% 5 +52g; 5 %G 8 +52§}% 5 .0

1 1
554 ?(5@ P 5U‘“ + NZ’ 5V‘” + M“GI(SUIGZ + NMM 5V/az + RZZ 5ng‘
(2

+ %

2. The U(f) invariance

U;SSr = 0. (C.13)
3. The Landau gauge condition
szl
—24 = 0. C.14
She (C.14)

4. The antighost equation

2)e 2)e
55l 558
5co ’ 5K

0. (C.15)

5. The linearly broken local constraints

1) 1) 0 ) c
<+8 -+ 0 +gfabchz@5KCl>E(2% =0,

N VT SV
76 5 0 abe st 5 c
v iz
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and
ol . sl . DA . ol . ©17)
SMa SNgt sua sVar '

6. The exact R;; symmetry
RyEEF =0 (C.18)

7. Finally, the integrated Ward identity becomes

sx@)e sy 5n2)e
4 a G7Z —a G7Z lai GZ —
/d x <c St R eer + U} 5K 0. (C.19)

Now we can write down the most general counterterm Zg%c of d = 4, which obeys the
linearized Slavnov-Taylor identity, has ghost number zero, and vanishing )y number,

Zg%c = apSvym + B® /ddm{ [alKﬁAﬁ + CLQ@MEGAZ + asL%* + a4Uﬁi 8,”0? + (15Vji 3ng

+ag W7O° 0} + asUL VI + agg f*UL QL AS + agg f*VI @) AS + a109f W] AS, 0!
+ an1 gf "L (O AL) QL + DI RIUS + boT S M + bsg fape REW)AS + bag fanc T Ph A,
+ b5 Ry 0w} + b6 Ty 057 + ayU," 9o + a Vit 0,07 + a0 + a7 UV

+ag gf U LAG + ag g f VN WAL, + g g fUDT AL 0,07 + aly 9 f W (0, AL @) ] } :

Notice that the part in a and b parameters is exactly the same as in section 5 of chapter 3,
see equation (3.235). We shall now impose all the constraints induced by the Ward identities.
We keep in mind that the argument concerning the broken ghost Ward identity still holds.
Also, the 4 constraints (C.17) invoke the counterterm to be independent of the sources U’,
V', M' and N’. Ultimately, we find

. 58 . , .
26y = aoSyartas / dfy (A“ L 0T D+ K 10, M0, 08 — UL 8,8 + N1 8,

HSAG
+ VIS 0,PY + 0B 0upf + Ouwi 0wy + VI MY — U NI — g fopeUp* @t 0t

- gfabcv‘émw?aucc - gfabcauwasogaucc - gfabcRZiaucbwc + gfabcTﬁiaucb(pc> .
Notice the close similarity between this counterterm and the one in expression (3.239).

4 The renormalization factors

The last step is to find all the renormalization factors. Due to the close similarity with the
output of section 5 of chapter 3, many Z factors will be the same. One can indeed check that

equations (3.240) and (3.241) still hold, and also the Z-factors of Zj,/2, Z%ﬂ, Zul)/z, Zl/Q, Zr

w
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4. THE RENORMALIZATION FACTORS

and Zgr do not change. Only the renormalization of the sources U, V', M, N is different as
they mix with respectively U’, V', M’, N'. Indeed, we find that

[Mo 1 |2’z - [ M ]
M(/) | i 0 Zg—1/2221/4 M/ )
Uy | . [ Zil/z —aq U
up | 0 Zz;* u |’
Ny 1 . [ Z; —ai N
N(/) | - 0 221/2 N/ )
[ wl_| 2"z -« [ 4 } (C.20)
Vol | o Z7 Pz v ‘

which again proves the renormalizability of the Gribov-Zwanziger action. The consequences
of this mixing are explained in section 6 of chapter 4.
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The effective action and the gap equations

Let us first explain the idea behind the method before going into detailed calculations. With
m = 0, the tree level propagator (5.44) yields:

2 2
p*+ M
D(p? : D.1
®) p* + M?p? 4+ 2¢g>N~* (D-1)
Expanding the mass M? as a series in g2, gives
M? = MZ+¢@ME+¢"M3+... . (D.2)

We only need to consider My, which is of order unity, as we are considering the tree level
propagator. We know that at the end of our calculations we have to set our sources equal to
zero, or J = M? = 0. If we work at lowest order, this means we have to set My = 0 (and
the gluon propagator will not display the desired behavior). However, going one order higher
gives:

M+ ¢*ME = 0. (D.3)

The last equation might imply that Mg is no longer equal to zero, and consequently, the tree
level gluon propagator will attain the desired form. Let us elaborate further on this aspect.

1 One loop effective potential

To implement the above-mentioned ideas, we shall first calculate the one loop energy func-
tional. We start with the action Sk, whereby setting m = 0 is equivalent with putting
7 = 0. We replace the mass M? again with the source J. Similar as has been done in the
appendix B4, we obtain

4(N? 1) , d(N?-1)

3(N2-1) (/8 m?
0 _ 2072 4 4 1
wO () = - 27N AT+ 7N S AN M*+ 612 (3>\ +mjln 7
m3 J
+miln =2 — J?In ) , (D4
2 MQ qu )

whereby m and my are now given by

s J—VJZ—ax

my = 92 3

J 4+ VT2 =4\

2 _
my = 5



APPENDIX D. THE EFFECTIVE ACTION AND THE GAP EQUATIONS

As we have determined the energy functional W(O)(J ), we can now calculate the one loop
effective action via the Legendre transform of W (J). If we define

SW(J) d(N* - 1)

— _ 2
O.(x) - (5<](£U) ’ Ocl = gQN §A 9 (D6)

then

J1d®] (Fp — @) e~Shor
[ld®le—Shaz

o(x) = o@)—o0a=— , (D.7)

represents the expectation value of the local composite operator, — (p¢ — ww). The effective
action is given by

(o) = W(J) - /d4a: J(z)o(x) , (D.8)
or equivalently, as we prefer to work in the variable 7,
rG) = W(J)— / A J(x) (6(x) + 0a) - (D.9)

Calculating I'(7) by explicitly doing the inversion is a rather cumbersome task. In most cases
one can perform a Hubbard-Stratonovich transformation to eliminate the term J (@ — ww)
from the action and introduce a new field ¢’ which couples linearly to J. This greatly simplifies
the calculation. However, in this case, it seems impossible to do such a transformation as a
required term in J? is missing. Hence, there is no other option than to actually perform the
inversion. In order to calculate this inversion, we shall limit ourself to constant J and & as
we are mainly interested in the (space time) independent vacuum expectation value of the
operator — (py — ww) coupled to the source J. This vacuum expectation value is given by
~ J1d9] (pp —ww)e™®

o =~ raaje s (D.10)

where Sqgyz represents the ordinary Gribov-Zwanziger action (3.204). As we already have
calculated W (J) up to one loop is it straightforward to verify that

0 13(N%2-1) t 1 1+vV1-t
= —0g==-—>——-"7J(2In- V1—t 1 D.11
o &]WO(J) Tl = 5 6472 J( n4+< +\/17_t)n1_\/17_t > ( )

whereby we shortened the notation by putting ¢ = 4\*/.J2. From the previous expression we
find for the condensate

~ 3(N?-1)
= —— 7 D.12
J|J:o 64m ) ( )

which is obviously exactly the same result as (5.20).

We are now ready to compute the effective action up to one loop along the lines of [213].
The energy functional can be written as a series in the coupling constant g2,

W(J) = Wo(J)+ g Wi(J) +...= > (¢*)'Wi(J). (D.13)
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As a consequence, looking at the definition (D.6), we can write

o0

5 = Go(J)+ g% +...= > (¢")5u(J), (D.14)
1=0

where 7;(.J) corresponds to the ith order in g2 (regarding J as of order unity). This is called
the original series. The inverted series is defined as

(e 9]

J = D@+ PhE) +... = (60 ;6), (D.15)
§=0

with J;(o) the jth order coefficient. Substituting (D.15) into (D.14) gives,

G o= > gV | > _(8*I;5)
i=0 =0
= G(Io(@) + & (B(I0(3)) - 1(B) + B (o(E) + . (D.16)

By regarding o as of the order unity and by comparing both sides of the last equation, one
finds

¢ = Go(N(3) , (D.17)
~ _ _01((@)
Ji(o) = 5 (ho(3)) (D.18)

For the moment, as we are working at lowest order, we only need equation (D.17). We can
invert this equation, so we find for Jy(o):

K@) = 5,'0). (D.19)
meaning that we have to solve

=00(Jo, A) =

;3(1\’2—21),]0 (21nt(xiljo)+<m+ 1(A J))l 1+\/1—t(>\,J0)> |
s J0

n
647 1—t 1—+/1—=t(A Jo)
for Jy, so we can write
Jo = f(o,)N). (D.20)

We immediately suspect that this inversion will not give rise to an analytical expression. Once
we have found f(o, \), we substitute this expression into the effective action,

TG, = WG\, — f(G,\)5. (D.21)

At this point, as we have found an expression for the one loop effective action, we can
implement two equations to fix ¢ and A. Firstly, the minimization condition reads

o
55T@Y = 0, (D.22)
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and secondly, the horizon condition (3.184) can be translated as

0 .~

We start with the first gap equation. Replacing I' by equation (D.9) leads to

0 .~ owoJ oJ. 0oJ ~
%F(U7A)—0 = W%—%U—%UCI—J—O = J=0 = f(O',)\)—O
(D.24)

Since there are only 2 explicit scales, A and &, present, the first gap equation can be used
to express e.g. ¢ in terms of A. For the sake of a numerical computation, we can therefore
momentarily set A\ = 1. From Figure D.1 one can obtain an estimate ¢’ of f(¢’,1) = 0, with

o' = %64%2% . Doing so, we find ¢’ ~ —6.28, so that
. 3(N?% -1)
~ —6.2 —_— D.2
G 68><< e ) (D.25)

which of course corresponds to the already obtained perturbative solution (D.12).

f(o', 1)

0.4fF
0.3F
0.2F

0.1f

: ‘ ‘ Lo
-6 -5 -4 -3

Figure D.1: A plot of f(¢’,1) in terms of ¢/ = %64w2%
The second gap equation (D.23) must then consequently also give us back the perturbative

solution. To check this, we first calculate the perturbative result for A\ by taking the limit
J — 0 in expression (D.4)

2(N?2—1) 4, 3(N2-1) /8 4 4, A2
Next, we take the partial derivative with respect to A which gives,
ol 5 2(N*—1) 3(N?-1) (5 22
— = 4 — - —2ln— . D.2
B A < AN ez \3 M (D-27)

The natural choice for the renormalization constant is to set w = A to kill the logarithms.
Imposing the gap equation % = 0 gives us,
g°N
1672

o] 0o

(D.28)
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We remark that we have neglected the solution v = 0, as for v = 0 the Gribov-Zwanziger
reduces to the Faddeev-Popov action see p.93. From

1 11 N
22 .
g°(p") = ——, with fo=—-—7, (D.29)
foln 2 3 1672
MS
and expression (D.28) we find an estimate for A:
Moo= M5 (D.30)

where we have worked in units Ags = 1. This perturbative solution is also in compliance with
[87]. Now, we return to the effective action (D.21). We first take the partial derivative with
respect to ), afterwards we set N = 3, we explicitly replace g2 by expression (D.29) and we
use the minimizing condition (D.25). Numerically, we find the following value for \*:

Moo= 141, (D.31)

as one can read off from Figure D.2. This is exactly the perturbative result (D.30).

~

Figure D.2: The horizon function g—l;\ for N = 3.

If we calculate the vacuum energy with this value for A, we find from (D.26),

N2 -1
i o14/15

vac @ — 64 7[_2 (D.32)

We notice that the vacuum energy is positive.

2 Conclusion

We can conclude at this point, that in the framework we have used, we recover only the
perturbative solution. Unfortunately, at lowest order, one finds Jy = 0 as explained in the
beginning of this section, so we were unable to find a dynamical value for M? at first order.
However, if we would be able to go one order higher, with Jy+ ¢%.J; = 0, we might find Jy # 0
and consequently the gluon propagator at tree level would attain the desired form (D.1). In
addition, we might even discover a nonperturbative solution. Unfortunately, this is not as
straightforward as at leading order. The main difficulty resides in the evaluation of two loop
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vacuum bubbles for the effective potential with three different mass scales. Whilst the master
integrals are known, [214-216], the main complication is that the propagator of (3.97) with
m? = 0 needs to be split into standard form but this introduces the masses of (D.5) which are
either complex or negative. In either scenario the master two loop vacuum bubble is known
for distinct positive masses and involves several dilogarithm functions. Therefore in our case
for even the simplest of mass choices the resulting dilogarithms will be complex as well as
being a complicated function of m?, m3 and A\. Moreover, this is prior to computing the full
effective potential itself by adding all the relevant combinations of master integrals together.
Therefore, it seems to us that whilst such a computation could be completed in principle,
currently the resulting huge expression could not possibly lend itself to a tractable analysis
similar to the relatively simple one we have carried out at one loop.
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Propagators of the Refined GZ action

The propagators of the RGZ action can be calculated in a similar fashion as in section 1 of
chapter 4. We obtain the following propagators

(@E'mariw)) = et s+ R
FWe) = 6o+ k!,
~ ~ 2 2
(B@AW) = e Pud™ a0+ p)2n)
(AP k) = 505+ Hen)’,
(o m) = s+ byen)!
PGP + M) |
~ - ~be 2
(A0EH) = (BE7R) = 1 m s a P () 5+ 7).
- ~ b .
FEzrm) = (FERE) = i m Cn'se+ )
e 2,4
<¢Zb(p)¢”d(k)> - (fabrdeTP“V(M2+p2)(p4ij\7/[2p2+292N’y4)

-1

+p2 + M2

5acabd5W) @2r)45(p+ k)

=a =c abr pcdr 2yt
(Ewem) = (EOR®) = P P o N

x(2m)*5(p + k) , . (E.1)
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Renormalization of the further refined action

1 The starting action

Let us repeat the starting action (5.166),
Yocz = EEEZ + X2 + S@@ + Szw + SW,W + Swww + Svac (Fl)

whereby 3., is given by equation (3.216), 3 42 by (5.7) and
GZ
See = [dtas(Paten) = [ aelQetet - Pt
Sow = /d4xs(Vw?w§z) = /d4x (Wwiw! — Vgiwd] ,
Sopms = 2/d4xs(G”w?go?) = /d4x [ﬁl]w?¢?+2Gng§‘¢?] ,
S _ ! dlzs(H7 %) = [ d'z lGij 2ot — Hwl ot
pp,wp 9 Pq (P] - 9 ®; ()0] 7,()0] )
S = / d4z [K(Gijéij —OHHTY 4 NG'G - 2l Y )}

- / d*2 [0(QQ + QW) + BQW + WIW) +xQr +Wr] . (F.2)

2 The Ward identities

With the help of section 5 of chapter 2, we can easily summarize all Ward identities obeyed
by the action Xcqz

1. The Slavnov-Taylor identity reads

S(Ecgz) =0, (F3)
with
0¥caz 0Xcaz | 0Xcaz 0Xcaz 0¥caz | _o0Xcaz
) = [d b 2
5(¥eez) / x( SKe 0As | oLt e 0 oet 7 owp
0¥caz 02 Gz ;020G7 ;020G7 0Xcaz
'G, Mal ' NG/L i al '
M P SUG N sV + 1 0T @=p
0¥caz 0¥caz i 0Xcaz 1 0250G7
w 2 = GY =
+ 5V + 7 o0 + et + SH

281



APPENDIX F. RENORMALIZATION OF THE FURTHER REFINED ACTION

2. For the U(f) invariance we now have

Uij¥caz = 0, (F.4)
whereby
) 5 5 ) ) 5 )
U= [ d* a___ ¢ @« _ 5l — — MY Y —— 4 NP
7 / v <‘pl R R e O VR T
. 5 -5 — ki O ) —ki O .0
4V 4 RY 4T 492G —— —2GM —_ 4o —_ —2HNM __—_ | .
2 5Vlilj Y 6Rzz 1Y 5Tﬁz 5ij 5sz 5ij S HFi

By means of the diagonal operator @y = Uy;, the single i-valued fields and sources turn
out to possess an additional quantum number.

3. The Landau gauge condition and the antighost equation are given by

0¥z a
5ha = 04y, (F.5)
0¥z 0¥z
= 0. F.6
5o O (£-6)
4. The linearly broken local constraints yield
0¥z 0¥z 4i 05CG7, be 4by ci
0 : oI = = WAV + L,
520(}2 520@2 be—b ECGZ be Ab ]
0 = — gfY0 ——= = WA U + ... . F.7
whereby the ... are extra linear breaking terms.
5. The exact R;; symmetry is broken
6. The integrated Ward Identity is broken
7. There is also a new identity:
PXeleV 0¥z
= . F.8
oP % (F-8)
| [ Ap Lt [en [0 ot [ of wr [wf [ U [ M [ NG [ Vi |
dimension 1 0 2 2 1 1 1 1 2 2 2 2
ghost number | O | 1 | —=1] 0 | O 0 1| -1 -1 0 1 0
Q) j-charge Oo|lo0j0 |01 |—-1|1/|-1{-1] -1 1 1
| Ry Ty kgl e P w Vs [ev]c [mv [ A7
dimension 2 2 3 4 121212222 2 2 2 2
ghost number | 0 | =1 | -1 (-2 |0 |-1] 0 |-1{0|-1] O 0 -1 1
() s-charge 1 1 0 0]0|0|O0]0|0]0] -2 2 -2 2

Table F.1: Quantum numbers of the fields and sources.
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3 The counterterm

These identities (F.3)-(F.8) can be translated into constraints on the counterterm according
to the QAP. Unfortunately, many identities are broken due to the introduction of these d = 2
operators. However, we are using mass independent renormalization schemes and therefore,
the new massive sources (P, Q, V, W, GY, G, HY, H?) cannot influence the counterterm
of the original GZ action (3.239). Therefore, the counterterm is given by

Yeaz = 3Gz + XA+ Xy s (F.9)

with 3¢, given by equation (3.239), and X given by
a a
4 = /d4x (EQTAZAZ + 53(7‘2 + (a2 —a1) nAZ@uc“) , (F.10)

as already determined in (5.10). X% is dependent of all the sources (P, @, V, W, GY, éij,

HY, Fij), is of dimension 4, ghost number —1 and @y = 0 and obeys the remaining Ward
identities. Due to the linearly broken constraints we find

0X¢ 03¢ 035 0%
P=H _ ¢, PH _ 9, P=H _ PH _ . (F.11)
Op 0P Ow 0w
Therefore,

X% g = Bs (b1 PAJAS + bV AL AT 4+ b3QP + byQV + bsWP + bgWV + by P1 + bgV'r
+b9@Qn + bioWn + ct HIGY + coH'G") |, (F.12)

whereby by, ..., co are arbitrary constants. By invoking the new identity
X6 036
P—H _ P—H ’ (Flg)
0P oV

we can write

Sh_g =b[(Q+ W)ALAS +2(P + V)9, AG] 4 b3QQ + baQW + bW W + by QT + bsW'r
+ e (GIGY — 2HTHY) + co(GHG” — 2HPH) . (F.14)

Let us notice that due to the U(f) constraint, the term in ¢ is only present when
GYG" 4 2HHY = GUGY + 2HVH™ (F.15)

which is indeed the case due to hermiticity.

4 The renormalization factors

Let us now try to reabsorb this counterterm into the starting action (5.166). We shall split
this analysis into three parts, according to

At Xp g =X7+X + 30, (F.16)
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whereby
26 = (GG —2HTHY) + ey(G7G — 207 HY) |
C a a a Aa a2 a a a a
o= hl(Q+W)ALAL +2(P + V)0,c" A% + ?TAMAM + (ag — a1) nA}0uc”
S = bsQQ+bQW +bWW +brQr + bW+ (7 (F.17)

are the three parts which we shall try to absorb separately.

Firstly, we start with the vacuum counterterm connected to the arbitrary parameters c;
and cg. If we redefine ¢; and co, we can write

$¢ = k(GG — 2HTHY) + o MGG — 2H Y)Y (F.18)
and if we define
== —1

HY = 2gH” HY = zpHY G = 75G” G = Z6G” ko= Zer do= 7oA, (F.19)

we find for the renormalization factors of the new sources and the LCO parameters x and A:

Ty = 2%1/2251/27

Zeg = Z7',

Zy = Z;1/2ZJ1/2’

Zg = 27",

Ze = (I+e)Z5' 25" = (1 +e)2 Zy

Zy = (I+e)Z 125" =+ )2 2y, (F.20)

and thus the part X7 can absorbed in the starting action.
Secondly, let us focus on X¢;
Sy = bil(Q + W) AL AL + 2(P + V)9uc" Af] + ZrALAL + (az — an) nALDc” . (F.21)

We propose the following mixing matrix:

Qo 29q Zow Zg: Q
Wo = Zwo Zww Zws W . (F.22)
70 ZTQ ZLew Lrr T
e From
QowioPio = [Z0eQ + ZowW + Zo: T Z,0i 7] = Qvie; (F.23)

we find that Zgq = Z ', while Zow = Zg, = 0.

e From
Wowgowgo = [ZWQQ + ZwwW + Zy 7] wa?w@ = Weips (F.24)

7

we find that Zyy = Zgl, while Zw g = Zw, = 0.
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e Finally, from

1 1
ST0AL0AS o = S1ZrQQ + Zrw W + ZrrT|Za A AL,

1 a Aa a pAa a Aa
= 5 (L+ ) TAGAL + b QALAL + LIWALAS, - (F.25)

we obtain Z., = Z; = (1 + a2) Z;', and Z.qg = Z,w = 2b;.

In summary, we find the following matrix

Qo zZ;t 0 0 Q
Wo = 0 z;' 0 w . (F.26)
T0 ZTW ZTW ZTT T

Now that we have the mixing matrix at our disposal, we can pass to the corresponding bare
operators by taking the inverse of this matrix,

Q Zp 0 0 Qo
wo| = 0 Z, 0 Wy | . (F.27)
v —Epte oz )\ n

Subsequently, we can derive the corresponding mixing matrix for the operators, since inser-
tions of an operator correspond to derivatives w.r.t. to the appropriate source of the generating
functional Z¢(Q, W, 7). In particular,

Lo _ 029QWn)
2770 O
0 T0=0
| 0QEZQW.r) | W ZUQWir) | b7 6Z°Q W)
T 6Q 7o oW ) 0T
= A = ZLA2, (F.28)

and similarly for ©f (i, and W} wiy. We thus need to take the transpose of the previous
matrix,

Zow Zy

Pio¥io Zo 0 === [
@?,ogffo = 0 z, —Zple it |- (F.29)
Aj 0O 0 1 A

Z‘I‘T

We can make some observations from this matrix. Firstly, we find that A3 does not contain
the operators P! and wiw{. This is already a first check on our results as without these
two latter operators the GZ action including A? is renormalizable as we have shown already
in section 1.3 of chapter 5. Secondly, we observe that

a

PioPio — Wiowio = Zo(@iel —wiwy), (F.30)

meaning that the mixing with A? disappears again when recombining the two operators in a
certain way. In fact, this is the operator (@ —@fwf) which we have investigated using the
RGZ action and no mixing with A2 appears for this operator.
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We can do a completely analogous reasoning for the part in d,,c*Aj,. We first set V 4+ P = X.

We propose
() = (%0 20)(0) )
Tlo ZnX Znn n
e From
(XD Bt = —[Zvv X 4+ ZvonZY2 712500 — X [5%00
( 0)[902,0‘*)170] [ XxA + X7777] @ w P [(Pzwz]

we find that Zxx = Z%I/QZJI/Q, while Zx, = 0.

e Also, from

AL 00uch = [Zox X + Zyyn) 24 Z12A%0,¢" = (1 + az — 1) nALD,c® + 201 X A%,

C
we obtain Zy, = Zy = (1+as —a1) Z, > Z: '/, and Z,x = 2b,.

Therefore, we find that

Glowho \ _ [ 2z -2y | ( wer
= 1l . (F.32)

Au00uco 0 Z, A,0,c
Again, we find A, 00yco does not contain pf wy'y, which is necessary as the GZ action with
the inclusion of A? is renormalizable. We also see that, when setting V = —P, X = 0, the

mixing with A2 disappears again.
Thirdly, the vacuumterm X¢;; has the following form
b3QQ + baQW + bgWW + brQ7 + bsWr + %472 , (F.33)

we know that setting @ = —W has to return the vacuumterm from the RGZ action ~
asQT + a—23§7'2. Therefore, we may set

b3 —bg+bg=0. (F34)
In this case, the vacuumterm reduces to
—c10(QQ + QW) = esB(@QW + WW) — esxQr — cadWr + (7 (F.35)

where we have extracted «, 3, x and § and some minus signs for convenience. If we allow
mixing between the different parameters,

ap Zoa Zaﬁ Zax Zas Za( «
Bo Zpa Zpp Ly Zps  Zpc g
X0 = Zxa ng ZXX ZX5 ZXC X (F.36)
do Zsa Zsg Zsy ZLss  ZLsc d
Co Zea e Loy Lo g ¢
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when absorbing the counterterm, we find for the mixing matrix

Lo o —Zulw 0 ZiwZec
Zaa Zop Zoy Zas Zac 200 QQ Z22ZQZ
Zsa Zsg Zav Zgs Z 0 ife 0 _ZssZrw TwZcc
Ba 8B Bx 33 B¢ Z2, oo 52z
Zxa ZXﬁ ZXX ZX5 ZX< = 0 O Z1+CZ3 O _M
o T T T o o 97 e zavke
ZCO‘ ZC/B ZCX ZC(; Z{C 2QQZrr 1ZQQ
0 0 0 0 Z_2a3

In summary, we have proven the action to be renormalizable.
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Details of the calculation of the effective action for
the further refined GZ action

1 Determination of the LCO parameters 0, da, dx and dp

We shall start from expression (5.170), determine the quadratic part, and integrate out all
the fields. The quadratic action is given by

u. r a Sal ]‘ —_— a C —0cC
ydnadr — /ddx [Au5 b (—%32 + (1 — a) 3u<9u> AL+ 0%0 — 729 fane AL (L + B )]

1 1 1= 1 G
+/ d*z [Qapﬁgo? - §TAI‘jAZ — iCTQ —aQQ — XQT] —l—/ d'z {26190?@? + §G90§L<P? + QGG] ,

whereby we have immediately integrated out the ghost fields, ¢, ¢, w,w, as they are only ap-
pear trivially. We have also already integrated out the b-field whereby « is formally equal to
Z€ero.

As a first step, we integrate out the ¢ ad @ fields. For this, we shall split ¢, P, G and
G into real components:

P =Uf iV o = Ui =iV,
G=X+iYy G=X-iY, (G.1)

so the part depending on ¢ and @ in expression (G.1) becomes
/d%(m@%¢+w¢¥m@—2ﬁw@¢qu+QU?+QVW+XU?—XV2
—2Y UV + 0X? + 0Y?)

d 1 a a 2(82 + Q + X) -2Y Uab afyrbe
= /d z (2 Ui Vil [ —2y 2%+ Q- X)) [V =279 ac AU, ) -

Therefore, applying Gaussian integration, we find for the integration over ¢ and @

/wmmw%W

_ Loy ik ’+Q-X k aby—1/2
_exp[2)\ A“<34+2Q02—|—Q2—X2—Y2 AL+ .. (detpw,) , (G.2)
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whereby we recall that \ is defined as A\* = 2y%¢g?N. P is given by

Pab,cd — 6uu5ab66d |:

pv

2002+ Q + X) —2Y ]

—2Y 2002 +Q — X) (G-3)

and the . .. stand for the other terms in chlggr, see (G.1), i.e. terms purely in A and the vacuum

terms. The second step is to integrate out the gluon field Af,. Combining the expression (G.2)
with the terms purely in A from the quadratic action, we obtain,

1 pa sab . 1 . 92+Q7X .
/[dA]e[_zAmS (—6Wd2+(1—a)8udu—x4(64+2Q62+Q2_X2_Y2>+75W> AV}

—1/2
B o 1 . P+Q—X !
_ [det< 8,0 +<1 a) 00y — A (84+2Q82+Q2—X2—Y2 + 70 .

(G.4)
Therefore, the total effective action at one loop is given by
el 1
e W@QTGE) = (det P)~1/2 [det(—éylﬁQ + (1 - a) 9,0,
0% + Q-X —-1/2 4] 12 1 ral
4 — [ d*z[-1¢(r2—aQQ—xQTi+0GC
_)\5“V<84+2Qa2+Q2_X2_y2>+75“”>} el el xarzecel]
(G.5)

In order to find 4¢, da, dx and dp at one loop, we need to find the first order infinities of the
previous expression. These shall be present in the two determinants which we need to evaluate.

Let us start with the first determinant of P. In general, we can write
(det Pt 112 = o= ¥TIPL _ o= 3aN* 1P Trm P (©.6)

As we are taking the trace, we know that Trln P = Trln P’ with P’ the diagonalization of P.
Therefore, after diagonalization, we find

(det Pgbety=1/2

— exp —%d(NQ — 12Ty (ln(—82 CQEVXZ YY) +In(-9? - Q- VX2 + Y2)>} .
(

G.7)

Employing the standard formula, [5]

I'(—d/2) 1
2 2y _
Trin(—0° + M*) = — (4m)i72 (M) (G.8)
we obtain the following infinity
—-1/2 1(N?—1)* ., 2 2
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whereby ¢ is a constant term.

The second determinant requires a bit more effort to calculate. Let us call the corresponding
matrix K. We thus calculate

04 +2Q82 +Q2 —_X2_Y?2

(det Kzllj)fl/Q _ e*%(NQ*l)Tfanuv ’ (G.10)
Therefore, we need to determine
P+Q-X
2 4
Trin K,, = Trln (5W (—5) - (84 200 1 07 X7 Yz) + T))
1 1
+ Trln | 6, + 1-—)0,0, G.11
rin 12 (_82_)\4< 82+Q—X >+T> < O[) 1 ( )

For the first term, we can easily take the trace over the Lorentz indices, while for the second

term, we need to use In(1 +z) =z — % + ..., then take the trace of the diagonal elements

of the second term, and again employ = — %2 + ... =1In(1 + z). After these operations, we
obtain

P+Q-X
_ a2 4
TranW—dTrln<( 0° — A <04+2Q82+Q2—X2—Y2>+T>)

1

1
(_32 )\ ( P+Q—X Y2> n 7_) <1 B a) )

04 +2Q82 +Q2 _X2_

+Trln | 1+

which can be written as

P+Q-X
— (d— 592 _ 4
Trin K, = (d 1)Tr1n<< 0 — A (84+2Q32+Q2— 2—Y2> +T>>

FP+Q-X 1
+ﬁm<<%ﬂ_v<M+quHy_xﬂ;W>+T)+O_a>y>'

1

The first term of this expression can be written as
(d—nfﬁm@¢+w—2Qmﬁ+Q4+Q?—X2—Y?—%wMF—QV+Au¢+Q%
~ X% - Y2r) - Teln (p' - 2007 + Q7 - X2 - V)]

=(d-1) (Tl"ll’l(p2 —x1) + Trin(p? — 22) + TrIn(p® — 23) — TrIn(p® — 4) — TrIn(p® — x5)) ,
(G.12)

whereby z1, z2 and x3 are the solutions of the equation z3 + (7 — 2Q)z? + ()\4 +Q? —
X2 -vy? - QQT)m — QM+ XM+ Q% — X% — Y%7 = 0 and 24 and x5 of the equation
2?2 —2Qx + Q% — X2 —Y? = 0. After determining x1,...,x5, we can apply the standard
formula (G.8) again, so we ultimately find for the first term

3 1

_@E (7'2 — 2)\4) —+ Cco , (G13)

"We shall replace —9? by p? from now on and work in momentum space.
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with ¢y a constant, which is not our current interest. For the second term of (G.11), we
can perform an analogous analysis, whereby we find that this term is proportional to «
and therefore does not contribute to the determinant. Therefore, the second determinant
ultimately gives:

31
ab\—1/2 2 2 4
(det K2)~'/? = exp [(N - 1)73%22( —2) )+c2] : (G.14)

We can now combine both results (G.9) and (G.14) to find

— N2-1)1 /3 — 3
wW(Q,r,G,G) = VDL, (N?—1)(Q*+GG) — =\ + ¢, (G.15)
472 € \ 8 4
with ¢ a constant term. Therefore, at one loop we obtain
1 3
6 = ———=(N?—1
¢ “Ten2¢ )
11
o = ———=(N?—1)?
@ € 47r2( )"
ox = 0,
So = li(N2 —1)2 (G.16)
© € 42 ' ’

2 Calculation of the effective action

We can now proceed in a very similar fashion as in section 1. We find a few parts for the

g

effective potential. A first part, 'y, is the equivalent of (det P)*l/ 2 in expression (G.5)

11
(M ) +

(1) _ (N2 _ 1)2
r (N“—1) R

a

1
1672

o, M2 —\/ppl
<(M2— PPT)ZlnTpp

M? + f

The second part, the equivalent of (det K)~'/2 is given by

W 3(N*-1)| 2 5 (=) (—y2) (—y3)
Ty == | m" =22 — < (m* —2X) +yfln Tt y5 In =T y3 In e

yz In (_73/4) —y2ln 7(_71/5)
I

2 . (G.18)

whereby 41, yo and y3 are the solutions of the equation y® + (m? 4+ 2M?)y? + ()\4 + M* —
ppt + 2M2m2)y + M2X +1/2(p + pH)A* 4+ MAm? — m2pp’ = 0 and y, and ys of the equation
y? 4+ 2M%y + M* — pp' = 0.

The third part is the constant term of the GZ action,

' = —dyg(N?—1). (G.19)
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From equation (3.243), we can calculate that?

3¢°N 1
W o= 2%yt with Zh=1+43 f&r (G.20)
so we find
3 g°N 1 3 ¢°N
Y = —d(N?—1)y8 = —4(N? —1)y* —42(N%2 -1 A vy § VS |
(G.21)

24 M1 3\
= —2(N?-1 —6(N? —1)——= 4+ = N?2—-1).
( )Ng ( )327T26+2327T2( )

The fourth part requires some calculation. We firstly find
PRI i (G.22)
—1)2 '

2_1)? . 531 Ng*
N T 2a (N2 = g2’

1 o3 oi) _ 148(N%?-1
4Z,Z20 ¢?) 2 53 6 € 1672

and secondly

o o? ¢! o3 X' 0102
40/¢ — X/2 972 40/¢ — X/Q ? - 40/(" — X/2 92
Com*  agM* 1 (13N(gm* M*(N? —1)? Gm? A 9 9
= 292 92 E 962 12 — 2 — M oy + M"m~x1, (G23)
so that
0 _ 148(N? —1)? 531 Ng? 253 o o N Com*  agM*
¢ =97 B3N Gelorr Y 2uNIo12) g2 T 22 T2
1 (13N¢m* M*YN?-1)2\ ¢m* | 2 2
- < 96,2 2 — 5= M oy + M m*x; . (G.24)
As a check on our results, we see that all the infinities cancel, so we find
N?2 —1)? M? — M? 1
F(l):u[(MQ_‘/ppT)anii (M? 4+ /pp M
1
5, (—y3)

1672

( yl)+y§ln (_32)“—3/3111

3(N2-1)1 5
_ 2 T S B 4 4 2
oM +pp)}+ o [G(m 221 +y2In
4 4
A 3 A (N%2 - 1)

(—y4) 91 (=ys5) 2
21 7] (N2 1) 42 A
T ( NG T 23202

— yz In
148(N? —1)? 53 f
IR Ch Dy O 51 SR .
2 53N 24 (N2 —1)2) g2
+9N2—1m4 24 (N2 —1)2M* 161 N? —1m?
13 N 2¢%2 35 N g? 52 1672 2

M*ay + M?m?y, . (G.25)

2For the explicit loop calculations of the Z-factors, we refer to [172]
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3 The minimum of the effective action

We shall start from expression (5.226) and derive w.r.t. M2, m? and A\*. As we would like to
know if M? = 0 can be a minimum of the potential, we further set M? = 0. We then obtain
the following equations

3 (m (mz - m) ~In (m2 + m)) A
4m2/m* — 4Nt
m41_4A4 11vm4 — 4)4(241n 2 — 17)m?
+39 (—m4 + — A2+ 2/\4) In <8 <m2 —vmt— 4)\4)>
+39 (m4 +/mA — adm? — 2)\4> In <é (m + 4)\4)>
5 (m? = vmt =)

m‘l/\i4)\4 [9 (\/ m — 4\* — m2> In — 4\ ) ( mt — 4)\4>

1
% In (8 (m?+ Vmi - 4>\4>> +/mt — AN (=15 + 176 1In 2)] =0 (G.26)

+m2X1_p:Oa

whereby we have chosen to set? i = 2A5;5 and N = 3. Now looking at the equation, we
see that the second and third equation can be solved exactly for m? and A. There are even
multiple solutions possible. We take the solution which has the lowest value for the effective
action with M? = 0. However, for this solution to be a solution of the first equation, these
values should be very specific and the chance that they will also satisfy the first equation is
practically non-existent, with a certain value of y;. Moreover, at a different scale 1, the three
equations will look slightly different. However, x1 is a number and stays the same. Therefore,
it would be necessary at all different scales that these three equations can be solved exactly
for only two parameters. This is practically impossible, leading to the conclusion that almost
certainly, M? # 0. Said otherwise, it is apparent that the GZ theory dynamically converts
itself into a RGZ-like theory. We plan to work this out into future detail in ongoing research.

3We work in units Ays=1.
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