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Abstract

H.264MVC is a standard for supporting the sensation of 3D, basecbdimg from 2 (stereo) to N views. H.284VC adopts
many coding options inherited from single view H.2&C, and thus its complexity is even higher, mainly becatigertumber of
processing views is higher. In this manuscript, we aim atfénient parallelization of the most computationally intersvideo
encoding module for stereo sequences. In particular, prestiction and its collaborative execution on a heterogaa@latform.
The proposal is based on affieient dynamic load balancing algorithm and on breaking dimgpdependencies. Experimental
results demonstrate the proposed algorithm’s ability thuce the encoding time for fiiérent stereo high definition sequences.
Speed—up values of up to 90x were obtained when comparedtivdtheference encoder on the same platform. Moreover, the
proposed algorithm also provides a more enerffjeient approach and hence requires less energy than thensiedueference
algorithm.
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1. Introduction views to the receivers. It can also give users vivid infotiorat

The H.264MPEG-4 Ad d Video Codi AVC about the scene structure. H.28W/C considers not only the
e H.264 -4 Advanced Video Coding (AVC) stan- ., elation in the temporal direction for motion-compeesa

dard [1] and its successor, HighffiEiency Video Coding . prediction (MCP), but also in the view direction for dispar-

(%EVC) [2], ha\{e demor;)s_l'grgiteq si%nificantfimprovemelnts Inity compensated prediction (DCP). MVC adopts many coding
video compression capabilities in the past few years [1§ an tools used for single view H.264VC, such as the variable

currently [2], for a wide range of bit-rates and resolutionsy ;. ize Motion Estimation (ME) algorithm (which will be
[3]- Mc_)reov_er, since developing the H.Z/MC_standard., both described in Section 2), among others. This is a very complex
the Joint Video Team (JVT) of the ITU-T Video Coding EX- 445rithm and, as part of the whole inter prediction aldorit
perts Group (VCEG) and the ISIEC Moving Picture EXperts i is 2o gjied many times in terms offéérent MacroBlock (MB)
Group (MPEG) have also standardized an extension ofit, Whicj; o' in the particular case of multi—view, betwedieri

is referred to as Multi-view Video Coding (MVC) [4]. The o4 iaws. Al these computations involve even higher epcod

Joint Collaborative Team on 3D Video (JCT-3V) is currently complexity than single view H.26AVC, which makes it nec-

yvorking on the 3D extension of HEVC, and on the COrreSpond'essary to develop a method that can reduce the complexity of
ing 3DV-HTM software. Therefore, the one standard solu-

ion f i id di h is th MVC with minimal loss in coding iciency (bit-rate and qual-
tion for mu t_|—V|ew/ stereo video coding at the moment s the ity). In this area, several approaches are available initée |
H.264MVC implementation.

. ) , ) ature that aim to accelerate this process by using algoigthm
H.264MVC can provide users with the impression of com-

| ion bv simul | tin@red and code optimizations. However, as far as the authors sf thi
plete scene perception by simultaneously transmittingrsev paper know, there are no approaches that make use of hardware

platforms to achieve this goal.

Email addressestrsanchez@dsi.uclm.es (Rafael
Rodriguez-Sanchez)pseluismmedsi.uclm.es (José Luis Martinez), On the hardware side, in the past few years new architectures
gerardo@dsi.uclm.es ( Gerardo Fernandez—Escribano), have been introduced in high—performance computing. Exam-
jsanchez@dsi.uclm.es (José L. Sanchezjose.claver@uv.es ( JOsé ples of such architectures include systems composed of-mult
M. Claver), jan.decock@ugent . be (Jan De Cock), . . .
bart.pieters@ugent.be (Bart Pieters)rik.vandewalle@ugent.be (Rik core CPUs and Graphics Processing Units (GPUs). The het-
Van de Walle) erogeneous nature of modern desktop systems imposes addi-
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tional challenges for module parallelization. Severalgoamn- 2. Background

ming frameworks, such as the CUDA (Compute Unified De-

vice Architecture)[5] programming model, already addiégs 2.1. H.26AMVC

programmabi”ty issues in CRLGPU environments byfmr_ The H264MVC COding standard was recently finalized by
ing the unification of the execution space foffeient hetero- JVT, and was developed as an extension of H2¢&. MVC
geneous devices. CUDA abstracts both Simple Instruction Mu mainly uses H.26AVC while taking advantage of temporal

tiple Data (SIMD) and task parallelism into thousands ofidim ~ and inter-view dependencies [8] which are based on Hierarch
taneous threads. cal Bidirectional Pictures prediction to exploit both teonal

and inter-view correlations [9]. Moreover, MVC provideset

_Atthis point, this paper proposes an algorithm tHfatently o hniques such as Disparity Estimation (DE), which is used
distributes the burden of complexity of the inter prediotédgo- 1o process of inter-view coding.

rithm executed in H.26MVC Stereo High Profile on a GPU- H.264MVC inherits many video coding techniques from
based heterogeneous platform. This paper is an extensiba of H.264AVC, such as multiple reference frames, weighted pre-
one previously presented in [6]. This extension include®&em  giction, a de-blocking filter, variable block size and geart
accurate and complex way of obtaining the motion informmatio yixe| precision for motion compensation, which allow thigio
surpassing the Rate Distortion (RD) performance obtained iynm performance to be achieved at the expense of an increase
[6]. Moreover, it includes a more complete evaluation SBGti - the computational complexity of the encoder.

as the pro_po_sals are _tested_ against two o_f the most well-know Basically, variable block-size matching ME [3] and DE [8]
inter prediction algorithms implemented in the referenti#-s 56 ysed to reduce the temporal and inter-view redundancies
ware: the full search and UMHexagonsS algorithms [7]. between frames. In this coding system, variable blockJsige

The algorithm includes both pixel and sub-pixel accurasy, ais carried out using eight inter prediction modes (SKIPeint
well as temporal and inter-view predictions anéfefient trans-  16x16, Inter 16x8, Inter 8x16, Inter 8x8, Inter 8x4, Inter4x
form sizes. Although the algorithm described in this pager i and Inter 4x4), which are depicted in Figure 1. MVC deter-
evaluated for stereo (2 Views), it could eas"y be extendad-t mines which partitions deal with cost as the best MB pal‘tltlo
views, and it can also provide the Capabmty of 3D perce’ptio This results in a hlgh CompIeXity encoder. Therefore, itesn
The idea of the proposed algorithm consists in starting thigh ~ €ssary to develop a method that can reduce the execution time
smallest MB sub-partitions, and is able to build the enteet  0f MVC with minimal loss of image quality.
structured ME procedure from bottom to top. In addition, som

structural references have to be broken or adapted wheathey 16 B &

calculated in parallel. Performance evaluation is caroigicfor 0 011
full High Definition (HD) stereo video sequences and adapted6 0 0|1 ) 2 ) 3
for a system composed of an NVidia GTX480 and an Intel Core /f

i7 processor. The results show a noteworthy time reduction o 14x16 16x8 8x16 8x8
up to 98% with only a negligible RD penalty. Moreover, this

work also shows that the GPU-based H,A84C encoding al-

gorithm consumes less energy than the baseline algoritims r

ning on a CPU core. Additionally, the proposed algorithm is AL

tested against full and UMHexagon$S search algorithms. GPU— /8 44 N
based platforms raise the power consumption but the executi 0 ol
time is much shorter, which leads to a mofaent use of en- 8l 0 01 1 213
ergy- 8x8  8x4 4x8  4x4

There are many potential applications for the algorithnes pr
sented in this paper. Nowadays, GPUs are available in a wide
variety of environments, ranging from small and cheap pwako
computers, to large and expensive supercomputers. GPU-mani 5 Graphics Processing Units (GPUs)
facturers provide dierent GPU solutions to satisfy the require- Recent heterogeneous platforms include GPUs in order to
ments of all these ¢tierent environments. As a consequence,

the solutions proposed in this paper can be used by person"%l(lz.hleve high-performance computing. Although GPUs come

. . rimarily from interactive applications such as multimeeeid
computers when performing a video conference, by more pow- : :
. ; . . computer or console gaming, they can be used for running gen-
erful servers dedicated to video streaming or by large hagh p

. : f eral purpose applications. In fact, GPUs have recently gbdn
formance computers in the video storage industry. from being exclusively used in graphics applications to be-

The rest of the paper is organized as follows. Section ling used in what is called general purpose computing on GPU
outlines the technical background. In Section Ill sometegla (GPGPU).
work is presented. Section IV describes the approach piesen  The GPU architectureffers a new challenge for engineering
in this paper. In Section V the proposal presented is evatliat because the programming model must be adapted to the avail-
Finally, conclusions are given in Section VI. able hardware to obtain good performance and exploit the ful

Figure 1: MB partitions.



potential of the GPU. This problem has been solved by GPU In 2008, Ryoo et al. in [11] presented some optimization
manufacturers, such as NVIDIA and AMBTI, by proposing  principles of a multi-threaded GPU using CUDA. In [12hen
new languages or even extensions for the most commonly-use@hd Hangproposed an implementation of the H.284C ME
high-level programming languages. NVIDIA GPUs were cho-algorithm using CUDA. The algorithm is based on dffi-e
sen since they can be programmed using CUDA C, which is aient block-level parallel algorithm for the variable bkosize
C-based high level programming language designed to maitME in H.264AVC. They decompose the H.268%/C ME al-
tain a low learning curve for programmers familiar with stan gorithm into 5 steps so they can achieve highly parallel com-
dard C. NVIDIA GPUs can be programmed using other highputation. However, they use many sequential kernels, tus r
level programming languages such as OpenCL or Microsoft'slucing the parallel computations and increasing the memory
C++ Accelerated Massive Parallelism (AMP) library (only for transfers between the GPU and its DRAM memory. Moreover,
devices supporting DirectX 11), but CUDA is the best way tothey do not deal with the problem of Motion Vector Predictors
exploit the GPU’s capabilities. (MVPs) in H.264AVC and the algorithm is not included in any
NVIDIA proposes the CUDA parallel computing architec- H.264AVC encoder, so it is not possible to show any results for
ture, which is a software platform for programming mas-RD performance.
sively parallel high-performance computing applicatians In 2010,Cheung et al.proposed a GPU implementation of
their company'’s powerful GPUs. NVIDIA has seized upon thisthe smpUMHexagonS ME algorithm implemented in JM 14.2
opportunity to create a better programming model and to imusing CUDA [12]. This algorithm uses several techniques in
prove the shaders or stream processors. Usually, eacmstrearder to save computation, including MVPsffdrent search
processor on an NVIDIA GPU can manage many concurrenpatterns (cross, hexagon and diamond) and early—out tarmin
threads, and has its own FPUs (float point units), regiséerd, tion. The authors divide the current frame into multiplegil
shared local memory [5]. At this point, the programmers doeach tile being processed by a single GPU thread, affier-di
not write explicitly threaded code. A hardware thread man-ent tiles are processed concurrently byfetient independent
ager handles threading automatically, which is an impértanthreads on the GPU. The number of tiles uséédas the al-
feature of CUDA. Thus, the temporal and inter-view predicti gorithm’s performance, both in terms of execution time and i
algorithms proposed in the H.284VC encoder fit well in the  terms of RD performance. The greater the number of tiles,used
GPU philosophy because they perform the same computatiorise faster the algorithm is, and the greater the parallefisxh
(computed costs) over fiiérent data (search area), anteoa  can be achieved, but the RD performance is worse, and fewer
new challenge for the GPUs. The main issue is howfts e MBs are predicted using real MVPs. They report significant
ciently distribute all the computations over the GPU resesr bit—rate increments (12%) with a penalty in quality of up 4 0

and avoid sequential dependencies. dB depending on the sequence and the tile length.
Studies on the reduction of the computational complexity of
3. Related work MVC have also appeared recently in the literature. As DE is

different from ME in MVC, DE algorithms based on camera

As far as the authors know, the algorithm presented in thigeometry and selective DE algorithms were proposed to reduc
paper is the first approach available in the literature that p computational complexity in inter-view prediction. In ZQQu
poses a GPU-based algorithm for reducing the encoding timet al. in [13] proposed a DE technique to accelerate the dispar-
spent in MVC. It is true there are approaches which use hetty search by using an epipolar geometry. Epipolar geometry
erogeneous computing to resolve single view inter preaficti has been widely studied in computer vision and is the only ge-
in H.264AVC, and there are also approaches which deal withometry constraint between a stereo pair of images in a single
MVC inter-view prediction but by using faster (single coed)  scene. The proposed epipolar—-geometry—based DE camygreat!
gorithms. However, when using parallel architectures neal-c  reduce the search region anflleetively track large and irreg-
lenges appear that need to be solved. The following paragrap ular disparity, which is very common in multi-view scenatio
will provide an insight into the state—of-the—art from théso  Huo et al. in [14] presented a scalable prediction structure for
points of view. MVC in which inter-view prediction may be disabled if the

Solutions for accelerating the H.28%WC encoding algo- inter—view redundancy can be almost eliminated by temporal
rithm by making use of Many-Core graphics hardware wereor intra predictions. In this way, the time employed for DEyma
firstly proposed in 2007 bizee et al.[10]. They used a multi- be saved by reducing encoder complexity. The authors use a
pass and frame parallel algorithm to accelerate some ME toohierarchical Group of Pictures (GOP) pattern and propose no
available in an H.264VC encoder by using the OPENGL API. to carry out the DE in one or more of the highest temporal lay-
They unroll and rearrange the multiple nested loops by usingrs of the hierarchical GOP pattern, since they observed tha
a multi-pass method. Full-pixel accuracy ME is implementedhe percentage of temporal predictions increases withmitre
using a two—pass method and sub—pixel ME is implemented usnent of the temporal layer indeRing et al. in [15] proposed
ing a six—pass method. The algorithm is implemented using a content—aware prediction algorithm for inter—view mode d
multi-pass method because the total number of instructns cisions. The proposed algorithm is able to reduce the ursaece
higher than the GPU instruction limit. However, the algaomit  sary computational load by exploiting the correlation esdw
does not support variable block size ME and it is not integgtat the diferent views in MVC. The MB coding modes and their
in any H.264AVC encoder. corresponding MV may be predicted by using the DE and the



coding information of neighbouring views. Therefore, tbere  in this paper exhaustively checks all the available ME and DE
putational complexity of ME can be greatly reduced sinceesom modes by using a highly parallel algorithm to exploit the GPU
MBs may be early identified as SKIP, INTRA or as a DE mode,capabilities, obtaining large time reductions whilst ntaining
and therefore it is not necessary to perform the ME. encoding éiciency in comparison with the reference software
More recently, in 2010Zeng et a[16] presented a fast mode [22].
decision algorithm called MET. First, for each MB the SKIP
mode _is evaluated. Th(_an, if the encoding cost of the SKIF, Proposed Algorithm
mode is below an adaptive threshold, the other modes do not
need to be checked. The threshold is based on the mode corre-In this section, we describe our proposed GPU-based inter
lation of adjacent MBs in the current view and in neighboringprediction algorithm, which is optimized for 3D HD video se-
views. In 2012)iu et al. in [17] presented a high-speed mode quences. The proposed algorithm is integrated in the well-
decision algorithm for the inter—view predictions of maltew  known H.264AVC JM encoder, which fiers support for MVC,
video sequences. Some candidate modes are disqualified fromarsion 17.2 [22], so a proper evaluation could be carrigd ou
being checked to reduce the encoding cost calculationsand a During the whole encoding procedure, there is some data that
early stop mode decision is made by using multiple paramedoes not change, such as frame sizes and the search area distr
ters related to the estimation of the final optimal mode. €hesbution. This information is located in GPU constant memory
parameters are: the MB residual and the temporal, spatifl arin order to take advantage of its cache. Furthermore, atéhe b
inter—view correlations. ginning of coding each frame, the frame itself and the refeee
Finally, there are other approaches that can jointly acatde frame are transferred to GPU texture memory to take advantag
both DE and ME [18, 19, 20]. In 200L, et al. in [18] pre-  of its access modes.
sented a fast inter prediction algorithm for both ME and DE. In what follows, we describe the main parts of our proposed
First, the prediction type is selected depending on therrefe ME algorithm: full-pixel and sub-pixel inter predictiomter-
ence frames. Regions with fast motion are best handled byiew prediction and a GPU-based 8x8 transform.
inter—view prediction (DE). On the other hand, homogeneous
and stationary regions are best handled by temporal predict 4.1. Full-Pixel inter prediction
(ME). The reason is that regions with fast motion may be pre- For each MB in a frame, the reference full-pixel inter pre-
dicted using small block sizes and large MVs, which decreasdiction sequentially obtains the cost for all positions aitesl
the coding €iciency. Then, some unuseful search regions innside the search area for all possible partitiesab-partitions
the view direction are discarded from analysis, based odithe defined by the standard. Our main idea is to generate all this
placement between the cameras which recorded the 3D scemeotion information at the beginning of coding each frame by
Finally, a fast mode decision is performed based on the predi using two GPU kernels.
tion type previously determined, applying the ME or DE pro- The first GPU kernel uses 256 GPU threads per thread block.
cesses only to a subset of the available block modes. In 200&ach thread block takes as input a specific MB and the refer-
Shen et alin [19] proposed a fast DE and ME algorithm basedence area for 256 positions of this MB. The MB and the ref-
on the correlation between the predictimode size and on mo- erence area are stored in multiprocessor shared memory to re
tion homogeneity. MBs with homogeneous motion usually seduce memory triic and improve data locality at the same time.
lect temporal predictions with large block sizes, and MBgwi Shared memory is organized in a 4-byte data structure @gnteg
complex motion usually select inter—view prediction or pgm  values) in order to avoid shared memory bank conflicts since
ral prediction with small block sizes. The proposal uses theahis memory is accessed in 4-byte words. Each GPU thread ob-
spatial properties of the motion field, which is generatedly tains the costs for the sixteen 4x4 blocks in which an MB can
taining the MVs of all 4x4 partitions within a frame. In 2011, be divided for a specific position (Pst) and stores thesesdost
Shen et al.in [20] presented a low complexity mode decision GPU registers for the cost generation step (see Figure 2).
algorithm to reduce the complexity of ME and DE in MVC.  Figure 2 shows how to obtain the motion information for a
The proposed algorithm is based on four decision techniquespecific position (Pst) for all partitiofgib-partitions. In order
early SKIP mode decision, adaptive early—out terminafiast, to obtain the motion information for the eight 4x8 and for the
mode size decision, and selective intra coding in inter #am eight 8x4 sub-partitions, it is only necessary to add two 4x4
The authors evaluate each technique separately, and ad a fi®AD costs for each of them. For instance, by adding #0 and #2
step evaluate the results of the entire algorithm. SAD costs from the 4x4 sub-partition, the #0 SAD cost for the
As a conclusion for this section, the authors would like to8x4 sub-partition is obtained (see shaded boxes), and &robt
mention that a fair comparison with the related papers is nothe four 8x8 partitions it is only necessary to add two 4x8 SAD
possible for several reasons. Firstly, the number of vieseglu costs, and so on. As was done for the first part of the algorithm
in the related worksféects the algorithm’s performance; this intermediate results are stored in multiprocessor shartd-m
paper proposes a stereo-based algorithm (2-views) while thory using a 4-byte data structure, but in this case this stradgs
other approaches use n-views, and thus the speed-ups are romposed of two unsigned shorts (2 bytes each) which contain
comparable. Secondly, most of the MVC proposals presented ithe cost and an associated position.
this section are implemented by usingtdient reference soft- Finally, this first kernel performs a reduction of the pre-
ware, called IMVM [21]. Nevertheless, the proposal presgbnt viously generated information (Figure 3). This kernel has
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Kt sixteen sub-pixels can be further classified into full-gxeub-

KA 40l pixels with half-pixel accuracy and sub-pixels with quarte
X & .
Pst S499)7 Pt o Pst pixel accuracy.

g S . . . .
Bt S o 1| 168 . Half-pixels are obtained by means of a 6-tap filter for which
S @ b Wf’ 203 | by & six full-pixels or six half-pixels are required. Quartexgls are

axd 2, 10 : y o8 “ T 1S 16x16 obtained by means of a bilinear filter, for which two half-@li
“a1 A . . . .
s b : are required. Note that there are dependencies in subgggel
5 7

eration (half-pixels are required to generate other hiai¢lp

and half-pixels are required to generate the quarter-gjxel
Figure 2: Building SAD costs. Therefore, in order to avoid these dependencies, sub-péerel
eration is performed using more than one GPU kernel. Three
GPU kernels are configured with as many threads as there are
full-pixels in a frame: the first one obtains two half-pixetise
second one obtains one half-pixel and the third one obtdlins a
guarter-pixels.

4x8 8x16

generated the motion information of 256 positions for all
partitiongsub-partitions and the aim of the reduction is to ob-
tain the position with the lowest cost for each partitgub-
partition of the 256 positions. A binary reduction per
partitiorysub-partition is carried outb§ to by in Figure 3,

GPU used), the reduction is carried out using strides ofthalf
remaining positions (128, 64, 32, 16, 8,4, 2 and 1).

|
where N is the number of partitiofssib-partitions), overwrit- mEE el | ED
ing the information previously stored in shared memory- Ini | [] Full-pixel accuracy
tially, the matrix size (S) is 256 £ positions, and by using EEENEN _
the binary reduction in 8 iterations it is possible to obttia =l Bal il:l B Half-pixel accuracy
best position of each partitiggub-partition. Note that in order ! B Quarter-pixel accuracy
to avoid shared memory bank conflicts where possible (shared EEEDN :.
memory is organized in 82 memory banks depending on the "I‘j‘i"lj‘ ‘i‘ :rl_j_

|

Figure 4: Sub-pixel generation.
} Size S }
to t; t tma to t G tm-1

by Sub-pixel inter prediction is performed in two steps; half-

by pixel refinement and quarter-pixel refinement. The algarith
: for both steps is the same, but applied oveffedent data.

| b The best full-pixel Motion Vector (MV) (obtained by full-pel
Hi Stride T SAD-matix inter prediction) of each partitigeub-partition becomes the

Lower per center point for half-pixel refinement and the best halfepix

subpartition (ty

Sizes2 | MV (obtained by half-pixel refinement) of each partitisnb-
by partition becomes the center point for quarter-pixel refiaat
';; (Figure 5). The best quarter-pixel MV of each partifiurb-
) partition is the required output of the proposed algorithtime
- positions are evaluated in the half- and quarter—pixel eefin
ment, since each full-pixel is surrounded by nine half-igixe
Figure 3: Proposed binary reduction. and each half—pixel is surrounded by nine quarter—pixels.
An independent kernel (second kernel) performs the last re- ]
duction. Typically, in a search area there are more than 856 p
sitions, e.g. using 32 as search range there are 4096 psitio EEEEEEN
Ther_efore, an extra_ kernel is requ_lred to perform the final re el EeE EEN | Full-pixel
duction. The reduction procedure is the same as that exgalain MV
for kernel #1 but using dlierent data, e.g. using 32 as search EEEENR
range this reduction would be performed using 40%% = 16 N BEN | [ el BN
elements per partitigaub-partition. Half-pixel
w BEEEEERN
4.2. Sub-Pixel inter prediction T’D EDEDBE
Before starting with sub-pixel inter prediction, the refiece B EEEERE
frame must be sub-sampled to quarter-pixel accuracy becaus Quarter-pixel
it was transferred to GPU memory with full-pixel accuracy, i MV U
each full-pixel is converted into sixteen sub-pixels (thenie
size is multiplied by four in each direction, see Figure 4)e3e Figure 5: Sub-pixel MV refinement.
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The algorithm for sub-pixel inter prediction is similar toet
algorithm used for full-pixel inter prediction: we dividad
MB into sixteen 4x4 blocks and each one takes as its starting
point the appropriate MV (full-pixel MV or half-pixel MV of
each partitiofsub-partition). However, in this case, the cost B
of the 4x4 sub-partition cannot be used to build the cost of 4x8
higher partitiongsub-partitions, and must be recalculated for
each partitiofsub-partition. All 4x4 blocks will take the same A
MV to perform the 16x16 partition and the final cost will be 8x4
obtained using atomic GPU operations, or all 4x4 blocks will
take diferent MVs to perform the 4x4 sub-partition and no ex- MB
tra operations will be needed.

16x16

4.3. Temporal and inter-view MVP calculation

So far, nothing has been said about the metric used to evalu-
ate which is the best MV, just cost has been mentioned. How-
ever, from this point onward, this will be very important. &'h
cost calculation is based on Equation 1, which is a Standarﬂje same view (tempora| prediction) and by using a reference
equation and the one used in the JM reference encoder. frame from a diferent view (inter-view prediction). This pro-
posal solves the problem of RD degradation when the inter pre
diction algorithm is applied using a reference frame from th
whereS ADy is the metric used to calculate theffdiences ~Same view, but sitiers from high RD degradation when the ME
(SAD cost for full-pixel inter prediction and Hadamard SAD a!gonthm is applied using a reference frame from fiedent
cost for sub-pixel inter prediction), is an encoder parameter View. In other words, thisMVP is able to predict the move-
which depends on the quantization parameters (QP) used aftfNt of avideo sequence_but is not qble_to pre(_:ilct the camera
vectokis is the number of bits required to encode M¥ minus ~ distance when the inter—view prediction is applied. In tve-e
the MV predictor MV P). uation sectlor_1, we refer to this proposal as Last Pr_edle‘Iﬁ’ _

This equation is very important because it is a big challengé-P—MVP). Figure 7 shows how the MVP calculation is carried
for parallel programming, since there are dependenciessest Ut in this method (following the encoding order).
adjacent MBs. TheMV P is calculated using the motion infor-
mation previously obtained for neighbouring MBs, as deguict ..-.> MVP Calculation ——»  Prediction
in Figure 6. It shows an MB and its neighbouring MBs involved
in the MVP calculation. If there is more than one partition in
the neighbouring MBs (in Figure 6, the left and upper MBs are
divided into more than one partition), the nearest partitithe
top—left corner of the current MB is selected in order to galc
late the MVP (see A and B partitions in Figure 6). The MVP is
calculated as the median of the three selected partitionB (A
and C partitions in Figure 6). Therefore, in order to obtaia t
cost for a certain position of each MB, the cost of neighlrogiri Figure 7: LP-MVP method.

MBs must be calculated in advance.

At this point we need to eliminate or mitigate these depen- Finally, due to the fact that there are twdfdrent ways of ap-
dencies. An initial solution could be not to use tMVP  plying the proposed algorithm, we propose to updateMive®
in Equation 1. Thereforeyectokis would be the number of in two different ways. When using a reference frame from the
bits required to encode thdV. However, this initial solution same view, theMVP is calculated using th#1V of the MB
causes significant RD degradation, so it is necessary to findlacated in the same position but in the previously tempbyrari
procedure to predict the movement and mitigate these depepredicted frame. When using a reference frame fronffarmdint
dencies. view the MV P is calculated using th&1V of the MB located

The proposed GPU-based inter prediction algorithm is exein the same position but in the previously inter-view préetic
cuted concurrently for a complete frame, so the only way tdrame. In the evaluation section, we refer to this proposal a
predict the movement is by extracting some information fromSame Kind of Prediction MVP (SKP-MVP). Figure 8 shows
previously coded frames. Agl\VP we propose to use thdV how the MVP calculation is carried out in this method. In com-
of the MB located in the same position but in the previouslyparison with the previously described method, the MVPs ef th
coded frame. However, this proposal only partially soles t first frame in the right view of each GOP (inter—view predic-
problem. The proposed algorithm in a 3D video encoder is aption) are not calculated using the motion information of et
plied in two diferent ways: by using a reference frame fromframe in the right view of the preceding GOP, but are caledat

6

Figure 6: MV predictors.

Cost= S ADQysi+ A * VeCtOkits 1)

Left view

Right view




using the motion information of the previously inter—vievep

sixteen threads have been configured to handle each one of the

dicted frame. Similarly, the MVPs of the first P frame in thi le sub—pixel positions. Therefore, the aim of this last imgrov
view of each GOP (temporal prediction) are calculated usingnent is that sixteen GPU threads should cooperate to oliin t

the motion information of the previously temporarily preteid
frame (last frame in the right view of the preceding GOP).

-+ -+ > MVP Calculation — Prediction

Left view

Right view

Figure 8: SKP—MVP method.

4.4, GPU-based 8x8 transform

As has been stated in the above section, the cost metric used
[ )

for sub—pixel inter prediction is Hadamard SAD, which is a
product—free transform. This metric is more complex than th
SAD metric used for full-pixel inter prediction, but impres
the encoding ficiency. This is because after the inter predic-
tion module, the residual data is transformed and quantified

Originally, the Hadamard SAD is calculated using a 4x4
transform, one for each of the sixteen 4x4 blocks into which
an MB is divided. The cost metric for higher partitions is ob-
tained by adding the output of these 4x4 transforms. However
by default, the profile used for coding 3D video sequences in
the H.264AVC JM reference software (Stereo High Profile)
also allows the use of an 8x8 transform to obtain the encod-
ing cost. The cost of the smallest partitions (4x4, 4x8, 8xd a
8x8) is obtained by adding the output of 4x4 transforms, and
the cost of the biggest partitions (8x8, 8x16, 16x8 and 1$x16
is obtained by adding the output of 8x8 transforms. Note that
the cost of the 8x8 partition can be obtained by using either
4x4 transforms or an 8x8 transform. The 8x8 transform is more
complex than the 4x4 transform, and requires six times more
addsubtract operations.

Initially, the code of the 8x8 transform was not ported to GPU
code, and the encoding cost of all partitions was obtained by
adding the output of 4x4 transforms, introducing some @rift
rors. This initial solution is evaluated in the performaeval-
uation section (the SKP—MVP proposal includes this scejari

cost of four 8x8 transforms.

The 8x8 transform can be parallelized, but there are some

limitations that &ect the final performance:

e Extra synchronization barriers. An 8x8 transform must be
carried out in four steps, and each step is carried out by
four GPU threads in parallel. The first one obtains the
SAD codficients to which the transform is going to be ap-
plied; the second one, in column fashion, performs the first
part of the 8x8 transform (each thread processes two com-
plete columns); the third one, in row fashion, performs the
second part of the 8x8 transform (each thread processes
two complete rows); and the final one adds the resulting
codficients after applying the 8x8 transform (the 64ftiee
cients are added to find the final cost). Three synchroniza-
tion barriers are required since there are data dependencie
between the four steps.

Thread divergences. The final step, which was described
above, only needs to be executed on one of the four GPU
threads performing the 8x8 transform. This method is
faster than introducing more synchronization barriers to
obtain partial results (each thread adding thefitcients of

two complete rows or columns of the 8x8 matrix obtained)
and using atomic GPU operations to obtain the final cost.

e Extra shared memory. In order to perform the transform in

parallel, diferent GPU threads need to communicate with
each other, and the way to do this is through GPU shared
memory. A data structure to store the partition informa-
tion for all positions (the cost for a certain partition id-ca
culated in parallel for all positions) is required. The size
of this structure is 9 KB (1 KB per position), limiting the
number of thread blocks that can be marked as active on
each one of the available GPU processors.

e Algorithm complexity. The 8x8 transform requires six

times more ad@ubtract operations, so it is six times more
complex than the 4x4 transform. If we compare it with
the previous proposal, one 8x8 transform is going to be
executed instead of executing four 4x4 transforms. How-
ever, the complexity continues to be higher and 50% more
addsubtract operations are required.

Then, the code of the 8x8 transform was ported to GPU code. 1his final proposal is evaluated in the next section and is la-

However, the parallelism for the biggest partitions (8x81®

beled as the SKPMVP method plus the GPU-based 8x8 trans-

16x8 and 16x16) is greatly reduced since when using 4x4-trand0rm (SKP-MVP+ 8x8T).

forms, sixteen GPU threads perform one 4x4 transform and

now four threads have to perform one 8x8 transform (an MBs

is divided into four 8x8 blocks). As a consequence, there are

Performance evaluation

fewer GPU threads obtaining the costs, and the GPU execution In order to evaluate the proposed algorithm, it was imple-
time is almost doubled. Moreover, one must remember that theented in the H.26AVC JM 17.2 reference software encoder

8x8 transform is more complex.

[22]. The parameters used for the evaluation were those in-

Fortunately, the 8x8 transform can be carried out in paraleluded in the Stereo High Profile of the said reference soft-
lel by different GPU threads. In the sub—pixel GPU kernelsware. Only some parameters were changed in the configuration
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file. The number of reference frames was set to 1 and RD5.2.1. RD function

Optimization was disabled in order to keep the complexity as |n the definition of the RD function, the PSNR is the distor-
low as possible. Dierent values for these parameters were alsajon for a given bit-rate. The average global PSNR is based
tested, and similar conclusions were obtained. The tests wegn a standard Equation (Equation 2). The Luminance PSNR is
carried out using 3D full HD sequences (1080p, 1920 x 108@nultiplied by four, since the YUV input files are in the format
pixels), with each view rated at 25 frames per second (25Hz):2:0, which is composed of four 8x8 blocks for the luminance

The QP was varied between 28, 32, 36 and 40, according teomponent and only two 8x8 blocks for the chrominance com-
[23]. The search range was set to 32, which means 4096 searpBnents.

area positions. The GOP pattern was set as shown in Figure 9.
4+ PSNR + PSNR + PSNR

6

PSNR= (2)

12 frames———— e o——12 frames

Left view

5.2.2. Time Reduction and Speed-up

This is to evaluate the time saved by the proposed algorithm.
Time Reduction (TR) follows Equation 3 and speed—up is based
on Equation 4.

Right view

Tom-T
Figure 9: Configured GOP pattern. TR(%) = y * 100 3)
IM
In order to make a proper comparison, an unmodified Tou
H.264AVC JM 17.2 reference software encoder implementa- S peedup= T (4)
tion was run on the same machine as the proposed algorithm, Fl

with the same configuration and with no calls to the GPU. T,m denotes the coding time required by the H,264C M
17.2 reference software, afd¢, is the time taken by JM us-
5.1. System ing the algorithm proposed in this papdr; also includes all
the computational costs for the operations needed in odder t
To evaluate the performance of the proposed algorithm, thgrepare the information required by our proposal.
following development environment was used: the host ma-
chine used was an Intel Core i7 running at 2.80 GHz with 6GB .
of DDR3 memory. The GPU used was an NVIDIA GTx480 °-2-3- APSNR and\bit-rate
with an NVIDIA driver and CUDA support (260.19). The op-  The experiments were carried out on the test sequences using

erating system for this scheme was Linux Ubuntu 10.4 x64 witfour QPs, namely, 28, 32, 36 and 40. The detailed procedures
GCC 4.4. Table 1 shows the main GPU features. for calculating bit-rate and PSNRfférences can be found in

the work by Bjgntegaard [23], and make use of Bjgntegaard and
Sullivan’s common test conditions [24]. These procedues®h

Table 1. GTX480 features been recommended by the JVT Test Model Ad Hoc Group. The

Characteristic Value YUV files used for comparing the PSNR results are the origi-
nal YUV file at the input of the H.26AVC JM 17.2 reference

Compute capability 2.0 software and the one obtained after decoding the HNGL

Global memory 1.5GB video stream using the H.26%C JM 17.2 reference software
decoder.

Number of multiprocessors 15

Number of cores 480 )

c 64 KB 5.2.4. Power and Energy Consumption

onstant memory It is known that current GPUs ffier from high power con-

Shared memory per block 48 KB sumption requirements. Consequently, power and energy con

Registers per block 32,768 sumption become essential metrics in this kind of studiggh W

Max. active threads per multiprocessor 1,536 the aim of sampling the power consumed by the whole system

including the Power Supply Unit (PSU), we developed a data

logger device capable of collecting this data and transrgiit

to a computer. This device analyses the magnetic field pextiuc

by an electric current flowing through a straight conductat a

is capable of sampling and reconstructing the resultingewav

5.2. Metrics whatever its form, and processing it in order to obtain am-ave

age value. More details about the profiling system used can be

The following metrics were used to evaluate the proposal: found in [25].

8

Clock rate 1.40 Ghz




5.3. Results
, , Table 3: TR(% Its for th d encod riéctioe full h
Table 2 shows thaPSNR and thébit—rate results obtained agoﬁthm () resuls for the proposed encoders compa i seate

when coding five 3D 1080p sequences using the LP—MVP |
method, the SKP-MVP method and the SKP—MVYRBx8T

SKP-MVP | SKP-MVP+ 8x8T

method, compared with the reference full search ME algarith Sequence | ME  Encoder| ME Encoder

These results are shown separately for the left view, foritfre

view and for both views. Beergarden 98.90 92.12 | 98.41 91.92
As mentioned above, this ME proposal using the LP-Mvp  Cafe 98.12 87.43 | 97.28  86.66

method obtains an acceptable RD degradation for the left vie ~ CarPark 98.67  90.56 || 98.07 90.03

(all frames use temporal prediction). On average, the left/v Hall 98.19 87.92 | 9737  87.16

obtains aAbit—rate of 216% and aAPSNR of —0.048 dB. Street 98.69 90.67 || 98.09  90.09

However, it obtains unacceptable RD degradation for thiat rig
view (some frames use inter-view prediction and some frames
use temporal prediction. On average, the right view obtains
a Abit—rate of 2063% and aAPSNR 0of-0.514 dB. This RD )
degradation is due to the fact that the MVPs for inter-vieerpr lgglrih“;I S(fr‘;ﬁi_“p results for the proposed encoders codnpétte the full
dicted frames are based on the motion information obtaioed f 2

a frame which uses temporal prediction, and there is one of |
this kind of frames per GOP. Note that the RD degradation pro-  Sequence | ME  Encoder| ME Encoder
duced in one frame is propagated to the frames for which it is

Average | 9852 89.74 || 97.84  89.17

SKP-MVP | SKP-MVP+ 8x8T

the reference. Beergarden 91.60 12.70 || 63.00 12.37

The ME proposal using the SKP-MVP method obtains an ~ Cafe 53.35 7.96 || 36.74 7.50
acceptable RD degradation for both views. On average, thele ~ CarPark 75.36  10.59 || 51.87 1.03
view obtains aAbit-rate of 192% and aAPSNR 0f-0.043 dB Hall 55.23  8.28 || 38.02 7.79
and the right view obtains Abit—rate of 612% and aAPSNR Street 76.28  10.72 || 52.36 10.09

of —0.147 dB. This drop in RD performance is negligible if

the computational savings are taken into account (Tabled3 an ~ Average | 6743 9.75 | 46.40 9.23

Table 4). If we compare the RD performance obtained by this

SKP-MVP method with the LP-MVP method, the left view ob-

tains slightly better RD results because M¥ P for all frames ~ and a speed-up of over 67x on average, which means a time

using temporal prediction is always based on the motiorrinfo reduction of 9862% for the proposed ME algorithm.

mation obtained for a frame which uses temporal prediction, Finally, the ME proposal using the SKP-MVP 8x8T

and the right view obtains considerably better RD results bemethod obtains slightly worse results than the ones olddore

cause thavV P for inter-view predicted frames is based on pre-the LP-MVP and SKP—-MVP methods, but shows significant

viously coded inter-view predicted frames. improvements when compared with the reference HR6&
Finally, the ME proposal using the SKP-MVP 8x8T  JM encoder and reports better RD results than the ones egport

method improves upon the RD results when using only thdor the LP-MVP and SKP-MVP methods (see Table 2). As

SKP-MVP method, since it is able to obtain more accurate momentioned in the algorithm description section, the 8x8gra

tion information. On average, both views obtainkit-rate of ~ form is six times more complex than the 4x4 transform and

2.23% and aAPSNR of-0.053 dB, which is better than the requires more synchronization barriers, thus loweringaige-

results obtained when using only the SKP-MVP methidalt-  rithm’s performance. This proposal obtains a speed-up ef ov

rate of 340% and sAPSNR 0f-0.082 dB). 9x on average, which means a time reduction 018% for the
Table 3 and Table 4 show the timing results of our pro-complete H.264AVC JM encoder, and obtains a speed-up of

posed H.26/AVC JM encoders when coding five 3D 1080p over 46x on average, which means a time reduction 4%

sequences using the SKP-MVP method and using the SKFor the proposed ME algorithm.

MVP + 8x8T method, compared with the reference full search Table 5 shows thAPSNR and thebit—rate results obtained

ME algorithm. Note that the LP-MVP method is not includedwhen coding five 3D 1080p sequences using the LP-MVP

since the timing results are almost the same as the ones otnethod, the SKP-MVP method and the SKP—MVFBx8T

tained when using the SKP—MVP method. The timing resultsnethod compared with the reference UMHexagonS ME algo-

are shown for the proposed GPU code (ME column) and forithm. The UMHexagonS ME algorithm isfastME algorithm

the complete H.264VC encoder (Encoder column). Table 3 implemented in the JM reference encoder. It is based on not

shows the TR(%) results and Table 4 shows the speed—up rexploring all available positions within the search ardife-

sults. ing a hexagonal search pattern. Therefore, it introduceaine
The ME proposal using the LP-MVP method or the SKP-RD degradations when compared with full search ME, but it is

MVP method shows significant improvements, obtaining aconsiderably faster. These results are shown separatetlydo

speed—up of nearly 10x on average, which means a time réeft view, for the right view and for both views.

duction of 8974% for the complete H.26AVC JM encoder, Experimental results show that the three proposed encoders
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Table 2: RD performance compared with the full search aflgori

[ LP-MVP | SKP-MVP | SKP-MVP+8x8T

Sequence  #frames viel Abit-rate%| APSNR(dB)|| Abit-rate%| APSNR(dB)|| Abit-rate%| APSNR(dB)

left 1.71 -0.057 1.55 -0.051 0.82 -0.026
Beergarden 150 righ 51.04 -1.351 3.66 -0.105 1.60 -0.045
both 20.21 -0.592 2.32 -0.070 1.11 -0.033
left 2.38 -0.053 2.16 -0.048 1.15 -0.026
Cafe 200 right 19.78 -0.500 3.90 -0.094 2.43 -0.059
both 9.55 -0.250 2.82 -0.071 1.64 -0.042
left 0.90 -0.022 0.86 -0.021 0.49 -0.012
CarPark 250 right 21.09 -0.495 14.42 -0.351 12.39 -0.299
both 7.66 -0.188 5.40 -0.135 4.47 -0.111
left 3.88 -0.067 3.42 -0.060 2.10 -0.037
Hall 200 right 6.39 -0.117 4.33 -0.079 2.95 -0.054
both 5.01 -0.095 3.83 -0.073 2.50 -0.047
left 1.91 -0.042 1.63 -0.036 1.30 -0.028
Street 250 right 4.35 -0.108 4.30 -0.106 1.82 -0.046
both 2.80 -0.065 2.64 -0.061 1.42 -0.033
left 2.16 -0.048 1.92 -0.043 1.17 -0.026
Average right 20.53 -0.514 6.12 -0.147 4.24 -0.101
both 9.05 -0.238 3.40 -0.082 2.23 -0.053

Table 5: RD performance compared with the the UMHexagon&rigtgn

[ LP-MVP | SKP-MVP | SKP-MVP+ 8x8T

Sequence  #frames viel Abit-rate%| APSNR(dB)|| Abit-rate%| APSNR(dB)|| Abit-rate%| APSNR(dB)

left -0.20 0.006 -0.36 0.011 -1.07 0.035
Beergarden 150  righf  21.09 -0.638 -16.67 0.575 -18.31 0.634
both || 8.80 -0.263 -7.38 0.243 -8.47 0.280
left -2.02 0.046 -2.23 0.051 -3.19 0.072
Cafe 200  right| -2.67 0.065 -15.69 0.465 -16.88 0.502
both || -2.55 0.062 -8.60 0.219 -9.65 0.246
left -0.41 0.010 -0.45 0.011 -0.81 0.020
CarPark 250  right -6.52 0.169 -11.61 0.318 -13.21 0.366
both | -2.91 0.072 -4.94 0.124 -5.77 0.146
left -4.60 0.092 -5.01 0.100 -6.22 0.123
Hall 200  right| -10.34 0.227 -12.03 0.265 -13.18 0.290
both || -7.58 0.156 -8.60 0.178 -9.77 0.204
left -2.13 0.048 -2.40 0.055 -2.72 0.062
Street 250  right| -5.07 0.125 -5.13 0.126 -7.33 0.187
both | -3.38 0.087 -3.54 0.091 -4.67 0.119
left -1.87 0.040 -2.09 0.046 -2.80 0.062
Average right||  -0.70 -0.010 -12.23 0.350 -13.78 0.396
both | -1.52 0.023 -6.61 0.171 -7.67 0.199
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surpass the RD performance obtained when compared with theg the SKP—-MVP+ 8x8T method obtains a speed-up of nearly
UMHexagonS ME algorithm for all tested sequences, except.4x on average, which means a time reduction abQ% for
for the right view of the Beergarden sequence using the LPthe complete H.264VC JM encoder, and a speed—up of over
MVP method. This behaviour is due to this video sequence hav2.8x on average, which means a time reduction a78% for
ing a static background, which is the worst scenario fortRe L  the proposed ME algorithm.
MVP method, since the MVPs for inter-view predicted frames Table 8 shows the average power consumption, the execu-
are based on the motion information obtained for a framelwhic tion time and the total energy consumed when coding one GOP
uses temporal prediction, thus providing a highly inactaira (24 frames, 12 frames per view) for the complete test com-
MVP. puter when coding five 3D 1080p sequences. The first main
Table 6 and Table 7 show the timing results of our propose@olumn shows them for the reference H.284C JM encoder
H.264AVC JM encoders when coding five 3D 1080p sequencesising the full search ME algorithm (without any modificatipn
using the SKP—MVP method and using the SKP—M¥VBx8T  the second main column shows them for the H/26/€ JM
method, compared with the reference UMHexagonS ME algoencoder using the SKP—MVP method, and the third one shows
rithm. The timing results are shown for the proposed GPWhem for the H.264AVC JM encoder using the SKP—MVP
code (ME column) and for the complete H.284C encoder 8x8T method. Additionally, there is an extra result for the
(Encoder column). Table 6 shows the TR(%) results and TasPU-based encoders, which shows the ratio between the en-
ble 7 shows the speed-up results. As mentioned above, tlegy consumed by the reference H.284C JM encoder and
UMHexagonS ME algorithm is tastME algorithm and, as ex- the proposed H.26AVC JM encoders. On average, the energy
pected, the TR and the speed—up results obtained are smallnsumption for the GPU-based encoder using the SKP—MVP
than the ones obtained when compared with the full search Minethod is %61 times better than for the reference encoder, and
algorithm. the ratio using the SKP—-MVR 8x8T method is ®1. This
small drop in energy savings is due to the fact that the pralpos
using the GPU-based 8x8 transform is more complex than the
one which uses the 4x4 transform, and the GPU kernels con-
sume more time (see Figure 10 for a graphical analysis). Note
that the average power consumption of the proposed encoders

Table 6: TR(%) results for the proposed encoders compardt thie
UMHexagonsS algorithm

| SKP-MVP | SKP-MVP+ 8x8T

Sequence | ME  Encoder| ME Encoder (248W and 250W) is about 30% greater than when using the
reference encoder (184W). This increase is not much if you
Beergarden 78.55  34.18 || 68.82  32.33 consider that when the GPU is in execution the power consump-
Cafe 7386  29.65 | 62.03  25.32 tion is over 350W (almost doubling the power consumption of
CarPark | 75.03  30.06 | 63.72  26.16 the reference encoder), and the reason is that the GPU is in ex
Hall 7529 3111 || 6412  26.86 ecution about 12%-16% of the total average encoding time.
Street 75.95  31.11 || 64.96 26.82 Table 9 shows the average power consumption, the execu-

tion time and the total energy consumed when coding one GOP
(24 frames, 12 frames per view) for the complete test commpute
when coding five 3D 1080p sequences. The first main column
shows them for the reference H.28¥C JM encoder using the
UMHexagonS ME algorithm (without any modification), the
second main column shows them for the H,284C JM en-
coder using the SKP—MVP method, and the third one shows
them for the H.26/AVC JM encoder using the SKP—-MV¥

Average | 75.74 31.23 || 6473  27.50

Table 7: Speed-up results for the proposed encoders codthpéte the
UMHexagonsS algorithm

| SKP-MVP | SKP-MVP+ 8x8T

Sequence | ME Encoder| ME Encoder 8x8T method. As in the previous table, there is an extra resul
for the GPU-based encoders which shows the ratio between the
Beergarden 4.66 152 | 3.21 1.48 energy consumed by the reference H/264C JM encoder and
Cafe 382 142 | 263 1.34 the proposed H.26AVC JM encoders. This table shows that
CarPark | 4.01 143 | 2.76 1.35 the average power consumption when using the UMHexagon$S
Hall 4.05 145 || 2.79 1.37 ME algorithm is very similar to the one obtained when using
Street 416 145 | 285 1.37 the full search ME algorithm (see Table 8), but the execution

time is considerably shorter. Therefore, the total eney-c

sumed by this reference algorithm is significantly smaller.

fact, the GPU-based encoders are faster but consume more en-
The ME proposal using the SKP—MVP method continuesergy than the reference algorithm and there are no significan

showing significant improvements, obtaining a speed—up o&nergy savings or energy penalties.

nearly 15x on average, which means a time reduction of Figure 10 shows an extract from the power consumption

31.23% for the complete H.264VC JM encoder, and a speed— over time (5 seconds) for the complete test computer, when

up of over 4x on average, which means a time reduction otoding the Beergarden sequence for the reference 264

75.74% for the proposed ME algorithm. The ME proposal us-JM encoder using the full search ME algorithm, for the pro-
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Table 8: Energy consumption for coding a GOP compared wétut search algorithm

| Reference encoder | SKP-MVP I SKP-MVP+ 8x8T
Sequence || Power Time Energy || Power Time Energy | Ratio || Power Time Energy | Ratio
(Watts) (seconds) (Joules)|| (Watts) (seconds) (Joules (Watts) (seconds) (Joules
Beergarden| 184.59  613.68 113,279.19 246.69 40.57 10,008.2111.32|| 245.24 44.46 10,903.3f7 10.39
Cafe 184.13 427.17 78,654.81 247.04 40.63 10,037.28 7.84 || 247.13 43.54 10,760.04 7.31
CarPark 184.65 531.32 98,108.24 248.66 40.98 10,190.09 9.63 || 248.06 43.58 10,810.45 9.08
Hall 183.82 482.67 88,724.4(Q1 249.83 40.30 10,068.15 8.81 || 250.64 42.76 10,717.3f 8.28
Street 183.62 583.45 107,133.09 250.96 40.91 10,266.7)7 10.43 || 251.69 43.39 10,920.88 9.81

Average || 184.16 527.66  97,179.99 248.64  40.68  10,114.0p 9.61 || 250.35  43.55  10,902.74 8.91

Table 9: Energy consumption for coding a GOP compared wéhtuHexagon$S algorithm

I Reference encoder I SKP-MVP I SKP-MVP+ 8x8T
Sequence || Power Time Energy || Power Time Energy | Ratio || Power Time Energy | Ratio
(Watts) (seconds) (Joules)| (Watts) (seconds) (Joules (Watts) (seconds) (Joules
Beergarden| 184.92 60.29 11,148.83 246.69 40.57 10,008.2L 1.11 || 245.24 44.46 10,903.3 1.02
Cafe 182.30 57.44 10,471.3l 247.04 40.63 10,037.2B 1.04 || 247.13 43.54 10,760.04 0.97
CarPark 183.93 56.32 10,358.94 248.66 40.98 10,190.09 1.02 || 248.06 43.58 10,810.45 0.96
Hall 184.77 54.81 10,127.24 249.83 40.30 10,068.1p 1.01 || 250.64 42.76 10,717.3F 0.94
Street 184.83 56.38 10,420.7p 250.96 40.91 10,266.7f 1.02 || 251.69 43.39 10,920.838 0.95

Average H 184.15 57.05 10,505.7ﬁ 248.64 40.68 10,114.0P 1.04 || 250.35 43.55 10,902.7{4 0.96

posed GPU—-based H.2BWC JM encoder using the SKP— Power consumption

MVP method, and for the proposed GPU-based HAR6G ——CPUonly ——SKP-MVP - SKP-MVP + 88 transform
JM encoder using the SKP—MVP 8x8T method. Note that *” .

the power consumption over time when using the referen 0
UMHexagonS ME algorithm is not shown in this graph be
cause it is similar to the one shown when using the referen
full search ME algorithm, but the execution time is shorier-(
ble 8 and Table 9). When the encoder process begins all «
coders consume the same power (around 180-185 Watts),
when the GPU starts working the power consumption of tt
proposed encoders increases. They have a power consumg
of around 335-350 Watts (see power consumption peaks in F
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ure 10). Moreover, if we focus on the first power consumptic o051 s 2 25 3 35 4 45 s
peak of the GPU-based encoders, it is clear that it is long Time ©
when using the 8x8 transform since it is more complex and the Figure 10: Power consumption.

GPU consumes more time to perform it. Finally, we should

mention that the power consumption for the CPU code in the

proposed encoders is around 235 Watts, which is higher tha#'e tested against two of the most well-known ME algorithms

for the reference execution (180—185 Watts) because the GPiWplemented in the reference H.284C JM encoder.

is always active, waiting for new kernels. The proposal using the simplified way of obtaining the
motion information obtains the best timing and energy sav-
ing results, but obtains slightly worse RD results than the

6. Conclusions ones obtained by the proposal using the most accurate ap-
proach. It obtains a speed—up of nearly 10x for the complete

This paper presents two GPU-based inter prediction apH.264MVC encoder when compared with the full search ME

proaches for H.26MVC. The methods presented try to mit- algorithm and a speed-up of nearly 1.5x when compared with

igate sequential dependencies when coding adjacent MBs the UMHexagonS ME algorithm. The energy consumption of

parallel in a 3D scene while using a simplified way to obtainthe proposed H.26MVC encoder is 9.61 times better than that

the motion information, and a more accurate but more comef the reference H.26AvVC JM encoder when using full search

plex method to obtain the motion information. Both methodsME and the energyficiency is maintained when compared

12



with the execution of the UMHexagonS ME algorithm. [14]

The proposal using the accurate approach obtains a speed—
up of over 9x for the complete H.2BMVC encoder when 15]
compared with the full search ME algorithm and a speed-
up of nearly 1.4x when compared with the UMHexagonS
ME algorithm. The energy consumption of the proposed:®]
H.264MVC encoder is 8.91 times better than that of the ref-
erence H.26/AVC JM encoder when using full search ME and [17]
the energy fliciency is maintained when compared with the ex-
ecution of the UMHexagonS ME algorithm.

Finally, these proposals obtain an acceptable RD degradél—sl
tion when compared with the execution of the full search ME
algorithm, and an RD improvement when compared with thd19]
execution the UMHexagonS ME algorithm.
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