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Semantic multimedia remote display
for mobile thin clients

B. Joveski, M. Mitrea, P. Simoens, |.J. MarshallPEéteux, B. Dhoedt

Abstract

Current remote display technologies for mobile ttlients convert practically all types of graphicahtent into sequences
of images rendered by the client. Consequentlypmamt information concerning the content semaritidest. The present
paper goes beyond this bottleneck by developirngnaastic multimedia remote display. The principlagists of represent-
ing the graphical content as a real-time interactiwltimedia scene-graph. The underlying architecteiatures novel com-
ponents for scene-graph creation and managemewglbas for user interactivity handling. The expental setup consid-
ers the Linux X windows system and BiFS/LASeR nmutdia scene technologies on the server and clides,srespective-
ly. The implemented solution was benchmarked agjainsently deployed solutions (VNC and MicrosofBR), by consid-
ering text-editing and www-browsing applicationdieTquantitative assessments demonstrate: (1) wigisdity expressed
by seven objective metrice,g.PSNR values between 30 and 42dB or SSIM valugeiahan 0.9999; (2) downlink band-
width gain factors ranging from 2 to 60; (3) reiahé user event management expressed by networkitripstime reduction
by factors of 4 to 6 and by up-link bandwidth géactors from 3 to 10; (4) feasible CPU activityrdar than in the RDP
case but reduced by a factor of 1.5 with respetited/NC-HEXTILE.

Index Terms-semantic multimedia remote display, mobile thiierdd, MPEG-4 multimedia scene (BIFS, LASeR), X Win-
dow System, VNC-HEXTILE, RDP.

1. Introduction

In accordance with current day user expectanciegunctional discrepancies should be noticeablevéenh mobile thin
client and fixed desktop applications. Under thanfework, the definition of a multimedia remotepdtiyy for mobile thin
clients remains a challenging research topic, reggat the same time a high performance algorifitimthe compression of
heterogeneous content (text, graphics, image, yi@ieo...) and versatile, user-friendly real timesiatction support [1], [2].

The underlying technical constraints are connettethe network (arbitrarily changing bandwidth citimehs, transport
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errors, and latency), to the terminal (limitatiansCPU', storage, and I/O resources), and to market aaegt(backward
compatibility with legacy applications, ISO compige, terminal independence, and open source sypport

In order to develop remote display applicationsvidred environments, several reference technologiesavailable: X
[3], VNC [4], NX [5], RDP [6], to mention but a fewRegardless of its original type, the heterogesegraphical content
(text, image, graphics, video, 3D, ...) is converit#d sequences of images (eventually a mixturenafges and graphics),
which are then interactively displayed on the teathi Such an approach would appear to be inap@tepwhen addressing
the above-mentioned mobile thin client constrajifg10] since it would reduce the user experieridereover, these solu-
tions are restricted practically by their geneyicthey depend on the device capabilities, opegatiystem and user commu-
nity support. This is a consequence of the largetaof both hardware and software mobile thirets on the market [11]
and represents a pitfall for a standard deploymfenm the software point of view, Android, iOS aRtM are the leading
operating systems in US (with 39%, 28% and 20%peetively), while the penetration of the Windowshie/WP7 does
not exceed 9%. From the hardware point of view, tifterent strategies are followed. While AppleaBkberry and HP
consider only one operating systems for their simamps (i0OS, RIM and Palm OS, respectively), othanufacturers ad-
dress multiple OS. For instance, the Samsung arfd éffler a choice between Android and Windows mabile7.

The challenge of exploiting virtualized screen teabgies for ensuring cloud-mobile convergencealeh up in [12]
where an image-oriented architecture is advanc&tiodgh the integration of such an architecture ite www browsing
use cases is illustrated, no objective evaluatficherelated performances (bandwidth and CPU aopsion) is reported.

This present paper advances a semantic multimesireote viewer. The principle consists of designimgMPEG-4
(BiIFS/LASeR) software architecture that transpdyeamsures the bidirectional exchange of multimediatent between a
server and a user terminal. This architecturemsezed on the concept of an interactive multimediene-graph and features
novel components for its creation and managemsmiedl as for user interactivity handling.

The paper has the following structure. Sectionridviles the main definitions as well as a critiemalysis of the
state-of-the art relating to remote display techgimal and applicative supports. Section Il hights the existing scene-
graph representation technologies. Section IV mtssa semantic multimedia MPEG-4 (BiFS/LASeR) baaszhitecture
for a mobile thin client remote display. The benalking of this architecture against currently dephb solutions (VNC-
HEXTILE and Microsoft RDP) considers text editingdawww browsing applications and is described ioti®a V. Sec-
tion VI discusses the potential acceptance of tlesgnt solution by the industrial world while SentiVIl concludes the

paper and open perspectives for future research. wor

1 All acronyms used throughout the paper are listétle List of Abbreviations, to be found at thelai the paper.



2. State Of the Art

2.1.Definitions

In the widest sense, thkin clientparadigm refers to a terminal (desktop, PDA, spieme, tablet) essentially limited to
I/O devices (display, user pointer, keyboard), véthrelated computing and storage resources Idcatea remote server
farm. This model implicitly assumes the availakiliff a network connection (be it wired or wirelebgfween the terminal
and the computing resources.

From the architectural point of view, the thin oliggaradigm can be accommodated by a classicalta&rver model,
where the client is connected to the server thraighnnection managed by a given protocol, Figuier@m the functional
point of view, the application (text editing, wwwdwsing, multimedia entertainment, ...) runs on thever and outputs
semantically structured graphical outpie.(a collection of structured text, image/video, 2D/@raphics, ...). This graph-
ical content is generally converted into sequend@sages, subsequently transmitted and visualirethe client, where the

user interactivity is captured and sent back tostheer for processing.

4
‘ l) run the applications \ (2) display the applications \
‘ 4> handle user interaction\,\ <3>capture user interaction \

Figure 2. Remote display framework.

Within the scope of this paper, the teremote displayefers to all the software modules, located ah lewtd points (serv-
er and client), making possible, in real time, toe graphical content generated by server to h@adisd on the client end
point and for subsequent user events to be sekttbabe server. When these transmission and digplacesses consider,
for the graphical content, some complementary sémarformation (such as its type, format, spagoiporal relations or
usage conditions, to mention but a few) the rerdisplay then becomessamantic remote display

Our study brings to light the potential miultimedia scene-grapher supporting semantic remote displays. The cpnhoé
the scene-graph emerged with the advent of the madeltimedia industry, as an attempt to bridgerdadms of structural
data representation and multimedia objects. Wisldéfinition remains quite fuzzy and applicati@pedndent, in the sequel
we shall consider that a scene-graph is [18]hierarchical representation of audio, video andghical objects, each rep-

resented by a [...] node abstracting the interfacé¢htmse objects. This allows manipulation of an otgeproperties, inde-

2 The usage of the woskmantidn this definition follows the MPEG-4 standard sifieation [13] and the principles in some relagéddies [14], [15].



pendent of the object mediaCurrent day multimedia technologies also provile possibility of direct interaction with
individual nodes according to user actions; susicene graph will be further referred to asirgeractive multimedia sce-

ne-graph

2.2.0ff-the-shelf technological support

These days, all remote display solutions (be thiegdwor wireless, desktop computer or thin clienéiated, Windows or
Unix basedgetc) exploit the client-server architecture. Consediyemany remote display technological support canas-
sessed according to the following three criterla:tfe interception of the visual content generdigdhe application at the
server side, (2) the compression and the transonigdithe content to the client, and (3) the mansage of the user interac-
tivity (including the transmission of user eventsnfi client to server). An additional fourth critemi related to the energy
consumption is taken into consideration for moHii@ clients. The study in [16] brought to lightittthe energy consump-
tion of a smartphone depends on the network (GSM?Withe CPU, the RAM, the display and the audiithile the last
three factors are rather more related to the deasiceto the actual user behavior, the amount @& slahsmitted through the
network and the CPU activity intrinsically depemtthe technology and will be further investigateaur study.

The present section considers the most frequentpuntered remote desktop viewers support techiesdeX window,
NX, VNC, and RDP) for discussion according to thime criteria.

The X window systemrepresents the native remote viewer for all curdaty desktop Linux applications. The application
output, intercepted by an XClient (running on teever), is represented by a rich set of 128 basic graphimitives [3]
describing the X11 protocol. Such X content is $raitted to the XServer (running on the client) bg X11 protocol, which
makes no provision for content compression. Orctieat side, the XServer not only displays the piegl content but also
captures the user interactivity by generic Linux @8chanisms (keyboard/mouse drivers). While engugmod perfor-
mance in wired desktop environments, the X windgatesm cannot be directly employed for mobile thiierds, mainly
because of its bandwidth and latency requiremeauctsially, no X window system for thin clients isi@ntly available.

By providing alternative protocols, tie&X technology (a proprietary NoMachine solution) is intendeddduce the X11
network consumption and latency. Assuming an X wimdystem is already running locally (the X Clighe X11 protocol
and the X Server being all accommodated by theesgran NX proxy intercepts the X11 protocol, coegses it and subse-
guently transmits the result to the NX agent rugrom the remote client. Note that no particulam uisteractivity mecha-
nisms have been developed. Although the experinsrds/ed a good compression rate of the initial Xaftent, such a

solution is not yet available.

% The X window system terminology may be confusthg, user’s terminal being the XServer and the sepplication being the XClient [3].



The VNC (Virtual Network Computing ) remote viewer also assumes that an X window Bys$ealready available lo-
cally on the server side and brings new componientsder to alleviate bandwidth and CPU constraiiitse VNC Server
(running on the server) intercepts the X grapheamaitent at the XServer side. It further convert®iraw images (pixel
maps) which are subsequently compressed using im@meression algorithms and transmitted to thently using the
RFB (Remote FrameBuffer) protocol. On the VNC lisidle (running on the client), the visual conteomposed only of
images can be directly displayed. As in the preslpuliscussed cases, the user interactivity is geohdy the underling
operating system. Several image compression ogttiaizs are currently considered by VNC: TightVNQrioVNC,
VNC-HEXTILE, VNC-ZRLE, ... . For mobile thin client8/ NC-HEXTILE represents nowadays the most effectivlition
of that kind. Despite completely disregarding seticanformation concerning the visual content todigplayed, VNC may
be considered today as the most intensively useblilenthin client remote viewer: its myriads of vierss for Linux,
Andorid, iOS, RIM and even Windows Mobile can cowssre than 87% of the personal smartphones in Ug [1

Microsoft Windows OS provides tHRDP (Remote Display Protocol) framework a proprietary client-server solution for
remote displays, available in both desktop and faokirsions. On the server side, the RDP serverdapts the application
output through the GDI (Graphical Device Interfaaejl represents it by a mixture of images, graphincs formatted text.
This content is then transmitted using the RDPquitto the RDP client where it is displayed. Iiskiep environments, the
RemoteFX, an emerging extension of the basic Rmdwork, also enables multimedia content transomsgi7]. The
user interactivity is managed by RDP and/or Wind@®&drivers. Although natively designed for the Wws OS, Linux-
based RDP servers also emerged in the last mdvitiveadays, the RDP clients target about 9% of thestd&rtphone mar-
ket [11] and it is forecasted to have the most irtat relative growth by 2015 [18].

These four basic technologies are combined in igeaito a myriad of thin client solutions, as edpkd in Appendix 1.

2.3.Discussions

The performances exhibited by the remote displelgrtelogies presented in Section 2.1 are synoptidalkstrated in Fig-
ure 3. It can be noticed that these technologiatife no direct support for multimedia (excepttfteg RDP RemoteFX in
desktop environments), none of them are compatiitethe ISO multimedia standards and several requénts are still to
be met when designing a mobile thin client remasgpldy:

» interception of visual content: capturing the giaphcontent at the lowest possible levels (thusueing generality
and good visual quality) while retaining the sernmintformation of the content (thus preserving toatent type and

providing multimedia experience);



» visual content compression/transmission: deplogingfficient compression algorithm for the handlofcheteroge-
neous content;

» user interactivity: ensuring a prescribed QoE (@ualf Experience) for the user interactivity, ispective of the ap-
plication (text editing, www browsing, entertainnhen.), of the network bandwidth (both up-link andweh-link)
and of the type of terminal;

» CPU activity: specifying low-complexity algorithmspping with the CPU limits imposed by the thiredlis.

The present paper reports on the possibility ofigishe MPEG-4 technologies for multimedia scenemitttly solve

these four issues (see thargeted solutiorin the low-left area in Figure 3).
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Figure 3. Comparison of the current remote disglalytions.

3. Multimedia Scene-graph Representations

Under the framework of MPEG-4 standard, a dedicatatimedia scene description language, called ®if@rmat for
Scene (BiFS) [19], [20] is defined. It describes tieterogeneous content of the scene, managesehe sbject behavior
(e.g.object animation), ensures the timed and conditiopdatesd.g. user input/interactivity) and encodes each oljpgct
its own coding scheme (video is coded as vided,asxext, and graphics as graphics).

The BIiFS principles have been further optimizedtfan clients and mobile network purposes, thusilties in a standard
called Lightweight Application Scene RepresentafiohSeR) [21], [22].

The existing technologies for heterogeneous conteptesentation (BiFS, LASeR, Adobe Flash [23], aJd24],
SMIL/SVG [25], TimedText [26], XHTML [27], see Fige 4) can be benchmarked according to their pedao®s in the

areas of binary compression, dynamic updates,msinggand user interactivity management.



Binary compressioffior multimedia scenes is already offered by sdvavhitions, both on the inside (BiFS and LASeR)
and on the outside (Flash and Java) of the MPEGdwOn the one hand, LASeR is the only technolqugctfically devel-
oped addressing the needs of mobile thin deviagsinieg at the same time strong compression andclomplexity of de-
coding. On the other hand, BIiFS takes the lead a¥SeR by its power of expression and its strongpbics features
which can describe 3D scenes. A particular casepgesented by the xHTML technology which has ndick#ed compres-
sion mechanism, but exploits some generic losslesgpression algorithmeg.gzip) [28], [29].

Dynamic updatesallow the server to modify the multimedia scenaireactive, smooth and continuous way [30]. In this
respect, commands permitting scene modificatiobgetd deletion / creation / replacement) in a tyrmalanner [30] should
be provided inside the considered technology. #htke case of BiFS, LASeR and Flash. xHTML doesdictly allow
dynamic updates, but delegates this responsibbdigdditional technologye(g.JavaScript).

Streamingefers to the concept of consistently transmitdng presenting media to an end user at a ratendiatd by the
media updating mechanisper se live streamingrefers to the instantaneous delivery of some metkated by a live
source BiFS and LASeR are the only binary compressedertiniepresentations intrinsically designed to lbeasted. In
this respect, dedicated mechanisms for individuadlim encapsulation into a binary format have beandardized and
generic transmission protocols are subsequentiyaymg for the corresponding streams. Note thatRlash philosophy
does not directly support such a distribution mateswffile is generated on the server and then downidadehe client
which cannot change its functionalities. Howevaside theswffile, Flash does provide tools for streaming exaémulti-
media contents with their own native suppergy.a FLV video can be streamed inside the Flash playsimilar approach

is followed by xHTML.
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Figure 4. Concurrent solutions for heterogeneouser compression, updating and streaming (thigéigvas obtained by
extending a similar representation in [21]). Powkexpression: possibility of describing complex#itegeneous scenes.

Graphics features: visual quality of the displagedtent.



Nearly all the technologies in Figure 4 are conedrwith two well-defined ways for handling usereirgctivity captured
at the scene level: client-side and server-side.

On the one hand, client-side interactivity dealthwiontent manipulation on the end user terminakn& only local scene
updates are available: the user events are capnckthe scene is correspondingly updated, witbountacting the server.

On the other hand, server-side interactivity suppdbat the user events are sent to the servesiby an up-link channel.
MPEG-4 provides two possible solutions for ensutimg server-side interactivity. First, the ECMAipti(JavaScript lan-
guage) [31] can be considered in order to enaldgrammatic access to MPEG-4 objects. In order toeae server-side
interactivity, an AJAX HttpRequest [32] object isad to send user interactivity information to teever. Such a solution is
not only common to BiFS and LASeR, but also to Flard xHTML. In the particular case of BiFS, a setinteractivity
mechanism is provided by ti&=rverCommanudhich allows the occurrence of a user event tditectly signaled from the
scene to the server.

To conclude with, MPEG-4 BiFS and LASeR are potdiyticapable of fulfilling all four remote displaghallenges (Sec-
tion 2.4):

» the heterogeneous content generated by the appficedin be aggregated into a multimedia MPEG-4 esggaph,
and the related semantic information can be usethéomanagement of this graph;

» the compression of each type of content (text,@udiage, graphics, video, 3D) by dedicated co@dackthe related
live streaming are possible by using the corresponBiFS/LASeR technologies;

» the user interactivity can be established bothllp@ad remotely;

« the client CPU activity may concern only light-wkigoperations (scene graph rendering and basicaysst han-
dling) while the computational intensive operatigasene graph creation/management and user everigement)
may be performed by the server.

In addition to these technical properties, BiFS bBA&eR also present the advantage of being stapkm international

standards, reinforced by open source referencevait

In their previous works, the authors already disetbthe basic idea of designing a multimedia remieteer by convert-

ing a limited set of the X graphic primitives inBFS [33] and LASeR [34]. The present paper goes step further, by
presenting a comprehensive architecture (Sectigraid by validating the underlying prototype foxttediting and www

browsing applications (Section V).



4. Developed Architecture

As mentioned above, traditional remote display thohs are based on the conversion of the origioatent into sequenc-
es of images, Figure 5. These images are subségjaentpressed, transmitted and rendered accordiigadge/video prin-
ciples and tools. Each remote viewer applicatiome® with its own means for capturing the user aton at the level of
the OS drivers. The present section goes beyonihtage limitations and advances a semantic mobhite dlient remote
display architecture, centered on the MPEG-4 intére multimedia scene technologies, Figure 6.riieoto benefit practi-
cally from such technologies, a scene Scene-graphalflement Module is designed and implemented. dheewt is then
compressed and transmitted, according to open-atdfmpen-source tools. On the client side, the egents (key strokes,
mouse clicksetc) are captured in an ISO standardized manner emdwubsequently managed by an architectural block
devoted to this purpose.

An overview will be presented in Section 4.1, felkd by implementation details in Section 4.2.
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Figure 5. State-of-the-art architectural framewfmikmobile thin client remote display.
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Figure 6. Advanced architectural framework for nfelbhin client remote display.

4.1.Architectural synopsis

The application generatareates X11 graphical content that is to be pteseat the client; it corresponds to the tradition-

al application (be it text editing, www browsing,).which is kept unchangedld, from the application point of view, our



architecture is completely transparemtigure 6 explicitly considers X applications rumgion Linux servers; however, the
architecture is general and can be instantiateahgrOS, such as Windows or Apple, for instance.

The Scene-graph Creationodule performs three tasks. It detects the geapiprimitives generated by the X application,
parses them and subsequently translates them imidtamedia scene-graph preserving not only thetimedia content but
also its semantic. The Scene-graph Creation masdatedesigned so as to meet the first requiremerih ection 2.3the
content generated by any X legacy application aanepresented by a semantic multimedia scene-gvéfitgut changing
that application. The underlying technical challesigre related to the completeness the possibility of converting all the
visually relevant X primitives) and flexibilityi.e. the possibility to integrate future X extensiorighwninimal impact in the
architecture). To our best knowledge, no work at Hubject has already been reported.

The Scene-graph Managemenbdule ensures the dynamic, semantic and intgeatiehavior of the multimedia sce-
ne-graph. In this respect, the previously createta-graph is enriched with logical information ceming its content type,
its semantic and its related time of evolution adlas with user interactivity. The Scene-graph aymr addresses the se-
cond and the fourth requirements in Section 2.8vigde a heterogeneous content which can be subsiygumtimally
compressed (the optimality refers here not onlthe trade-off of visual quality-bandwidth but afsothe CPU activity).
The innovation is related to the specification nfadgorithm enabling the dynamical updating of skene-graph according
to the network/client/server conditions (be themd-teme or evaluated on a short history).

The Compression & Transmissiomdule is in charge of the creation of a binargogled stream (the compressed scene
graph) which is subsequently streamed live to tlemtc The technical challenge is related to tlexifiility of the transmis-
sion mode (unicast, broadcast, multicast) and@trhnsmission protocol.

The Interactivity Managemaps the user events back to the application,ehssring the server-side interactivity and con-
tributing to the scene-graph management proceds. mbdule is designed according to the third rezra@nt set in Sec-
tion 2.3 (related to the user interaction). Astie Scene-graph creation module case, its techcledlenges are related to
the completeness of the solution and to its fldikybi

The Interactive Scene-graph Renderiagensured by a multimedia player which also asgstuhe user interactivity and
lets the local interactive scene graph handlehts Thodule is designed according to the third and fequirements set in
Section 2.3: the user interaction is captured staadard way, at the scene-graph level while thde®ng process demands
in terms of CPU activity should not exceed the otije limits set by the nowadays thin clients.

The Networkensures the traffic from the server to the thientl(the streaming of the interactive scene-graigvice-

versa(information concerning the user interaction).



4.2.Implementation details

This architectural framework is instantiated oniaulx virtual machine (VM) as a server and on a $mphone as a thin
client, Figure 7. The actual implementation conside server based on the Ubuntu distribution accodating the server
components and a Windows mobile thin client accodmtiog an MPEG-4 player. The network is establish&idg a wire-

less protocol (the actual implementation consider&di-Fi 802.11g network).
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Figure 7. Detailed architectural framework.

4.2.1. Server-side components

The X Application Generatas implemented by an X window systeXServer, XClient andX11) exploited by a tradi-
tional application (text editing, www browsing, ..l order to cope with the backward compatibilignstraint, the X win-
dow system is kept unchanged during the presedy.stu

The Scene-graph Creatide implemented by three blocks, each performing ohthe previously described tasks: the
XGraphic Listener, the XParser and the SemantiSRiIARSeR convertor. The need for such a module dlsasets restrict-
ed functionality version were introduced in [3334]; the present paper presents an integrated modalering all the X
basic primitives, lively generated by the X appiica.

XGraphic Listener: Located between the XClient and the XServer,istehing on a socket through which they com-
municate using the XProtocol, the graphic listeinéercepts the X11 messages and passes the restits XParser. By
developing the XGraphical Listener as an independmshitectural component, completely transpareridth XClient and
XServer, the backward compatibility and the Unixséd OS independence are jointly ensured (no apiplicenodification
or driver development is required). Moreover, nacfional limitation is induced by listening to tiédrotocol instead of
intercepting the visual content directly at the ¥@t side: all graphical information is availabletlze protocol level and no

network overcharge is produced (the XClient andXBerver run locally). Moreover, semantic infornoatirelated to that



graphical content is also available at this leeehsequently, the architecture presented in Fighisasd 7 require no sophis-

ticated segmentation/tracking/scheduling algorithms

XParser: This component was developed for the parsindhe@fXProtocol in order to extract the graphical ftives and
their related semantics to be presented to the S&nBiFS/LASeR converter. Just as an illustratioopsider the following

case in which we are interested in BalyRectangleequest; its complete X syntax is the following:

1 bytes 67 opcode /I the request message 1D

1 bytes unused

2 bytes 3+2n requestlength /I the length of the request message

4 bytes DRAWABLE drawable /I the parent of the g raphic primitive

4 bytes GCONTEXT gc /I the description of the r ectangle material

8n bytes LISTofRECTANGLE rectangles  // list of rec tangles described with position and size

In order to parse this message from the X11 prétélee following code can be used:

drawable = x11application->getUInt32(&(message[0])) ;

graphicalContent = x11application->getUInt32(&(mess age[4]));

noRectangles = x11application->getUInt16(&(header[2 1)-31/2;

for (i=0; i < noRectangles; i++)

{
x=x1lapplication->getUInt16(&message[8 + 8 * i ]);
y=x1lapplication->getUInt16(&message[8 + 8 * i + 2] )
width=x11application->getUInt16(&message[8 + 8 * i +47);
height=x11application->getUInt16(&message[8 + 8 * i + 6]);

}

Semantic BiFS/LASeR Converter Each X request intercepted by the parser is néppa function which converts it to
its BIFS/LASeR counterpart: all of the 128 basiwi¥ual primitives (rectangle, line, circletc...), text and images [3] have
already been successfully converted. Assuming theindow system will be extended in the future witther graphical
primitives, this component should be able to evaueas to cope with these updates. Although ibtspossible today to
foresee the syntax of these extensions, the pbsilfi converting them in BiFS/LASeR elements isaganteed even when
no straightforward MPEG counterparts would be add: in the worst case scenario, these futurehigapelements would
be rendered and the corresponding pixel maps wmaiidcluded in the MPEG scene-graph.

Note that the Semantic BiFS/LASeR Convertor aléoved semantic information about the X content tocbaverted for
use in the management of the MPEG-4 scenes.

When considering the example above, the followiifg§Bconversion was obtairied

“ The result of the conversion is presented in MREBIFS Textual format (BT); an equivalent and algive way of representing uncompressed BiFS conten
would be the XMT-A (XtensibleM PEG-4Textual) format, an XML-based representation defiimeld 3].



Transform2D {
translate x y
children [
Shape {
appearance Appearance {
material Material2D {

}
}

geometry Rectangle {
size width height

}

This corresponds to the following LASeR descript{8vG format):

<rect width="" height="" x="" y="" style="fill:rgb( ,,);stroke-width:1; stroke:rgh(,,)"/>

Note that in contrast to the BIiFS situation, ndttla X graphic primitives have a straightforwai@heersion in LASeR.
For instance, LASeR makes no provision for desaghiaw images, which are generated by the XCliamugh the
Putimageprimitive. In such a case, more elaborated scesm@agement mechanisms are provided. For instancegdar to
convert thePutimageprimitive, the related pixel buffer corresponditiga raw image is first converted into a png binary
buffer. This buffer is then base64 encapsulatednasgped to the LASeRnagenode.

Of course, in our study, BiFS and LASeR are notrajieg at the same time (they are alternativel\btad in order to en-
sure a comparison of their performances).

Scene-graph Manageas previous explained, this component ensureslyinamic, semantic and interactive behaviors of
the MPEG-4 scene-graph. The study in [35] hintethidea that a supplementary logic layer canduea over the BiFS
scene in order to reduce the bandwidth consumptln;present paper advances a comprehensive masagemdule,
exploiting the X graphical content semantics inesrtb improve the bandwidth/memory/complexity tradefor MPEG-4
thin clients.

The dynamic and semantic evolution of the scenplgcan be managed by combining the information igeed by ap-
plication with the semantic tagging of the scerepbic elements and a prescribed set of logic rdeserning the possible
re-usage of the most common graphic elements. (nenus, icons, ...) and/or the adaptation of theemnto the actual
network client conditions. The current implemertatis based on three main principles. First, byla@tipg the semantic
information about the elements composing the sggaph, some priori hints about their usage can be obtained. For in-
stance, when typing, the most frequent letters/soegiresent the most frequent scene updates; remamportant network
bandwidth gain would be achieved when caching ¢bistent on the client side for its re-usage. Thig gvould be even
more important when considering menus, icons otiquéar images during www browsing. Secondly, as tthin client has

limited memory resources, a pruning mechanism,roblimg the caching persistency is required. Fipafiote that the mo-



bile network conditions are likely to change sigr@htly even during short periods of time. Suchtaasion can seriously
impede the trade-off between the user experiendagranbandwidth consumption: when the bandwidtipsira high quality
content would overcharge the traffic; converseliiew the bandwidth increases, a low quality contemild frustrate the
user. In order to address this issue, our solw@rsiders real-time adaptation of the encodingmpeters.

As it can be seen, the Scene-graph Manager haman methodological and technical complexity asdrtdepth de-
scription is outside of the scope of the presepepaHowever, the Appendix 2 included in the prégpaper illustrates these
three principles for the particular case of imagreise.

In order to ensure the user interactivity mechanjdmasic MPEG-4 elements, referred teassord13], are considered
in the multimedia scene-graph.

At the output from this block, interactive semantialtimedia content, ready to be streamed, is plexi

Compression & TransmissioMhis module integrates the GPAC libraries for tieary encoding of the BiFS/LASeR
graphical content [36]-[37] and the streaming suppom the LIVE555 Streaming Media [38]. The infatthe streamer is
BiFS/LASeR MPEG-4 stream content while its outgusént to the thin client by using RTSP/RTP. Nbt howadays the
GPAC is the only open-source, publically availatdéerence software framework for BiFS/LASeR; henteusage is im-
plicitly compulsory. However, the use of LIVE555da0f RTSP/RTP was an implementation choice guidethéir versatil-
ity (connection mode, usage of the protocol anelasiiing buffer control). According to the targetgglacation, the stream-
ing tool can be changed, without affecting the ofshe architecture.

Interactivity Manager:lt receives the user event, sent through the nip{see Section 4.2.2 below), by ttieractive
Scene-graph Renderimgodule. In the current implementation, all thelk@grd and mouse/touch screen events are support-
ed. The Interactivity Manager converts these evemntsthe syntax required by the XServer which eaesuhe server side
interactivity mechanisms.e. it updates the X Application (XServer updates).

For instance, a click event captured by the MPES&#sors can be converted into the X syntax byat@ing code:

if(leftButton==0) {

/lgetting the time of the day
gettimeofday(&currentTime,NULL);

/Isetting the last click moment
lastClickTime = currentTime;

/[Posting the button event
conv->PostButtonEvent(MT_BTN_LEFT,MTBUTTON_DOWN,&  currentTime);
conv->PostButtonEvent(MT_BTN_LEFT,MTBUTTON_UP,&cu rrentTime);



4.2.2. Client-side components

Interactive Scene-graph Renderiisghosted by the GPAC MPEG player (part of GPAdQtimedia solution package). Its
functionalities are mapped to two blocks, namelndging and User Interaction Handler.

Rendering: The stream received through the down-link is dedp the multimedia scene-graph objects and tleairas-
tics are recovered and classified into visual amatvisual content. The visual content is displaggdising the basic GPAC
libraries. The non-visual content (user interacgensors and JavaScript) are subsequently forwaodie User Interaction
Handler. While all the rendered content and the asent follows the MPEG-4 syntax, the GPAC libearhad to be modi-
fied in our study so as to handle the semantic gamant of the content, according to 8eene-graph Manager

User Interaction Handler: This component has three main functionalitiesstFby using the MPEG-4 interaction mecha-
nisms, it captures the user events. Secondly, kema decision about processing the event locatlyhe client-side) or
remotely (at the server-side). In the former céssymputes the corresponding updated scene-geadiplying the Rendering
block to display it and then natifies th&eraction Managemabout that action. In the latter case, it simpiyMards the event
to thelnteraction Manageby one of the two mechanisms explained in Se&i8nThis module also required the modifica-
tion of the GPAC reference software, so as to suppe ServerCommandpecified by the MPEG-4 standard but, to our

best knowledge, not implemented yet (at leastmani open-source, publicly available, software).

4.2.3. Network components

Down-link: The traffic from server to client correspondsit@ Imultimedia data; consequently, this channeha&aged
by the RTSP/RTP over UDP (Real Time Streaming RaitBeal Time Protocol over User Datagram Prot¢86]). In our
study, the use of the UDP was an implementatioricehather than a technical requirement; shouldajgicative envi-
ronment impose constraints on the use of this pot@lternative solutions can be considered, aptpular TCP [40] or as
the emerging MMT (MPEG Media Transport) and DASH/fBmic Adaptive Streaming over HTTP) MPEG stand§4d$,
[42].

Up-link: This channel is mainly used by the client in ortterenable server-side user interactivity, accardim the
MPEG-4 mechanisms, by exploiting badtdAX HttpRequestnd theServerCommandrhe former case is supported by the
HTTP in conjunction with TCP [43]. To the best ofiroknowledge, no study on the practical usage ef BiFS

ServerCommands reported in literature [44]; hence, we congdeboth the TCP and UDP when dealing with the datte



casé. Note that as for the downlink, the protocol cleotan be made according to the particular conftiran which the

application is expected to work, without restrigtithe architectural generality.

5. Benchmark

The experiments were successively conducted so assess the four main properties of the MPEG-4ilmtiin client
remote display: the visual quality of the rendecedtent (Section 5.1), the downlink bandwidth caengtion (Section 5.2),
the user interactivity efficiency (Section 5.3)dahe CPU activity at the thin client side (Secttod).

These experiments were carried out on the follovsietyp:

. server a desktop platform, with Intel Xeon CPU, 3.2 GHGB of RAM, 5400rpm 500GB of HDD;

. client an HTC HD2 smartphone, with Snapdragon™ CPU, 1GH8MB of RAM, 768 MB internal
memory;

. network an USB Wi-Fi 802.11g access point directly coneédo the server; the mobile client located at
distance varying between 2 meters and 5 meterstheraccess point, with a direct line of sight.

While a large number of studies reported in therditure [45]-[47] already evaluated the MPEG tetdgies performanc-
es when serving all types of video content appbeet, the present study is oriented towards twblifega native X window
applications, namely the gEdit [48] text editor ahé Epiphany www browser [49]. The former illusérs applications
generating simple graphics, icons and text (devetop, office, e-mail, chagtc). The latter is an incremental stage, at
which (high quality) images and more complex graphare also generated; hence, the content gendrptEgiphany is
representative not only for the www browsing bidoafor image editing, virtual map accessing or @ssional medical
applications, for instance.

The MPEG-4 based architecture presented in Fidgurasd 7 was implemented into three cases: (1) B{EBSBIFS-
Extended and (3) LASeR-Extended; the last two case®spond to the extensions of the basic BiFS&ER®emote dis-
play, obtained by using advanced multimedia sceapagement techniques (see Section 4.2 and App2hdifote that
BiFS-Extended and LASeR-Extended required the b@8IAC player to be adapted accordingly. In the skdhese three
MPEG-4 based solutions were benchmarked againsthesmarket mobile thin client technologies: basidNG/
VNC-HEXTILE, and the Linux implementation of RDP(Jp

The complete framework was assessed by carryingnauexperiments. The gEdit text editing experimeonisiders 5 us-
ers, each of which typing for 5 minutes the textesponding to the beginning of Plato’s Republloaorder to investigate

the case of web browsing, Epiphany was run by Bsusach of which performing the following actioif$) load Google

® The alternative usage of UDP and TCP with the AHtpRequests for handling the user interaction aesady presented in the authors’ previous st [
however the experiments in [51] did not considerMMPEG-4 BiFS ServerCommand.



page, (2) type “Wikipedia mobile”, hit enter anditMar the page to be load, (3) click the Wikipediebile link and wait

for the Wikipedia mobile page to be loaded, (4)etyphocolate” in the search area, hit enter and feaithe searched result
page to be displayed, (5) click the link “bittericawait for the new page to load, (6) click the tBenark” menu item, se-
lect the google.news link, and wait for the paglaal, (7) click the home icon, and wait for the wndebian.org home page

to load, (8) scroll down, (9) click the “File” meritem and select “Quit”.

5.1.Visual quality

The content conversion from X11 to MPEG-4 BiFS/LARSatrinsically introduces differences between thiginal and
the converted visual representations. The aim efptitesent sub-section is to evaluate these cooweastifacts. In this re-

spect, two approaches can be followed, i.e. thgestibe and the objective evaluations.

5.1.1. Subjective evaluations

As the visual quality is a subjective conceptaitieot be assessed but by repeated tests, invaljmgsentative panels of
human observers and testing conditions (deviceopeences and visualization conditions, etc) as aglh large variety of
content. To our best knowledge, no common groumccdorying out such an experiment in the case xf éditing/www
browsing graphical content is formalized todagonsequently, in our case, the visual quality marilustrated but not sub-
jectively assessed. In this respect, we considér &treenshots represented in Figures 8 and 9vided sequences corre-
sponding to the content displayed on the thin tlighen performing the above-mentioned experimethisse video se-
guences can be downloaded frdrttps://www.box.com/s/gch37qe9p6émtqgzoli3le

Figures 8 and 9 illustrate the quality of the MPE@enverted content, for the two above mentiongukaments. No il-
lustration has been done for VNC, VNC-HEXTILE an®mR as their server visual content is kept unchdrayging the
transmission and displaying; the visual contenegated by the BiFS-Extended is identical to the gererated by the basic
BiFS. Figures 8 and 9 show the type of differeriodsiced by the MPEG conversion mechanism. For fegtain the text
editing case, the lines separating the icons dferelint and the first letter in menu items are uhided with different width

lines. The same line positioning/width errors maguwr in the www browsing conversion.

% For other image processing applications, likegthality of television pictures, ITU elaborated rewnendations (ITU-R BT 500-12 and BT 1438) [52] jsiy
all the testing conditions and interpretation @ tBsults.
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Figure 8. lllustration of the text editing applicat run on the server (a) and displayed on the kadhin client, after its
conversion into BiFS / BiFS-Extended (b) and LASERended (c).
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Figure 9. lllustration of the www browsing applicat run on the server (a) and displayed on the kadbin client, after
its conversion into BiFS / BiFS-Extended (b) and3eR-Extended (c).

5.1.2. Objective evaluations

The objective measures generally evaluate therdiffees between two images based either on thegeveitierences
among the pixels or on the correlation. In our expents, Table I, we considered seven such meagigsixel difference
based measure@SNR - peak signal to noise ratio, AAD - absolaterage difference, and IF - image fidelity) ayl (
correlation based measuréSQ - correlation quality, SC - structural contéM€C - normalized cross-correlations, and SSIM —
structural similarity).

The identity between two images is expressed bydéa values for these measures (PSNRo, AAD =0, IF =1, CQ =
SC = NCC = SSIM = 1). Note that although no objextjuality measure can guarantee the quality pexdeiy the human
observer, they are commonly in use in image praogs3], [54], [55], [56], [57], [58].

For the two experiments, in order to assess thealiguality, the rendered visual content correspantb each and every
scene update is converted into pixel maps andhisesjuently saved in the ppm format on both semdrciient sides (thus
obtaining pairs of images on which the objectiveasuees are computed). In the case of the texhgditiperiment, one scene

update is generated for each character typed bgra @onsequently, the number of images genergteddh user in 5 minutes



depends on his/her typing speed; in our experimevasrecorded 652, 827, 753, 694 and 798 charaftiethe five users,
respectively. The related values presented in Tialhe gEdit columns) are obtained by averagirgwisual quality measures
obtained for each scene-update and for each usearé computed as average values on 3724 image. gssrin the case of
the www browsing experiments, one scene updaterisrgted for each browsing step, each user gesératairs of images;
consequently, the related values presented in Téthle Epiphany columns) are computed by procgsétimage pairs.

In order to offer statistically relevant informatiabout the visual quality assessment, 95% cord&l@mtervals were com-
puted [59], [60]. For each experiment, each tedmobnd each objective metrics, Table | presemtsatierage value and the

associated 95% error; hence, the correspondingc@®ftdence intervals are given lfgverage- error ; averager error) .

In Table |, the PSNR average values (in dB) areaqmated to the closest integer, the AAD, IF, @@, and NCC average
values are presented with 0.001 precision whileO8@O01 precision was chosen for the average \GI®&SIM. One more
decimal digit was added in each case for the @nesentation. Table | shows that, with singulareptions (the PSNR and the
SSIM values in the case of the Epiphany), the @ex@lues become statistical relevant even witbonsidering their confi-
dence limits: the 95% estimation error is lowemnttae precision to which the average values wéesl{in in Table |.

The values corresponding to BiFS-Extended areiicirio the basic BiFS ones. As the VNC, VNC-HEXEIand RDP do
not alter the visual quality, they result in idealues for the considered measures.

In the objective visual quality assessment, we idensd measures designed for natural images antbnbeterogeneous
visual content, combining text, graphics, icons] emages. This particularity in the content carifusome apparently contra-
dictory values in Table I; for instance, in theeas the LASeR conversion of the gEdit, the beftiIRSvas obtained (42dB)
but the related CQ is very low (0.702). When thetent produced by the application is closer to nreimages €.g.the www

browsing case) these discrepancies fade: for tigelRAconversion, PSNR = 40 dB and CQ = 0.953.

Table I. Visual quality evaluation for X11 to MPHEBIFS, BiFS-Extended and LASeR-Extended) conversion

text editor (gEdit) www browser (Epiphany)
BiFS / BiFS-Extended LASeR-Extended BiFS / BiFS-Ernded LASeR-Extended
average error average error average| error averagJe rroe
PSNR (dB) 30 0.0 42 0.0 32 1.2 40 14
AAD 0.003 0.0000 0 0.0000 0.002 0.0004§ 0.004 0.0004
IF 0.998 0.0000 0.999 0.0000 0.999 0.0009 0.999 0.0001
CQ 0.929 0.0000 0.702 0.0000 0.974 0.0006 0.958 0.0003
SC 0.995 0.0000 1 0.0000 0.997 0.0004 1.009 0.0007
NCC 1 0.0000 0.999 0.0000 1 0.0004 0.995] 0.0041
SSIM 0.999980 0.0000000 0.999999  0.0000000  0.999956 001B2| 0.999992| 0.0000031

" When computing the confidence intervals, the datign between the images corresponding to suaeessine updates was neglected; however, becatise of
very small variance of the values correspondinggith and every quality metric, the practical reteeaof the results is not affected by this appration.



5.2.Downlink bandwidth consumption

After the scene initialization, information is sehtough the network downlink for each and evemsngzupdate, be it ini-
tiated by the usere(g.typing a letter or clicking) or by the serverd.a screen refresh). In the former case, the amaofunt
traffic on downlink depends on the particular acttbey take €.9.typing a letter will generate less traffic thaicking a
menu item). In the latter case, the amount ofitraffh downlink is random, depending on the sertaius and X application
behavior.

For the text editing experiment, the values (in k&y of the bandwidth required by the correspondimgulative down-
link traffic, averaged over the 5 users, are ptbtis a function of time (indexed in minutes) inug10 (the value “0” on
the abscissa refers to the scene initializatioomfeNhat in this experiment, the number of scerdatgs varies with the scene
updates generated by each userwith the number of letters they actually typecach time intervalg.g, after 5 minutes,
652, 827, 753, 694 and 798, respectively).

The www browsing experiment is illustrated in Figurl, where the values (in KBytes) of the cumutatietwork traffic,
averaged over the 5 users, are plotted (as a eumofi the 9 steps) in Figure 11. Note that thisetithe amount of traffic
generated by each user is quite the same (eaclgeserating the same updates) and small differeocesrred only be-

cause of the server initiated downlink traffic.
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Figure 10. Average bandwidth consumption (in Figure 11. Average bandwidth consumption (in KBytes

KBytes) for text editing (gEdit), as a functiontohe.  for www browsing (Epiphany), as a function of the

browsing step.

Figures 10 and 11 establish that for the two casidl applications, BiFS-Extended is the best smlutin the text editing
scenario, it outperforms LASeR-Extended, VNC-HEXE|LRDP, basic BiFS and VNC by factors of 1.2, 2.5, 9.3 and
60, respectively. When considering the www browsthg BiFS-Extended gain over its competitors rarfgem 1.2 to 10.

These compression gains are mainly due to two &etpfs the BiFS-Extended solution features. Fingt,visual content

sent from the server to the client is no longersidered as a sequence of raw imagesgixels) but as a collection of mul-



timedia contents, semantically structured accortindpeir types. This way, each type of contentlbarrompressed with its
optimal encoding mechanism. Secondly, the develgpede-graph management mechanism (illustrategjpeidix 2)
eliminates the need for the retransmission of theal content that was already sent to the cligitihough the application
periodically regenerates the same visual contgti€ons, user actions like “mouse oveste), the network will no longer
be overcharged accordingly. By comparing the restdncerning the BiFS-Extended to those correspgrdi the BiFS,

information about the practical impact of explagtithe semantic information in the scene manageatitained.

5.3.User interaction

As previously mentioned, the MPEG-4 BiFS standaakes provisions for two different ways of transindtthe user in-
teractivity through the up-link: AJAX HttpRequeshdaServerCommandConsequently, in this section, the BiFS and
BiFS-Extended will be considered in two differeases, according to their ways of exploiting thdink-

In our study, we considered the two most frequeet events: keyboard strokes and mouse (pointiviga)eclicks.

The size of traffic generated through the up-lihlamnel, as measured for each solution, is repredentTable Il. These
values depend on the technology but are independémtrespect to the particular event (typing EAogenerates the same
traffic, right click generates the same traffictlas left click,etc) and to the network conditions.

Table Il also provides information about the neteayund-trip timesj.e. the time elapsed between the moment when the
user interactivity actually takes place and the mohwhen the updated scene graph is displayedindifas interaction
mechanisms are obtained for keyboard strokes anenclicks, the related round-trip times are t@tpeal. However, these
values slightly depend on the network conditionise T7alues presented in Table Il are obtained asageevalues over all
the users and all the 3894 events they generai@d: ¢haracters for gEdit, 125 characters for Epipl{d users typing “Wik-

ipedia mobile” and “chocolate”) and 45 clicks. Tdwresponding 95% confidence intervals featureoretower than 1ms.

Table 1. The size of the traffic generated throtiggn back channel by elementary user events.

TRAFFIC (byteg ROUNDTRIP-TIME (mS)
KEYBOARD STROKE MOUSE CLICK KEYBOARD STROKE / MOUSE CLICK
VNC / VNC-HEXTILE 586 586 80
RDP 186 618 130
gﬁi )é Ef}:_?élggzﬂgzg / LASeR-Extended 564 ca1 ”
ggﬁ/éfégﬁq-ﬁgzedniegcp] 72 82 18
[ServerCommand - UDP] = 56 5

Table Il shows that BiFS / BiFS-Extended solutiongidering theServerCommandsing UDP requires the lowest

bandwidth, reaching 46 byteise( an up-link bandwidth gain factors from 4 to 12) éokeyboard stroke and 56 bytes.(an



up-link bandwidth gain factors from 10 to 11) fomause click, while keeping the interactivity routnigh times at 18ms.
The same minimal round-trip times (18ms) are olet@ifor BiFS / BiFS-Extended considering ®erverCommandsing
TCP; however, with respect with the VNC/VNC-HEXTIlgad RDP, the gains in the up-link bandwidth range between
2.5 and 8. No clear advantage of the ServerCommaadthe AJAX HTTPRequest has been identified Iy ¢txperiment.
Note: Table Il reports only the values correspogdmthe server-side interactivity, the most dising solution from the
QoE point of view. Although supported by the aretitire in Figures 6 and 7, the client-side intévagtevaluation is out-

side of the scope of this paper.

5.4.CPU activity

The amount of processor power needed to run theteedisplay client in order to render all the stned content is as-
sessed in this section. As from this point of vige relevant information is brought by the maxir@&U usage, in this
experiment we considered only the www browsing &pgbn.

The measurements presented in Figure 12 are detotibe values of the maximum CPU activity whenvisimg the
www, according to the steps described in Secti@n Ib.can be noticed that the remote display sohgithat use raw pixel
representation of the images (BiFS and VNC) prodass CPU activity than the rest (BiFS-Extended SER-Extended
and VNC-HEXTILE). However, it can be seen that BiES-Extended solutions does not exceed the max@Rd) activity
of 58% (browsing step 7), compared with the LASeRching 68% (browsing step 9) and VNC-HEXTILE 938o(vsing
step 7) of the total available computational resesrron the device. This makes the BiFS-Extendagtisnleven more ap-

propriate for thin clients.
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Figure 12. The average maximum CPU consumptiofofinvhile browsing, as a function of the browsingpst

Note that the RDP case is not represented in tar€&il2, as it is a solution integrated into the thient Windows mo-
bile OS and its accurate measurement is practigappssible to obtain. However, the experimentcamied out pointed

to the fact that the RDP is the lightest solution.



6. Towards industrialization

While the previous section brings to light that BiES-Extended wittserverCommanahteractivity support represents the
best candidate (amongst the investigated solutimngrms of the benchmarked constraints (visuallityy downlink con-
sumption, real-time interactivity efficiency andnsputational activity), this section focuses on aywéreaching its indus-
trial acceptance.

The novel solution is based on an open architeckigeires 6 and 7. The way in which the modulesdareeloped and lo-
cated alleviates the need for the modificationhef kegacy software (be it OS or application) arldved a straightforward
integration into emerging commercial applicatioatfirms, with minimal modification on both serverdaclient sides. On
the one hand, the server should be updated witlarttatectural framework while the rest of the &gations can be kept
unchanged. On the other hand, at the client, amlMBEG-4 player needs to be installed.

Such an approach completely satisfies the requinesvad the mobile device switching. Firstly, allnaidiistration tasks are
to be performed on the server-side: applicatiang. (vww browsing) can be installed/updated/removedd#egd on the
server without changing anything on the client.d&elty, the terminal independence is ensured byMR&G-4 ISO stand-
ards. For instance, the GPAC framework is alreagjlable for use on most thin client terminals (\dbmvs Mobile, An-
droid and Apple iOS) and desktop computers (Winddwsux and Mac OS). Moreover, it is able to pldiytgpes of MPEG
multimedia content: audio, 2D, video, 3D BiFS, LASe/RML, SVG, 2GP and so forth. Note that the BiEgended
solution is perfectly compliant with the MPEG-4 Bistandard; however, its development required taptation of the
GPAC Framework, particularly concerning tBerverCommandrhirdly, all components are supported by strong Asing
open source communities, thus ensuring their piadesmtolution.

These three properties appeal to the various iridugiayers, from telco operators and service hens to third party
software editors. The interest towards the architecadvanced in this paper is even broader inppetive, with the advent

of cloud computing [61], and of modern distributadiaborative environments [62]-[65].

7. Conclusion and Future work

To the best of our knowledge, the paper advaneefirdst semantic multimedia scene-graph remotelaysfor mobile thin
clients. In this respect, new architectural composare specified, designed and implemented, iardalprovide an end-to-
end, completely functional solution. The distinetifactors of this solution are: (1) visual quakitypressed by seven objec-
tive metrics,e.g. PSNR values between 30 and 42dB or SSIM valuggdahan 0.9999; (2) downlink bandwidth gain fac-

tors ranging from 2 to 60; (3) real-time user evaahagement ensured by network roundtrip-time redily factors of 4 to



6 and by up-link bandwidth gain factors from 3 @y (4) feasible CPU activity, larger than the RDR keduced by a factor
of 1.5 with respect to the VNC-HEXTILE.

This successful proof of concept of a semantic imeltlia remote display for mobile thin clients opéms way to its inte-
gration into ready-to-use applications, fulfillinge expectations within real-life scenarios: temhimdependence attained
by ISO compliance (both on the client and servae)sibackward compatibility and open source supi@uth overall prop-
erties make it a potential solution for use in datrtualization or distributed collaborative mabi#nvironments. Of course,
this study also requires the user quality of expere to be subjectively assessed: consequentbndirg the ITU-R princi-
ples in so as to specify a subjective test proaethrrthis type of applications is also part of &uture work.

As a final remark, the architecture presented is plaper is not restricted for use with the MPE&cdne description tech-
nologies. Consequently, research perspectives @maeected to interactive multimedia scene-graphnapétion under
bi-directional error-prone network constraints amdhe conceptual and functional synergies to lebéished among related

yet differentde factoandde jurestandards like MPEG-4, Flash and HTML5 [66].

Appendix 1: Application panorama

In practice, the VNC and RDP technological suppartsexploited by a large variety of ready to ysgliaations. While
an exhaustive list of such applications is pradifidmpossible to be done and is also out of thepscof our paper, consider
for instance:

. VNC-based applications: Apple Remote Desktop [€&ndio ThinLinc [68], Chicken [69], ChunkVNC
[70], Crossloop [71], EchoVNC [72], Ericom [73], @&arlan Remote Control [74], NoMachine NX [75], iTAL
[76], KRDC [77], Mac HelpMate [78], N-central [79hoVNC [80], RealVNC [81], RapidSupport [82], Remot
Desktop Manager [83], TigerVNC [84], TightVNC [83JurboVNC[86], UltraVNC [87], X11vnc [88];

. RDP-based applications: AnywhereTS [89], Citrix Xgp [90], CoRD [91], DualDesk [92], Ericom [73],
FreeRDP [93], NoMachine NX [75], KRDC [77], N-cealti{79], rdesktop [94], Remote Desktop Manager [83]
Techinline [95], xrdp [96], XP/VS Server [97].

Moreover, proprietary (undisclosed) remote viewedeghnological support and applications are alsailavie. For in-
stance, TeamViewer [98] exploits NAT (Network AdsseTranslation) for establishing a connection, thase the RFB
(VNC) and RDP protocols. GoToMyPC [99] exploits tBérix ICA (Independent Computing Architecture)oprietary
protocol, but also supports VNC (RFB) and RDP. RiyPC [100] exploits its proprietary protocol, witlit exposing any
specification detail. Oracle and Sun Microsysterfisrovirtual Desktop Infrastructure (VDI) [101] sdion based on the

proprietary ALP — protocol (Appliance Link ProtofoUnfortunately, all these solutions are not of@mresearch (undis-



closed specification) and development (no sourae);cconsequently, they cannot be objectively bararked in our re-
search study.

All these applications may provide additional levef functionalities, like built-in encryption, éltransfer, audio support,
multiple sessions, seamless window, NAT pass-thrpla/6 support, video or 3D. The study, reportedhe present pa-
per, is placed at the technological support legehsequently, the actual application peculiaritiélé not be further dis-

cussed.

Appendix 2. Semantic content management

When trying to optimize content transmission froanver towards mobile thin clients, three directiaas be exploited:
visual content re-usagelient memory contrahndnetwork adaptability

Regardless its type (text editing, www browsing, eagh X Application can periodically generate idsaitvisual content
Such a case does not only occur when refreshingdteen but also when dealing with some fixed it¢frequent let-
ters/words typing, icons or menus displayiaty;) or with repeated user actions (mouse over, ogere etc). Consequent-
ly, significant bandwidth reduction &priori likely to be obtained by reusing that content cliseon the client side, instead
of resending it through the network. However, idasrto take practical advantage of this concepbolfor automatically
detecting the repetition of the visual content fordts particular management should be provided.

The thinclient memoryis limited by its hardware resources. While cohteruse would suppose, as a limit case, the cach-
ing of all the visual content previously generaitec session, the limited memory resources reqaragchanism for dy-
namically adjusting the cached information. Sevérglementation choices are available, from a fitiede window to
more elaborated decisions based on actual frequeEnesage or on the content semantic.

For mobile clients, the network connection is prtmelynamic changes (bandwidth variation, randorarsretc). More-
over, the mobile user might also want to switchtdreninal during a work sessioe.¢.from a smartphone to a tablet). Con-
sequently, the encoding parameters should be irealddapted to the client/network conditions. Utfoately, the nowa-
days MPEG-4 scene representation technologies tiprogide a direct solution to this issue. Moregwbe flexibility re-
quirement set on thEompression & Transmissidmock forced us to map this functionality to t8eene-graph Manager
level.

In the sequel, a functional solution jointly addieg the three above-mentioned aspects is illestr&tr the particular

case of image content by the flowchart in Figure 13
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Figure 13. Flowchart for image management.

The scene updating starts by detecting an imagergtsd by the application and by reading some eateretwork/client
parameters. The image, its semantic information thednetwork/client parameters are combined sm asstablish some
encoding parameters.@.a low bandwidth and a low-resolution display wolddd to a low quality factor for a JPEG com-
pression).

Then, the existence of this image in the scenehgimphecked. This task is achieved by computimgMd5 hash of the
image and by searching it into a list containing Hashes of all images already used in the scapigAccording to the
way in which this list is organized (from a simglash record to more sophisticated relations betwash, its usage, its

time stampetc) different functionalities can be provided bystimodule.



In the case when the image already exists in thres@ simple reference (pointer) to the correspgnichage is created.
Otherwise, the hash record list is updated andhélve image with its encoding parameters are placedniew node (or, in
several nodes) in the scene-graph.

As a side effect of this mechanism, the memoryueses required by the client are increased. Hefoceghin clients, the
image reusing should be restricted in time. In ioplementation, we combined some temporal and apetiormation
about the cached images: assuming some images stéme are not visibled. they are covered by other visual elements)
for more thanr seconds (in the experiments=180 seconds), they are removed from the scene anldattte record list is
updated accordingly. Of course, different decigiwaking rules can be implemented here: while diyeatpacting the sys-
tem performances, they would not affect the archite@ generality.

Finally, the BiIFS/LASeR scene is updated so aske into account these changes: adding a new imagjater to an im-

age and remove some old images.

List of abbreviations

AAD Absolute Average Difference

AJAX HttpRequest Asynchronous JavaScript And XMLpidgText Transfer Protocol Request
ALP Appliance Link Protocol

AVC Advanced Video Coding

BiFS Binary Format for Scene

CPU Central Processing Unit

CQ Correlation Quality

ECMA European Computer Manufacturer Association
FLV FLash Video

GDI Graphical Device Interface

HTML HyperText Markup Language

IF Image Fidelity

I/O Input / Output

i0S iPhone Operating System

ISO International Organization for Standardization
LASeR Lightweight Application Scene Representation

Mac OS Apple Operating System



MPEG Moving Picture Expert Group

NCC Normalized Cross-Correlation

os Operating System

PC Personal Computer

PDA Personal Digital Assistant

png Portable Network Graphics

ppm Portable Pixel Map

PSNR Peak Signal-to-Noise Ratio

QoE Quality of Experience

RDP Remote Desktop Protocol

RFB Remote FrameBuffer

RIM Research In Motion

RTP Real-time Transport Protocol
RTSP Real Time Streaming Protocol
SC Structural Content

SMIL Synchronized Multimedia Integration Language
SVG Scalable Vector Graphics

SWF ShockWave Flash

TCP Transmission Control Protocol
UDP User Datagram Protocol

VDI Virtual Desktop Interface

VM Virtual Machine

VNC Virtual Network Computing

VRML Virtual Reality Modeling Language
Wi-Fi Wireless Fidelity

XHTML eXtensible HyperText Markup Language
XML eXtensible Markup Language

XMT eXtensible MPEG-4 Textual
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