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Abstract

It is well-known that the reproducing kernel of the space of spherical harmonics of fixed homo-
geneity is given by a Gegenbauer polynomial. By going over to complex variables and restricting to
suitable bihomogeneous subspaces, one obtains a reproducing kernel expressed as a Jacobi polynomial,
which leads to Koornwinder’s celebrated result on the addition formula.

In the present paper, the space of Hermitian monogenics, which is the space of polynomial bi-
homogeneous null-solutions of a set of two complex conjugated Dirac operators, is considered. The
reproducing kernel for this space is obtained and expressed in terms of sums of Jacobi polynomials.
This is achieved through use of the underlying Lie superalgebra sl(1|2), combined with the equiva-
lence between the L2 inner product on the unit sphere and the Fischer inner product. The latter also
leads to a new proof in the standard Dirac case related to the Lie superalgebra osp(1|2).

Keywords: reproducing kernels, Gegenbauer polynomials, Jacobi polynomials, spherical harmonics,
Dirac operator, Clifford analysis
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1 Introduction

Various dual pairs in the sense of Howe can be obtained in explicit realizations through the study of sets
of differential operators of Laplace or Dirac type. In this paper we are concerned with four such dual
pairs:

• the real Laplace operator governed by sl(2)×O(m), and its Dirac refinement osp(1|2)× Spin(m),

• the complex Laplace operator governed by gl(2)× U(n), and its Dirac refinement sl(1|2)× U(n).

In all these cases, a crucial role is played by spaces of polynomial null-solutions of the relevant differential
operators. For sl(2)×O(m) they constitute e.g. the well-known spaces of spherical harmonics.

The four situations mentioned above are intimately connected with the theory of orthogonal poly-
nomials, which appear in the explicit expressions for the reproducing kernels of the related spaces of
polynomial null-solutions. In the case of spherical harmonics, they are expressed as a single Gegenbauer
polynomial [1]. When going over to complex variables and considering bihomogeneous complex harmonics
related to gl(2) × U(n) the resulting Jacobi polynomial follows from Koornwinder’s celebrated addition
formula [15].
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While those two cases settle the situation for the Laplace operator, everything becomes quite a bit
more complicated when considering Dirac operators instead. For the standard Euclidean Dirac operator,
governed by the dual pair osp(1|2)× Spin(m), the reproducing kernel of the space of so-called spherical
monogenics, i.e. homogeneous null-solutions of the Dirac operator, is known as a suitable sum of two
Gegenbauers, see e.g. [11] or [10]. However, when performing a complex splitting of the Dirac operator,
new interesting spaces of Hermitian monogenics, i.e. bihomogeneous null-solutions in the kernel of both
Dirac operators, appear. It is the aim of the present paper to determine the reproducing kernels for these
spaces, and to express them in terms of Jacobi polynomials as in the Koornwinder case.

This will be achieved in two steps. First, we will develop a new way to determine the reproducing
kernel in the case of the Euclidean Dirac operator (see Theorem 3.2 and Theorem 3.3). Subsequently
this method is adapted to the complex setting, thus leading to our two main results Theorem 4.1 and
Theorem 4.2.

The main technical tools that we use to obtain these results are the (anti)commutation relations
provided by the Lie superalgebra generated by the relevant differential operators, the equivalence between
the L2 inner product and the Fischer inner product [14, 16], as well as intricate use of various Jacobi
polynomial identities.

For a summary of our main results and a comparison of the four different cases, we refer the reader
to Table 1.

The paper is organized as follows. In Section 2 we summarize the main results on polynomial null-
solutions of Laplace type operators and state the main properties of Jacobi and Gegenbauer polynomials
we will use in the rest of the paper. In Section 3 we treat the case of the Euclidean Dirac operator, to
develop our new method. Finally, in Section 4 we treat the case of the two complex conjugated Dirac
operators.

2 Preliminaries

2.1 Spherical harmonics

We consider functions defined on Rm with values in C. On Rm we have the standard Euclidean inner
product 〈x, y〉 =

∑m
j=1 xjyj. The norm of a vector is denoted by |x| =

√
〈x, x〉. Using a multi-index

notation, a monomial in x = (x1, · · · , xm) can be written as xA = xα1

1 xα2

2 · · ·xαm
m for an index vector

A = [α1, · · · , αm] ∈ N
m with length |A| = α1 + · · ·+ αm. The space of polynomials of degree k is then

Πk =
{
Q(x) : Q(x) =

∑

|α|≤k

cαx
α
}
,

where the sum runs over all possible index vectors α with length at most k and the coefficients cα are
complex numbers. On Πk we can define an inner product

〈P,Q〉∂ = [P (∂)Q(x)]x=0,

the so-called Fischer inner product, see [14, 9, 16]. Here P (∂) is the complex conjugate of the operator
obtained by substituting the partial derivative ∂xj

for every variable xj in P (x). Note that in the literature
the complex conjugation is sometimes applied to the second argument of this inner product. Here we
have chosen this definition to keep it coherent with sections 3 and 4.

A polynomial P (x) is called homogeneous of degree k if it holds for every x ∈ Rm that P (x) =
|x|kP ( x

|x|), where
x
|x| ∈ Sm−1 is the restriction of x to the (m− 1)-dimensional unit sphere Sm−1 = {x ∈

Rm : |x| = 1}. The homogeneous polynomials of degree k are the eigenfunctions of the Euler operator
E =

∑m
j=1 xj∂xj

with eigenvalue k. Therefore, the space of homogeneous polynomials of degree k is
defined as

Pk =
{
P (x) : EP (x) = kP (x)

}
.

It can easily be verified that 〈·, ·〉∂ is indeed an inner product as shown in [9]. The orthogonality of the
spaces Pk with respect to 〈·, ·〉∂ , that is 〈P,Q〉∂ = 0 with P (x) ∈ Pk and Q(x) ∈ Pl for k 6= l, follows
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immediately.
For each of the spaces Pk there exists a unique reproducing kernel with respect to the Fischer inner

product. This kernel is given by Zm
k (x, y) = 〈x,y〉k

k! and satisfies

〈Zm
k (·, y), Pl(·)〉∂ = δklPl(y),

for any Pl ∈ Pl. On the space of polynomials Πk these kernels therefore work as projections onto the
homogeneous spaces Pj , viz. for a polynomial Q(x) =

∑k
j=0 Pj(x) of degree k with Pj ∈ Pj we have that

〈Zm
j (·, y), Q(·)〉∂ = Pj(y).

The space of k-homogeneous polynomials that are also harmonic, that is null-solutions of the Laplace
operator ∆ =

∑m
j=1 ∂

2
xj
, is denoted by

Hk =
{
P (x) ∈ Pk : ∆P (x) = 0

}
.

The restriction of such a homogeneous, harmonic polynomial to the unit sphere Sm−1 is called a spherical
harmonic. However, because every homogeneous polynomial is uniquely defined by its values on the
sphere we will also call Hk the space of spherical harmonics of degree k.

As a result of the fact that every k-homogeneous polynomial Pk ∈ Pk can be decomposed as Pk(x) =
Hk(x) + |x|2Qk−2(x), with Hk ∈ Hk being a spherical harmonic and Qk−2 ∈ Pk−2 a homogeneous
polynomial of lower degree (see also [9, 14, 16]), we have the Fischer decomposition

Pk =

⌊ k
2
⌋⊕

j=0

|x|2jHk−2j . (1)

This result states that every polynomial can be described in terms of spherical harmonics, which is the
higher dimensional analogue of the theory of Fourier series in two dimensions. As in the case m = 2
spherical harmonics of different degrees are also orthogonal with respect to another inner product on Πk,
the L2 inner product on the sphere

〈P,Q〉Sm−1 =
1

ωm−1

∫

Sm−1

P (x)Q(x)dσ(x),

where dσ(x) is the spherical measure and ωm−1 = 2π
m
2 /Γ(m2 ) the surface of the (m − 1) dimensional

unit sphere. Note that as for the Fischer inner product we apply the complex conjugation on the first
argument. It was shown in [9] that these two inner products are proportional for a spherical harmonic
and a homogeneous polynomial of the same degree. The precise statement is as follows.

Theorem 2.1. For a spherical harmonic Hk ∈ Hk and a homogeneous polynomial Pk ∈ Pk it holds that

2k
(m
2

)

k
〈Hk, Pk〉Sm−1 = 〈Hk, Pk〉∂ .

Moreover for two spherical harmonics of arbitrary order Hk ∈ Hk and Ql ∈ Hl, with k 6= l, one has that

2k
(m
2

)

k
〈Hk, Ql〉Sm−1 = 〈Hk, Ql〉∂ = 0.

Here
(
m
2

)
k
= m

2 (
m
2 + 1) · · · (m2 + k − 1) denotes the Pochhammer symbol.

As for the space of homogeneous polynomials Pk there also exits a unique reproducing kernel on the
space of spherical harmonics Hk. In [17] this kernel was called the zonal harmonic of degree k.

Theorem 2.2. For any Hl ∈ Hl it holds that

〈Km
k (·, y), Hl(·)〉Sm−1 = δklHl(y),

3



with the reproducing kernel

Km
k (x, y) =

k + µ

µ
|x|k|y|kCµ

k (t),

where µ = m
2 − 1, t = 〈x,y〉

|x||y| and Cµ
k (t) the Gegenbauer polynomial of degree k and order µ.

Note that the spherical variable t = 〈x,y〉
|x||y| = cos(φ) is just the cosine of the angle between the vectors

x and y. On the sphere the kernel Km
k ( x

|x| ,
y
|y|) = µ+k

µ
Cµ

k (t) only depends on this spherical variable,

hence the term zonal in [17].

2.2 Complex harmonic analysis

If the vector space Rm is of even dimension, i.e. m = 2n, a complex structure can be applied to identify
R2n with the complex vector space Cn. A complex vector z = (z1, · · · , zn) ∈ Cn then has complex
coordinates zj = xj + ixn+j . The complex conjugation is denoted by z̄j = xj − ixn+j and the Hermitian
inner product between two complex vectors is 〈z, u〉 =

∑n
j=1 zj ūj . The partial differential operators are

given by

∂zj =
1

2
(∂xj

− i∂xn+j
),

∂̄zj =
1

2
(∂xj

+ i∂xn+j
).

Note that we denote a function that depends on the complex vectors z and z̄, and hence on x, by f(z)
rather than f(z, z̄) to simplify notations. A function f(z) will thus not in general be holomorphic.
It is now possible to split the Euler operator E into two complex Euler operators

Ez =

n∑

j=1

zj∂zj ,

Ez̄ =

n∑

j=1

z̄j ∂̄zj .

It is easily verified that Ez + Ez̄ = E allowing us to refine the notion of a k-homogeneous polynomial
to a (bi-)homogeneous polynomial of degree (p, q) with p + q = k. The space of (p, q)-homogeneous
polynomials is defined as

Pp,q = {P (z)|EzP (z) = pP (z),Ez̄P (z) = qP (z)}.

The space of k-homogeneous polynomials can then be understood as a direct sum of these (p, q)-
homogeneous spaces, hence

Pk =
k⊕

j=0

Pj,k−j .

The Fischer inner product defined on Πk can now be written as

〈P,Q〉∂ = [P (∂)Q(z)]z=0,

where the operator polynomial P (∂) is obtained by substituting 2∂̄zj = ∂xj
+ i∂xn+j

for every zj and
2∂zj = ∂xj

− i∂xn+j
for every z̄j in P (z). As on Pk there is also a reproducing kernel on the space Pp,q

with respect to 〈·, ·〉∂ . This kernel is given by Zn
p,q(z, u) =

〈z,u〉p〈z,u〉
q

p!q! and satisfies

〈Zn
p,q(·, u), Ps,t(·)〉∂ = δpsδqtPs,t(u),
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for any bihomogeneous polynomial Ps,t ∈ Ps,t. On the space of polynomials of degree k these kernels act
as projections onto its subspaces Ps,t. For a polynomial Q(z) =

∑p
s=0

∑q
t=0 Ps,t(z) of degree k = p+ q

with Ps,t ∈ Ps,t we have that

〈Zn
s,t(·, u), Q(·)〉∂ = Ps,t(u).

The Laplace operator can be written in terms of the complex partial derivatives as ∆ = 4
∑n

j=1 ∂zj ∂̄zj .
The space of spherical harmonics of order (p, q) is then defined as the space of (p, q)-homogeneous poly-
nomials that are in the kernel of ∆, hence

Hp,q = {H(z)|H(z) ∈ Pp,q,∆H(z) = 0}.

The reproducing kernel on Hp,q with respect to the spherical inner product

〈f, g〉S2n−1 =
1

ω2n−1

∫

S2n−1

f(z)g(z)dσ(z)

was derived by Koornwinder in [15] in the context of establishing the addition formula for Jacobi poly-
nomials. We summarize his result in he following theorem. The reader may also consult [3] for a more
recent treatment.

Theorem 2.3. For any Hs,t ∈ Hs,t it holds that

〈Kn
p,q(·, u), Hs,t(·)〉S2n−1 = δpsδqtHs,t(u)

with the reproducing kernel given by

Kn
p,q(z, u) = cp,q〈z, u〉

p−q〈z, z〉q〈u, u〉qP ν,p−q
q (2s− 1),

where p ≥ q, cp,q =
ν+1+p+q

ν+1 , ν = n− 2, the angular variable s = 〈z,u〉〈z,u〉
〈z,z〉〈u,u〉 and P ν,p−q

q (2s− 1) the Jacobi

polynomial of degree q and parameters ν and p− q.

2.3 Jacobi and Gegenbauer polynomials

Jacobi polynomials are a class of polynomials that are orthogonal with respect to the weight function
(1 − x)a(1 + x)b on the interval [−1, 1]. The Jacobi polynomial P a,b

k (x) of degree k with parameters
a, b ∈ R, a, b > −1 is given by

P a,b
k (x) =

Γ(a+ k + 1)

k!Γ(a+ b+ k + 1)

k∑

j=0

(
k

j

)
Γ(a+ b+ k + j + 1)

Γ(a+ j + 1)

(x− 1

2

)j

.

As orthogonal polynomials they satisfy certain contiguous relations. The classic recurrence relations of
the Jacobi polynomials P a,b

k (x) and the relation with their derivatives can be found in [2, 18] and are
given by

Lemma 2.1. For a, b ∈ R, a, b > −1 and k ∈ N one has

P a+1,b
k+1 (x) − P a,b+1

k+1 (x) = P a+1,b+1
k (x) (2)

(1 − x)P a+1,b
k (x) + (1 + x)P a,b+1

k (x) = 2P a,b
k (x) (3)

(k + a+ b+ 2)P a,b+1
k+1 (x) + (k + a+ 1)P a,b+1

k (x) = (2k + a+ b+ 3)P a,b
k+1(x) (4)

P a+1,b
k (x) =

Γ(k + b+ 1)

Γ(k + a+ b+ 2)

k∑

j=0

(2j + a+ b+ 1)
Γ(j + a+ b+ 1)

Γ(j + b+ 1)
P a,b
j (x). (5)

The derivative of a Jacobi polynomial is again a Jacobi polynomial, namely

(
P a,b
k (x)

)′

(x) =
1

2
(k + a+ b+ 1)P a+1,b+1

k−1 (x). (6)

5



If one considers special cases of Jacobi polynomials more relations can be found. Important for us is
the following case and the resulting recurrence relations.

Lemma 2.2. For p, q, n ∈ N, n ≥ 2 and p > q it holds that

(p− q)Pn−2,p−q
q+1 (x) + 2s

(
Pn−2,p−q
q+1 (x)

)′

= (p+ 1)Pn−1,p−q−1
q+1 (x) (7)

(q + 1)Pn−2,p−q
q+1 (x) − 2s

(
Pn−2,p−q
q+1 (x)

)′

= −(p+ 1)Pn−1,p−q
q (x) (8)

(
n− 1 + p

p

)
Pn−1,p−q
q (x) =

q∑

j=0

κp−j,q−jP
n−2,p−q
q−j (x), (9)

with κp−j,q−j =
n−1+p+q−2j

n−1

(
n−2+p−j

p−j

)
and x = 2s− 1.

Proof. To prove equation (7) one uses the derivative relation (6) and 2s = x+ 1, hence

(p− q)Pn−2,p−q
q+1 (x) + 2s

(
Pn−2,p−q
q+1 (x)

)′

= (p− q)Pn−2,p−q
q+1 (x) +

1

2
(x+ 1)(n+ p)Pn−1,p−q+1

q .

Splitting the last term according to (2) gives

(p− q)Pn−2,p−q
q+1 (x) + 2s

(
Pn−2,p−q
q+1 (x)

)′

= (p− q)Pn−2,p−q
q+1 (x) +

1

2
(x+ 1)(n+ p)

(
Pn−1,p−q
q+1 (x) − Pn−2,p−q+1

q+1 (x)
)

= (p− q)Pn−2,p−q
q+1 (x) +

1

2
(x+ 1)(n+ p)Pn−1,p−q

q+1 (x)

−
1

2
(n+ p)

(
2Pn−2,p−q

q+1 (x)− (1 − x)Pn−1,p−q
q+1 (x)

)

= (p− q)Pn−2,p−q
q+1 (x)− (n+ p)

(
Pn−2,p−q
q+1 (x)− Pn−1,p−q

q+1 (x)
)
,

where equation (3) was used in the second step. When replacing (n + p)Pn−1,p−q
q+1 (x) with respect to

property (4) one gets

(p− q)Pn−2,p−q
q+1 (x) + 2s

(
Pn−2,p−q
q+1 (x)

)′

= −(n+ q)Pn−2,p−q
q+1 (x) + (n+ p+ q + 1)Pn−1,p−q−1

q+1 (x)

− (n+ q)Pn−1,p−q
q (x)

= −(n+ q)
(
Pn−2,p−q
q+1 (x) + Pn−1,p−q

q (x)
)
+ (n+ p+ q + 1)Pn−1,p−q−1

q+1 (x).

The result is obtained by applying relation (2), hence

(p− q)Pn−2,p−q
q+1 (x) + 2s

(
Pn−2,p−q
q+1 (x)

)′

= −(n+ q)Pn−1,p−q−1
q+1 (x) + (n+ p+ q + 1)Pn−1,p−q−1

q+1 (x)

= (p+ 1)Pn−1,p−q−1
q+1 (x).

To show that relation (8) holds we add (p− q)Pn−2,p−q
q+1 (x) + 2s

(
Pn−2,p−q
q+1 (x)

)′

− (p+ 1)Pn−1,p−q−1
q+1 (x)

which equals 0 due to (7), hence

(q + 1)Pn−2,p−q
q+1 (x)− 2s

(
Pn−2,p−q
q+1 (x)

)′

= (q + 1)Pn−2,p−q
q+1 (x) − 2s

(
Pn−2,p−q
q+1 (x)

)′

+ (p− q)Pn−2,p−q
q+1 (x) + 2s

(
Pn−2,p−q
q+1 (x)

)′

− (p+ 1)Pn−1,p−q−1
q+1 (x)

= (q + 1)Pn−2,p−q
q+1 (x) + (p− q)Pn−2,p−q

q+1 (x) − (p+ 1)Pn−1,p−q−1
q+1 (x)

= −(p+ 1)
(
Pn−1,p−q−1
q+1 (x) − Pn−2,p−q

q+1 (x)
)

= −(p+ 1)Pn−1,p−q
q (x),

where we used relation (2) in the last step.
Property (9) follows from (5) by taking into account that Γ(N + 1) = N ! for N ∈ N.
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Remark 2.1. Note that the recurrence formulas (2), (3) and (4) of Lemma 2.1 as well as (7) and (8)

of Lemma 2.2 also hold formally for k = −1 and q = −1 respectively by identifying P a,b
−1 (x) with 0.

The Gegenbauer polynomials are special cases of the Jacobi polynomials. For a real parameter µ > − 1
2

they can be written as

Cµ
k (x) =

(
2µ

)
k(

µ+ 1
2

)
k

P
µ− 1

2
,µ− 1

2

k (x).

The Gegenbauer polynomial of degree k and parameter µ ∈ R, µ > − 1
2 is given explicitly by

Cµ
k (x) =

⌊ k
2
⌋∑

j=0

(−1)j
Γ(k − j + µ)

Γ(µ)j!(k − 2j)!
(2x)k−2j .

The classic recurrence relations of the Gegenbauer polynomials (cf. [18]) are given in the following lemma.

Lemma 2.3. For Gegenbauer polynomials of degree k ∈ N and parameter µ ∈ R, µ > − 1
2 it holds that

kCµ
k (t) = 2(k + µ− 1)tCµ

k−1(t)− (k + 2µ− 2)Cµ
k−2(t) (10)

(k + µ)Cµ
k (t) = µ

(
Cµ+1

k (t)− Cµ+1
k−2 (t)

)
, (11)

4µ(µ+ k + 1)(1− t2)Cµ+1
k = (k + 2µ)(k + 2µ+ 1)Cµ

k − (k + 1)(k + 2)Cµ
k+2. (12)

As for the Jacobi polynomials we have that the derivative of a Gegenbauer polynomial is again a
Gegenbauer polynomial.

Lemma 2.4. The derivative of a Gegenbauer polynomial Cµ
k (t) is given by

(
Cµ

k (t)
)′

= 2µCµ+1
k−1 (t). (13)

For computations involving Gegenbauer polynomials we will use an additional relation.

Lemma 2.5. For a Gegenbauer polynomial Cµ
k (t) we have that

kCµ
k (t)− t

(
Cµ

k (t)
)′

= −2µCµ+1
k−2 (t). (14)

Proof. Using the derivative relation (13) gives

kCµ
k − t

(
Cµ

k

)′

= kCµ
k − 2µtCµ+1

k−1

= kCµ
k − µ

( k

k + µ
Cµ+1

k +
k + 2µ

k + µ
Cµ+1

k−2

)

= kCµ
k − k

µ

k + µ

(
Cµ+1

k − Cµ+1
k−2

)
− 2µCµ+1

k−2 ,

where also the recurrence relation (10) was used in the second step. When applying equation (11) we get

kCµ
k − t

(
Cµ

k

)′

= kCµ
k − kCµ

k − 2µCµ+1
k−2 = −2µCµ+1

k−2 .
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3 Spherical monogenics

3.1 Euclidean Clifford analysis

Starting from the real vector space Rm with orthonormal basis {e1, · · · , em} the Clifford algebra Cℓm can
be constructed. The (non-commutative) algebraic multiplication follows the rules

ejek + ekej = −2δjk j, k = 1, · · · ,m.

Elements X ∈ Cℓm can be written in the form

X =
∑

A

eAXA,

with XA ∈ C. Summation runs over all possible ordered index sets A = {aj}
k
j=1, 1 ≤ a1 < · · · < ak ≤ m,

and eA denotes the k-vector eA = ea1
· · · eak

.
For |A| = 1 the Clifford numbers

¯
x =

m∑

j=1

ejxj

correspond to the vectors of Rm. The product of two such Clifford vectors can be written as a sum of a
scalar and a bivector, that is

¯
x
¯
y =

( m∑

j=1

ejxj

)( m∑

k=1

ekyk

)
=

∑

j<k

ejek(xjyk − xkyj)−

m∑

j=1

xjyj =
¯
x ∧

¯
y − 〈x, y〉,

splitting the algebraic product into a wedge and a dot product. The dual of a Clifford vector takes the
form

∂
¯
x =

m∑

j=1

ej∂xj
,

which is called the Dirac operator. A null-solution of this operator, i.e. a differentiable function f :
R

m → Cℓm satisfying ∂
¯
xf(x) = 0, is called (left-)monogenic. Because the Laplace operator ∆ = −∂2

¯
x is

factorized by this Dirac operator, the theory of monogenic functions, which is called (Euclidean) Clifford
analysis, can be considered a refinement of harmonic analysis. An introduction to this function theory
can be found in [6] and [11].

Note that ∂
¯
x can also act from the right on a function, in the sense that

(
f(x)∂

¯
x

)
=

m∑

j=1

(
∂xj

f(x)
)
ej .

The operators
¯
x and ∂

¯
x are invariant under the spin group Spin(m). Satisfying the (anti-commutator)

relation

{
¯
x, ∂

¯
x

}
=

¯
x∂

¯
x + ∂

¯
x
¯
x = −2

(
E+

m

2

)
, (15)

they moreover generate the Lie superalgebra osp(1|2) (see [7]).
By expanding the notation of k-homogeneous polynomials Pk to Cℓm-valued polynomials

P (x) =
∑

A

pAx
A,

with pA ∈ Cℓm and |A| = k, the space of spherical monogenics is defined as follows.
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Definition 3.1. The space of monogenic Cℓm-valued polynomials of homogeneity k, the so-called spherical
monogenics of degree k, is denoted by Mk = {M(x)|M ∈ Pk, ∂

¯
xM(x) = 0}.

An important property of these spaces is the refinement of the Fischer decomposition (1), as any
spherical harmonic allows for the decomposition

Hk ⊗ Cℓm = Mk ⊕
¯
xMk−1, (16)

see e.g. [8]. As spherical monogenics are also harmonic they are a special case of spherical harmonics
and therefore orthogonal with respect to the Cℓm-valued inner product on the sphere

〈P,Q〉Sm−1 =
1

ωm−1

∫

Sm−1

P (x)†Q(x)dσ.

The Clifford conjugation P (x)† =
∑
A

e†ApA(x) satisfies

e†j = −ej

(XY )† = Y †X†,

for Clifford numbers X,Y ∈ Cℓm. One may equally define a Cℓm-valued Fischer inner product on Pk,
that is

〈P,Q〉∂ = [P (∂)†Q(x)]x=0,

where P (∂) =
∑

A pA∂
a1
x1

· · · ∂am
xm

denotes the operator polynomial that is obtained by replacing xj with
the derivative ∂xj

in P (x). When comparing these two products one has the same proportionality as
before.

Theorem 3.1. For a homogeneous polynomial P ∈ Pk and a spherical harmonic Q ∈ Hk it holds that

〈P,Q〉∂ = 2k
(m
2

)

k
〈P,Q〉Sm−1 .

Moreover for two spherical harmonics of arbitrary order Hk ∈ Hk and Ql ∈ Hl, with k 6= l, one has that

2k
(m
2

)

k
〈Hk, Ql〉Sm−1 = 〈Hk, Ql〉∂ = 0.

Using the Fischer inner product it is possible to show the duality of the vector
¯
x and the Dirac operator

∂
¯
x.

Lemma 3.1. On the space of Cℓm-valued polynomials P it holds that

〈∂
¯
xP,Q〉∂ = −〈P,

¯
xQ〉∂ .

Proof. Because of linearity it is sufficient to consider a monomial P (x) = eAx
α1

1 · · ·xαm
m ∈ Pk+1 with

α1 + · · ·+ αm = k + 1 and an arbitrary k-homogeneous polynomial Q(x) ∈ Pk, hence

〈P,
¯
xQ〉∂ =

[
P (∂)†

(
¯
xQ(x)

)]

x=0

=
[
e†A∂

α1

x1
· · ·∂αm

xm

( m∑

j=1

ejxjQ(x)
)]

x=0

=
[
e†A

m∑

j=1

∂α1

x1
· · · ∂αj−1

xj
· · · ∂αm

xm

(
αjejQ(x)

)]

x=0
+
[
e†A¯

x
(
∂α1

x1
· · · ∂αm

xm
Q(x)

)]

x=0
,

9



where the last term vanishes and the first term is exactly the Fischer dual of ∂†

¯
xP (x), that is

P (x)†∂
¯
x = e†A

m∑

j=1

(xα1

1 · · ·x
αj

j · · ·xαm
m )ej∂xj

= e†A

m∑

j=1

(xα1

1 · · ·x
αj−1
j · · ·xαm

m )αjej,

acting on Q(x), and hence

〈P,
¯
xQ〉∂ = 〈∂†

¯
xP,Q〉∂ = −〈∂

¯
xP,Q〉∂ .

3.2 Reproducing kernel

As for the space of spherical harmonics of order k there is also a reproducing kernel for spherical mono-
genics. This kernel K̃m

k (x, y) can be obtained (up to a constant) by letting two Dirac operators with
respect to

¯
x and

¯
y act on the reproducing kernel of spherical harmonics Km

k+1(x, y) from the left and
right respectively. We start with the following lemma.

Lemma 3.2. The action of the Dirac operator ∂
¯
x on the spherical variable t = 〈x,y〉

|x||y| is

∂
¯
xt =

¯
y

1

|x||y|
−
¯
x

t

|x|2
.

The proof of the lemma follows after some computation from the chain rule. Now we can compute
the action of the two Dirac operators on the harmonic kernel Km

k+1 in two steps, beginning with ∂
¯
x which

results in a vector-valued function.

Lemma 3.3. Letting ∂
¯
x act on the harmonic kernel gives

∂
¯
x(K

m
k+1) = (m+ 2k)(

¯
y|x|k|y|kCµ+1

k (t)−
¯
x|x|k−1|y|k+1Cµ+1

k−1 (t)).

Proof. When applying the Dirac operator ∂
¯
x to Km

k+1(x, y) we get

∂
¯
x(K

m
k+1(x, y)) = ∂

¯
x

(µ+ k + 1

µ
|x|k+1|y|k+1Cµ

k+1(t)
)

=
µ+ k + 1

µ

(
¯
x|x|k−1|y|k+1(k + 1)Cµ

k+1(t) + |x|k+1|y|k+1
(

¯
y

1

|x||y|
−
¯
x

t

|x|2

)(
Cµ

k+1(t)
)′)

,

where we used Lemma 3.2. Collecting the terms with respect to the vectors
¯
x and

¯
y yields

∂
¯
x(K

m
k+1(x, y)) =

µ+ k + 1

µ

(
¯
x|x|k−1|y|k+1

(
(k + 1)Cµ

k+1(t)− t
(
Cµ

k+1(t)
)′)

+
¯
y|x|k|y|k

(
Cµ

k+1(t)
)′)

,

where we can apply the relations (13) and (14) to get the result.

In the second step we apply ∂
¯
y from the right to the result of the previous lemma, resulting in a sum

of a scalar and a bivector.

Theorem 3.2. The action of two Dirac operators on the reproducing kernel Km
k+1(x, y) of spherical

harmonics yields

∂
¯
xK

m
k+1(x, y)∂

¯
y

= −(m+ 2k)2
(2µ+ k

2µ
|x|k|y|kCµ

k (t) + ¯
x ∧

¯
y|x|k−1|y|k−1Cµ+1

k−1 (t)
)
.

10



Proof. Letting ∂
¯
y act from the right to the first term of Lemma 3.3 gives

(
¯
y|x|k|y|kCµ+1

k )∂
¯
y = −m|x|k|y|kCµ+1

k +
¯
y
¯
y|x|k|y|k−2kCµ+1

k +
¯
y|x|k|y|k

(
¯
x

1

|x||y|
−
¯
y

t

|y|2

)(
Cµ+1

k

)′
,

where we used Lemma 3.2 for the Dirac operator with respect to
¯
y. Collecting the terms with respect to

the scalar and bivector part yields

(
¯
y|x|k|y|kCµ+1

k )∂
¯
y = −(m+ k)|x|k|y|kCµ+1

k − 2(µ+ 1)
¯
x ∧

¯
y|x|k−1|y|k−1Cµ+2

k−1 . (17)

For the action of ∂
¯
y on the second term of Lemma 3.3 we get

−(
¯
x|x|k−1|y|k+1Cµ+1

k−1 )∂
¯
y = −

¯
x
¯
y|x|k−1|y|k−1(k + 1)Cµ+1

k−1 −
¯
x|x|k−1|y|k+1

(
¯
x

1

|x||y|
−
¯
y

t

|y|2

)(
Cµ+1

k−1 )
′.

Collecting again with respect to the scalar and bivector part results in

−(
¯
x|x|k−1|y|k+1Cµ+1

k−1 )∂
¯
y =−

¯
x ∧

¯
y|x|k−1|y|k−1

(
(k + 1)Cµ+1

k−1 − t
(
Cµ+1

k−1

)′)

+ |x|k|y|k
(
2(µ+ 1)(1− t2)Cµ+2

k−2 + t(k + 1)Cµ+1
k−1

)

=−
¯
x ∧

¯
y|x|k−1|y|k−1

(
2Cµ+1

k−1 − 2(µ+ 1)Cµ+2
k−3

)
(18)

+ |x|k|y|k
( (k + 2µ)(k + 2µ+ 1)

2(k + µ)
Cµ+1

k−2 −
(k − 1)k

2(k + µ)
Cµ+1

k +
k + 1

2µ
t
(
Cµ

k )
′
)
,

where we used relation (14) on the bivector part and relations (12) and (13) on the scalar part. By
combining equations (17) and (18) we get

∂
¯
x(K

m
k+1)∂

¯
y = (m+ 2k)(

¯
y|x|k|y|kCµ+1

k −
¯
x|x|k−1|y|k+1Cµ+1

k−1 )∂
¯
y

= (m+ 2k)|x|k|y|k
((

−
2(k + µ+ 1)(k + 2µ)

2(k + µ)
−

k(k + 1)

2(k + µ)

)(
Cµ+1

k − Cµ+1
k−2

)

− (k + 1)Cµ+1
k−2 +

k + 1

2µ
t
(
Cµ

k )
′

)

− (m+ 2k)
¯
x ∧

¯
y|x|k−1|y|k−1

(
2Cµ+1

k−1 + 2(µ+ 1)
(
Cµ+2

k−1 − Cµ+2
k−3

))
.

Applying relation (11) on both the scalar and bivector part yields

∂
¯
x(K

m
k+1)∂

¯
y = (m+ 2k)|x|k|y|k

(
−

2(k + µ+ 1)(k + 2µ)

2µ
Cµ

k

− (k + 1)Cµ+1
k−2 −

k + 1

2µ

(
kCµ

k − t
(
Cµ

k )
′
))

− (m+ 2k)
¯
x ∧

¯
y|x|k−1|y|k−12(µ+ k + 1)Cµ+1

k−1 .

The second and third term of the scalar part cancel each other out due to relation (14). By replacing
2(k + µ+ 1) = (m+ 2k) the proof is concluded.

In the following theorem we prove that the result of Theorem 3.2 is indeed (up to a constant) the
reproducing kernel of spherical monogenics.

Theorem 3.3. For any Ml ∈ Ml it holds that

〈K̃m
k (·, y),Ml(·)〉Sm−1 = δklMl(y), (19)

as well as

〈K̃m
k ,

¯
xMl〉Sm−1 = 0 (20)
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with the reproducing kernel

K̃m
k (x, y) = ck∂

¯
xK

m
k+1(x, y)∂

¯
y

=
2µ+ k

2µ
|x|k|y|kCµ

k (t) + (
¯
x ∧

¯
y)|x|k−1|y|k−1Cµ+1

k−1 (t),

where ck = − 1
(m+2k)2 , µ = m

2 − 1 and t = 〈x,y〉
|x||y| .

Proof. For the Fischer inner product of K̃m
k (x, y) and a spherical monogenic Ml(x) ∈ Ml of order l we

have

〈K̃m
k ,Ml〉∂ = 〈ck∂

¯
xK

m
k+1∂

¯
y,Ml〉∂

= ck

[(
∂†

¯
yK

m
k+1(x, y)∂

†

¯
x

)

xj↔∂xj

Ml(x)
]

x=0
.

Because the inner product is with respect to x, the Dirac operator ∂†

¯
y can be pulled out. This leads to

〈K̃m
k ,Ml〉∂ = ck∂

†

¯
y〈(∂

¯
xK

m
k+1),Ml〉∂

= −ck∂
†

¯
y〈K

m
k+1, ¯

xMl〉∂

= ck∂
¯
y〈K

m
k+1, ¯

xMl〉∂ ,

where we made use of the duality of ∂
¯
x and

¯
x (cf. Lemma 3.1). Using Theorem 3.1 we can write this in

terms of the spherical inner product

〈K̃m
k ,Ml〉∂ = −ck2

k+1
(m
2

)

k+1
∂
¯
y〈K

m
k+1, ¯

xMl〉Sm−1 .

For a spherical monogenic Ml(x) of order l the function
¯
xMl(x) is still harmonic and homogeneous of

order l + 1. It therefore is reproduced by the kernel Km
k+1(x, y) for l = k, hence

〈K̃m
k ,Ml〉∂ = ck2

k+1
(m
2

)

k+1
∂
¯
y

(
δkl

¯
yMl(y)

)
.

Now letting the Dirac operator ∂
¯
y act on

¯
yMl(y), using (15), we get

〈K̃m
k ,Ml〉∂ = ck2

k+1
(m
2

)

k+1
δkl

(
−mMl(y)− 2EMl(y)−

¯
y
(
∂
¯
yMl(y)

))

= −ck2
k+1

(m
2

)

k+1
(m+ 2k)δklMl(y),

where the last equality holds due to the monogeneity and homogeneity of Ml(x). For the spherical inner

product of K̃m
k (x, y) and Ml(x) we therefore have, using Theorem 3.1,

〈K̃m
k ,Ml〉Sm−1 = −

1

2k
(

m
2

)

k

ck2
k+1

(m
2

)

k+1
(m+ 2k)δklMl(y)

= −ck(m+ 2k)2δklMl(y),

which completes the proof of (19). For (20) we proceed as follows.

As before we consider the Fischer inner product of K̃m
k and

¯
xMl

〈K̃m
k ,

¯
xMl〉∂ = ck∂

†

¯
y〈∂

¯
xK

m
k+1, ¯

xMl〉∂

= −ck∂
†

¯
y〈∂

¯
x∂

¯
xK

m
k+1,Ml〉∂

= ck∂
†

¯
y〈∆Km

k+1,Ml〉∂

= ck∂
†

¯
y〈0,Ml〉∂ = 0,

12



where we used the duality of
¯
x and ∂

¯
x, the fact that −∆ = ∂2

¯
x and the harmonicity of Km

k+1. The
statement then follows by the proportionality of the Fischer and the spherical inner product as stated in
Theorem 3.1.

Remark 3.1. Note that in [10] the reproducing kernel on Mk is given as

Zk(x, y) =
2µ+ k

2µ
|x|k|y|kCµ

k (t)− (
¯
x ∧

¯
y)|x|k−1|y|k−1Cµ+1

k−1 (t),

with a negative bivector part. The reason for this is the different notation of the reproduction property

1

ωm−1

∫

Sm−1

Zk(x, y)Ml(x)dσ(x) = δklMl(y),

that differs from ours in the conjugation of the first argument. We have indeed that

(
Km

k (x, y)
)†

=
2µ+ k

2µ
|x|k|y|kCµ

k (t) + (
¯
x ∧

¯
y)†|x|k−1|y|k−1Cµ+1

k−1 (t)

=
2µ+ k

2µ
|x|k|y|kCµ

k (t)− (
¯
x ∧

¯
y)|x|k−1|y|k−1Cµ+1

k−1 (t) = Zk(x, y).

4 Spherical h-monogenics

4.1 Hermitian Clifford analysis

Taking the dimension of the underlying vector space to be even, i.e. m = 2n, we now consider the complex
Clifford algebra C2n = Cℓ2n ⊕ iCℓ2n. By applying a complex structure J ∈ SO(2n,R) on the elements
of C2n one generates the so-called Hermitian setting of Clifford analysis, see [4, 5, 7, 8]. Particularly one
chooses J according to its action on the basis vectors e1, · · · , e2n as

J [ej] = −en+j J [en+j ] = ej j = 1, · · · , n.

There are two projection operators 1
2 (1 ± iJ) related to this complex structure. They act on the basis

elements as

fj =
1

2
(1 + iJ)[ej] =

1

2
(ej − ien+j) j = 1, · · · , n

f †
j =−

1

2
(1 − iJ)[en+j] =−

1

2
(ej + ien+j) j = 1, · · · , n.

These new Witt basis elements satisfy the Grassmann identities

fjf
†
k + f †

kfj = δjk j, k = 1, · · · , n

and the duality relations

fjfk + fkfj = f †
j f

†
k + f †

kf
†
j = 0 j, k = 1, · · · , n. (21)

When applying these projection operators on the Clifford vectors
¯
x ∈ Cℓ2n one obtains the Hermitian

Clifford vectors

¯
z =

1

2
(1 + iJ)[

¯
x] =

n∑

j=1

fjzj

as well as their Hermitian conjugated counterparts

¯
z† = −

1

2
(1− iJ)[

¯
x] =

n∑

j=1

f †
j z̄j .
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Similarly to their action on the Clifford vectors one can apply the two projection operators on the Dirac
operator, yielding two new complex conjugated Dirac operators

∂
¯
z = −

1

4
(1 − iJ)[∂

¯
x] =

n∑

j=1

f †
j ∂zj ,

∂†

¯
z =

1

4
(1 + iJ)[∂

¯
x] =

n∑

j=1

fj ∂̄zj .

Simultaneous null-solutions of these two new operators, i.e. C2n-valued functions g(z) such that

∂
¯
zg = 0 = ∂†

¯
zg,

are now called Hermitian (or h-) monogenic functions.

Remark 4.1. Note that the Hermitian vectors
¯
z,

¯
z† and Dirac operators ∂

¯
z, ∂

†

¯
z are nilpotent, that is

¯
z
¯
z =

n∑

j=1

fjzj

n∑

k=1

fkzk =

n∑

j=1

n∑

k=1

(fjfk + fkfj)zjzk = 0,

because of the duality relations (21).

Applying the Hermitian Dirac operator ∂
¯
z from the left to the vector

¯
z results in a constant Clifford

number called β.

β = ∂
¯
z
¯
z =

n∑

j=1

n∑

k=1

f †
j ∂zjfkzk =

n∑

j=1

f †
j fj.

Lemma 4.1. One has the symmetry relations

∂
¯
z
¯
z =

(
¯
z†∂†

¯
z

)
= β,

(
¯
z∂

¯
z

)
= ∂†

¯
z¯
z† = n− β,

the commutator relations

β
¯
z =

¯
z(β − 1), (22)

β
¯
z† =

¯
z†(β + 1)

as well as the property

n∏

j=0

(β − j) = 0. (23)

The operators
¯
z,

¯
z†, ∂

¯
z and ∂†

¯
z are invariant under the action of the unitary group U(n). They satisfy

the (anti-commutator) relations
{
¯
z, ∂

¯
z

}
= Ez + β, (24)

{
¯
z†, ∂†

¯
z

}
= Ez̄ + n− β (25)

and generate the Lie superalgebra sl(1|2) (see [7]).
Denoting with S(j) the space of j-homogenous spinors, we consider the space

P(j)
p,q = Pp,q ⊗ S

(j)

of S(j)-valued homogeneous polynomials of order (p, q) (see [5], [12] for a concrete construction).
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Definition 4.1. The space M
(j)
p,q = {M(z)|M(z) ∈ P

(j)
p,q , ∂

¯
zM(z) = ∂†

¯
zM(z) = 0} of h-monogenic S

(j)-
valued polynomials of homogeneity (p, q) is called the space of spherical h-monogenics.

Similar to spherical monogenics they allow a further refinement of spherical harmonics by means of a
Fischer decomposition (cf. [8]), hence

H(j)
p,q = M(j)

p,q ⊕ ¯
zM

(j−1)
p−1,q ⊕ ¯

z†M
(j+1)
p,q−1 ⊕ (c1

¯
z
¯
z† + c2

¯
z†
¯
z)M

(j)
p−1,q−1,

where c1 = 1
q−1+j

, c2 = 1
p−1+n−j

and H
(j)
p,q = Hp,q ⊗ S(j) is the space of S(j)-valued spherical harmonics.

Like in the Euclidean setting we have the L2 inner product

〈P,Q〉S2n−1 =
1

ω2n−1

∫

S2n−1

P (z)†Q(z)dσ(z)

as well as the Fischer inner product

〈P,Q〉∂ =
[
P (∂)†Q(z)

]
z=0

.

As in the case of scalar valued polynomials, P (∂) is obtained by replacing the complex variable zj =
xj + ixn+j with the derivative 2∂̄zj = ∂xj

+ i∂xn+j
in P (z). Of special interest is the duality of the vector

variables
¯
z and

¯
z† with the Dirac operators ∂

¯
z and ∂†

¯
z respectively.

Lemma 4.2. If P (z) and Q(z) are homogeneous C2n-valued polynomials then it holds that

2〈∂
¯
zP,Q〉∂ = 〈P,

¯
zQ〉∂ ,

2〈∂†

¯
zP,Q〉∂ = 〈P,

¯
z†Q〉∂ ,

〈
¯
zP,Q〉∂ = 2〈P, ∂

¯
zQ〉∂ ,

〈
¯
z†P,Q〉∂ = 2〈P, ∂†

¯
zQ〉∂ .

The proof of these dualities follows the same principle as in the Euclidean case in Lemma 3.1 and is
therefore omitted.

4.2 Reproducing kernel

We apply the two Hermitian Dirac operators with respect to
¯
z from the left and with respect to

¯
u from

the right to the harmonic reproducing kernel, given in Theorem 2.3,

Kn
p+1,q+1(z, u) = cp+1,q+1〈z, u〉

p−q〈z, z〉q+1〈u, u〉q+1P ν,p−q
q+1 (2s− 1)

of homogeneity (p + 1, q + 1) in z with p > q ≥ 1, cp+1,q+1 = ν+3+p+q
ν+1 and ν = n − 2. The resulting

(Clifford-algebra-valued) polynomial

K̃n
p,q(z, u) = ∂†

¯
z∂

¯
zK

n
p+1,q+1(z, u)∂

†

¯
u∂

¯
u (26)

will be (p, q)-homogeneous because the Dirac operators ∂
¯
z and ∂†

¯
z reduce the homogeneity of Kn

p+1,q+1

with respect to z and z̄ respectively by 1. Moreover we have

∂
¯
zK̃

n
p,q = ∂

¯
z∂

†

¯
z∂

¯
zK

n
p+1,q+1∂

†

¯
u∂

¯
u

= ∂
¯
z(∂

¯
z∂

†

¯
z + ∂†

¯
z∂

¯
z)K

n
p+1,q+1∂

†

¯
u∂

¯
u

= ∂
¯
z(∆Kn

p+1,q+1∂
†

¯
u∂

¯
u) = 0,

where the second equality holds because of ∂
¯
z∂

¯
z = 0 (cf. Remark 4.1) and the last one is due to the

harmonicity of Kn
p+1,q+1. In a similar way we have that K̃n

p,q is a null-solution of ∂†

¯
z and hence h-

monogenic. Note also that the order in which the two Dirac operators are applied is not important,
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as

∂†

¯
z∂

¯
zK

n
p+1,q+1∂

†

¯
u∂

¯
u

= (∆− ∂
¯
z∂

†

¯
z)K

n
p+1,q+1(∆− ∂

¯
u∂

†

¯
u)

= ∂
¯
z∂

†

¯
zK

n
p+1,q+1∂

¯
u∂

†

¯
u.

Our main aim in this section is two-fold: to find an explicit expression for (26) in terms of Jacobi

polynomials and to show it is the reproducing kernel for M
(j)
p,q. For reasons of readability we will use the

following notations in the subsequent computations

A = 〈z, u〉 = {
¯
z,
¯
u†}

B = 〈u, z〉 = {
¯
z†,

¯
u}

C = 〈z, z〉 = {
¯
z,
¯
z†}

D = 〈u, u〉 = {
¯
u,

¯
u†},

with {a, b} = ab+ba the anti-commutator. To compute the action of the Dirac operators on the harmonic

kernel Kn
p+1,q+1 it is necessary to know its action on the Jacobi polynomials P a,b

k (x) = P a,b
k (2s− 1).

Lemma 4.3. The four Dirac operators act on the Jacobi polynomials P a,b
k (x) = P a,b

k (2s− 1) as

∂
¯
zP

a,b
k (x) = 2(

¯
u† s

A
−
¯
z†

s

C
)
(
P a,b
k (x)

)′

∂†

¯
zP

a,b
k (x) = 2(

¯
u
s

B
−
¯
z
s

C
)
(
P a,b
k (x)

)′

∂
¯
uP

a,b
k (x) = 2(

¯
z†

s

B
−
¯
u† s

D
)
(
P a,b
k (x)

)′

∂†

¯
uP

a,b
k (x) = 2(

¯
z
s

A
−
¯
u† s

D
)
(
P a,b
k (x)

)′

,

where x = 2s− 1 with s = AB
CD

.

Proof. Letting ∂
¯
z act on the Hermitian inner product A = 〈z, u〉 one gets

∂
¯
zA = ∂

¯
z〈z, u〉 =

n∑

j=1

f †
j ∂zj

n∑

l=1

zlūl =

n∑

j=1

f †
j ∂zjzjūj =

n∑

j=1

f †
j ūj =

¯
u†.

Equivalently one has

∂†

¯
uA =

¯
z

∂†

¯
zB =

¯
u ∂

¯
uB =

¯
z†

∂
¯
zC =

¯
z† ∂†

¯
zC =

¯
z

∂
¯
uD =

¯
u† ∂†

¯
uD =

¯
u.

Applying the quotient rule to the angular variable s = 〈z,u〉〈u,z〉
〈z,z〉〈u,u〉 = AB

CD
one gets

∂
¯
zs = ∂

¯
z

AB

CD
= ¯

u†BCD −
¯
z†ABD

C2D2
=

¯
u† s

A
−
¯
z†

s

C

and furthermore

∂†

¯
zs = ¯

u
s

B
−
¯
z
s

C

∂
¯
us =

¯
z†

s

B
−
¯
u† s

D

∂†

¯
us = ¯

z
s

A
−
¯
u
s

D
.

The claim follows by the chain rule.
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To compute K̃n
p,q we will now apply the four necessary Dirac operators consecutively to the harmonic

kernel Kn
p+1,q+1. For the sake of readability these results are collected in the following three lemmas,

after which the final computation is obtained in Theorem 4.1. Note that we omit the arguments of the
Jacobi polynomials.

Lemma 4.4. The Dirac operator ∂
¯
z acts on the harmonic kernel as

∂
¯
zK

n
p+1,q+1 = cp+1,q+1(p+ 1)

(

¯
u†Ap−q−1Cq+1Dq+1Pn−1,p−q−1

q+1 −
¯
z†Ap−qCqDq+1Pn−1,p−q

q

)
.

Proof. Using the product rule and the results of Lemma 4.3 we get

∂
¯
zK

n
p+1,q+1 = cp+1,q+1∂

¯
z

(
Ap−qCq+1Dq+1Pn−2,p−q

q+1

)

= cp+1,q+1

(
¯
u†Ap−q−1Cq+1Dq+1(p− q)Pn−2,p−q

q+1

+
¯
z†Ap−qCqDq+1(q + 1)Pn−2,p−q

q+1

+ (
¯
u† s

A
−
¯
z†

s

C
)Ap−qCq+1Dq+12

(
Pn−2,p−q
q+1

)′)
.

The resulting terms can be collected with regard to the vectors
¯
u† and

¯
z†, yielding

∂
¯
zK

n
p+1,q+1 = cp+1,q+1

(

¯
u†Ap−q−1Cq+1Dq+1

(
(p− q)Pn−2,p−q

q+1 + 2s
(
Pn−2,p−q
q+1

)′
)

+
¯
z†Ap−qCqDq+1

(
(q + 1)Pn−2,p−q

q+1 − 2s
(
Pn−2,p−q
q+1

)′
))

and the statement then follows by applying the recurrence formulas (7) and (8) of Lemma 2.2 respectively.

Applying the vector-valued Dirac operator ∂
¯
z to the scalar polynomial Kn

p+1,q+1 results naturally in

a vector-valued polynomial. By applying a second Dirac opartor ∂†

¯
z in the next step we expect the result

to be a sum of scalars and bivectors, as confirmed in the following lemma.

Lemma 4.5. The two Dirac operators ∂†

¯
z∂

¯
z act on the harmonic kernel as

∂†

¯
z∂

¯
zK

n
p+1,q+1 = cp+1,q+1(p+ 1)

(

¯
z
¯
z†Ap−qCq−1Dq+1pPn,p−q

q−1 +
¯
u
¯
u†Ap−qCqDq(n+ p)Pn,p−q

q

−
¯
z
¯
u†Ap−q−1CqDq+1pPn,p−q−1

q −
¯
u
¯
z†Ap−q+1Cq−1Dq(n+ p)Pn,p−q+1

q−1

− (n− β)Ap−qCqDq+1Pn−1,p−q
q

)
.

Proof. We act with the conjugated Dirac operator ∂†

¯
z from the left on the result of Lemma 4.4, which

leads to

∂†

¯
z

(
∂
¯
zK

n
p+1,q+1

)
= cp+1,q+1(p+ 1)∂†

¯
z

(

¯
u†Ap−q−1Cq+1Dq+1Pn−1,p−q−1

q+1 −
¯
z†Ap−qCqDq+1Pn−1,p−q

q

)

= cp+1,q+1(p+ 1)

(

¯
z
¯
u†Ap−q−1CqDq+1(q + 1)Pn−1,p−q−1

q+1

+ (
¯
u
s

B
−
¯
z
s

C
)
¯
u†Ap−q−1Cq+1Dq+12

(
Pn−1,p−q−1
q+1

)′

− (n− β)Ap−qCqDq+1Pn−1,p−q
q

−
¯
z
¯
z†Ap−qCq−1Dq+1qPn−1,p−q

q − (
¯
u
s

B
−
¯
z
s

C
)
¯
z†Ap−qCqDq+12

(
Pn−1,p−q
q

)′
)
,
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where again Lemma 2.2 was used. The resulting terms are then collected with respect to
¯
z
¯
z†,

¯
u
¯
u†,

¯
z
¯
u†,

¯
u
¯
z† and (n− β)

∂†

¯
z∂

¯
zK

n
p+1,q+1 = cp+1,q+1(p+ 1)

(

¯
z
¯
u†Ap−q−1CqDq+1

(
(q + 1)Pn−1,p−q−1

q+1 − 2s
(
Pn−1,p−q−1
q+1

)′)

−
¯
z
¯
z†Ap−qCq−1Dq+1

(
qPn−1,p−q

q − 2s
(
Pn−1,p−q
q

)′)
+
¯
u
¯
u†Ap−qCqDq2

(
Pn−1,p−q−1
q+1

)′

−
¯
u
¯
z†Ap−q+1Cq−1Dq2

(
Pn−1,p−q
q

)′
− (n− β)Ap−qCqDq+1Pn−1,p−q

q

)
.

The statement follows by applying formula (8) of Lemma 2.2 to the first two terms and the derivative
relation (6) of Lemma 2.1 to the third and fourth term.

In the third step the conjugated Dirac operator ∂†

¯
u acts from the right on the result of the previous

lemma.

Lemma 4.6. Letting the operator ∂†

¯
z∂

¯
z act from the left and the Dirac operator ∂†

¯
u from the right on the

harmonic kernel one gets
(
∂†

¯
z∂

¯
zK

n
p+1,q+1

)
∂†

¯
u = cp+1,q+1(p+ 1)(n+ p+ q + 1)

(
Ap−qCqDq(β + p)

¯
uPn−1,p−q

q

−Ap−q−1CqDq

¯
z
¯
u†

¯
upPn,p−q−1

q +Ap−qCq−1Dq

¯
z
¯
z†
¯
upPn,p−q

q−1

)
.

Proof. As in the previous lemmata we compute the action of the Dirac operator on the terms of the
previous lemma’s result, collect the outcome in terms of scalars, vectors, bivectors and 3-vectors and
apply the recurrence formulas for the Jacobi polynomials to get the final result.

We apply the Dirac operator ∂†

¯
u from the right on the first term of Lemma 4.5, leading to

(
¯
z
¯
z†Ap−qCq−1Dq+1pPn,p−q

q−1

)
∂†

¯
u =

¯
z
¯
z†
¯
zAp−q−1Cq−1Dq+1p(p− q)Pn,p−q

q−1

+
¯
z
¯
z†
¯
uAp−qCq−1Dqp(q + 1)Pn,p−q

q−1

+
¯
z
¯
z†Ap−qCq−1Dq+12p(

¯
z
s

A
−
¯
u
s

D
)
(
Pn,p−q
q−1

)′
.

Because of the anti-commutator relation
¯
z
¯
z†
¯
z =

¯
z(C −

¯
z
¯
z†) =

¯
zC this yields

(
¯
z
¯
z†Ap−qCq−1Dq+1pPn,p−q

q−1

)
∂†

¯
u =

¯
zAp−q−1CqDq+1p

(
(p− q)Pn,p−q

q−1 + 2s
(
Pn,p−q
q−1

)′)

+
¯
z
¯
z†
¯
uAp−qCq−1Dqp

(
(q + 1)Pn,p−q

q−1 − 2s
(
Pn,p−q
q−1

)′)
.

Applying the recurrence formula (6) of Lemma 2.2 to the first term and formula (7) to the second results
in

(
¯
z
¯
z†Ap−qCqDq+1pPn,p−q

q−1

)
∂†

¯
u =

¯
zAp−q−1Cq−1Dq+1p(p− 1)Pn+1,p−q−1

q−1 (27)

+
¯
z
¯
z†
¯
uAp−qCq−1Dqp

(
2Pn,p−q

q−1 − (p− 1)Pn+1,p−q
q−2

)
.

Acting with ∂†

¯
u on the second term of Lemma 4.5 gives

(
¯
u
¯
u†Ap−qCqDq(n+ p)Pn,p−q

q

)
∂†

¯
u =

¯
uβAp−qCqDq(n+ p)Pn,p−q

q

+
¯
u
¯
u†

¯
zAp−q−1CqDq(p− q)(n+ p)Pn,p−q

q

+
¯
u
¯
u†

¯
uAp−qCqDq−1q(n+ p)Pn,p−q

q

+
¯
u
¯
u†Ap−qCqDq2(n+ p)(

¯
z
s

A
−
¯
u
s

D
)
(
Pn,p−q
q

)′
.
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Using once more
¯
u
¯
u†

¯
u =

¯
u(D −

¯
u
¯
u†) =

¯
uD we have

(
¯
u
¯
u†Ap−qCqDq(n+ p)Pn,p−q

q

)
∂†

¯
u =

¯
uAp−qCqDq(n+ p)

(
(q + β)Pn,p−q

q − 2s
(
Pn,p−q
q

)′

+
¯
u
¯
u†

¯
zAp−q−1CqDq(n+ p)

(
(p− q)Pn,p−q

q + 2s
(
Pn,p−q
q

)′)
.

As before we apply formula (6) of Lemma 2.2 to the second term and formula (7) to the first, hence

(
¯
u
¯
u†Ap−qCqDq(n+ p)Pn,p−q

q

)
∂†

¯
u =

¯
uAp−qCqDq(n+ p)

(
βPn,p−q

q − pPn+1,p−q
q−1

)

+ (
¯
uA+

¯
zD −

¯
z
¯
u†

¯
u)Ap−q−1CqDq(n+ p)pPn+1,p−q−1

q

=
¯
uAp−qCqDq(n+ p)

(
βPn,p−q

q − p(Pn+1,p−q
q−1 − Pn+1,p−q−1

q )
)

+
¯
zAp−q−1CqDq+1(n+ p)pPn+1,p−q−1

q

−
¯
z
¯
u†

¯
uAp−q−1CqDq(n+ p)pPn+1,p−q−1

q ,

where we also used
¯
u
¯
u†

¯
z =

¯
u(A−

¯
z
¯
u†) =

¯
uA+

¯
z
¯
u
¯
u† =

¯
uA+

¯
z(D−

¯
u†

¯
u). Applying formula (2) of Lemma

2.1 to the first term results in

(
¯
u
¯
u†Ap−qCqDq(n+ p)Pn,p−q

q

)
∂†

¯
u =

¯
uAp−qCqDq(n+ p)(β + p)Pn,p−q

q (28)

+
¯
zAp−q−1CqDq+1(n+ p)pPn+1,p−q−1

q

−
¯
z
¯
u†

¯
uAp−q−1CqDq(n+ p)pPn+1,p−q−1

q .

Letting ∂†

¯
u act on the third term of Lemma 4.5 gives

(
−
¯
z
¯
u†Ap−q−1CqDq+1pPn,p−q−1

q

)
∂†

¯
u = −

¯
zβAp−q−1CqDq+1pPn,p−q−1

q

−
¯
z
¯
u†

¯
zAp−q−2CqDq+1p(p− q − 1)Pn,p−q−1

q

−
¯
z
¯
u†

¯
uAp−q−1CqDqp(q + 1)Pn,p−q−1

q

−
¯
z
¯
u†Ap−q−1CqDq+12p(

¯
z
s

A
−
¯
u
s

D
)
(
Pn,p−q−1
q

)′
.

Using
¯
z
¯
u†

¯
z =

¯
z(A−

¯
z
¯
u†) =

¯
zA and collecting in terms of

¯
z and

¯
z
¯
u†

¯
u we have

(
−
¯
z
¯
u†Ap−q−1CqDq+1pPn,p−q−1

q

)
∂†

¯
u = −

¯
zAp−q−1CqDq+1p

(
(β + p− q − 1)Pn,p−q−1

q + 2s
(
Pn,p−q−1
q )′

)

−
¯
z
¯
u†

¯
uAp−q−1CqDqp

(
(q + 1)Pn,p−q−1

q − 2s
(
Pn,p−q−1
q

)′)
,

where we again can apply formulas (6) and (7) of Lemma 2.2, yielding

(
−
¯
z
¯
u†Ap−q−1CqDq+1pPn,p−q−1

q

)
∂†

¯
u = −

¯
zAp−q−1CqDq+1p

(
βPn,p−q−1

q + (p− 1)Pn+1,p−q−2
q

)
(29)

−
¯
z
¯
u†

¯
uAp−q−1CqDqp

(
Pn,p−q−1
q − (p− 1)Pn+1,p−q−1

q−1

)
.

For the fourth term of Lemma 4.5 we get

(
−
¯
u
¯
z†Ap−q+1Cq−1Dq(n+ p)Pn,p−q+1

q−1

)
∂†

¯
u = −

¯
u
¯
z†
¯
zAp−qCq−1Dq(n+ p)(p− q + 1)Pn,p−q+1

q−1

−
¯
u
¯
z†
¯
uAp−q+1Cq−1Dq−1(n+ p)qPn,p−q+1

q−1

−
¯
u
¯
z†Ap−q+1Cq−1Dq2(n+ p)(

¯
z
s

A
−
¯
u
s

D
)
(
Pn,p−q+1
q−1

)′
.

With
¯
u
¯
z†
¯
u =

¯
uB we have

(
−
¯
u
¯
z†Ap−q+1Cq−1Dq(n+ p)Pn,p−q+1

q−1

)
∂†

¯
u = −

¯
u
¯
z†
¯
zAp−qCq−1Dq(n+ p)

(
(p− q + 1)Pn,p−q+1

q−1 + 2s
(
Pn,p−q+1
q−1

)′)

−
¯
uAp−qCqDq(n+ p)s

(
qPn,p−q+1

q−1 − 2s
(
Pn,p−q+1
q−1

)′)
,
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where we apply formulas (6) and (7) of Lemma 2.2 and
¯
u
¯
z†
¯
z =

¯
uC +

¯
zB −

¯
z
¯
z†
¯
u to get

(
−
¯
u
¯
z†Ap−q+1Cq−1Dq(n+ p)Pn,p−q+1

q−1

)
∂†

¯
u =

¯
z
¯
z†
¯
uAp−qCq−1Dq(n+ p)pPn+1,p−q

q−1 (30)

−
¯
uAp−qCqDq(n+ p)

(
sPn,p−q+1

q−1 + p(Pn+1,p−q
q−1 − sPn+1,p−q+1

q−2 )
)

−
¯
zAp−q−1CqDq+1(n+ p)psPn+1,p−q

q−1 .

If we let ∂†

¯
u act on the last term of Lemma 4.5 we get

(
(n− β)Ap−qCqDq+1Pn−1,p−q

q

)
∂†

¯
u = −(n− β)

¯
zAp−q−1CqDq+1(p− q)Pn−1,p−q

q

− (n− β)
¯
uAp−qCqDq(q + 1)Pn−1,p−q

q

− (n− β)Ap−qCqDq+12(
¯
z
s

A
−
¯
u
s

D
)
(
Pn−1,p−q
q

)′
.

Collecting the result in terms of
¯
u and

¯
z gives

(
(n− β)Ap−qCqDq+1Pn−1,p−q

q

)
∂†

¯
u = −(n− β)

¯
zAp−q−1CqDq+1

(
(p− q)Pn−1,p−q

q + 2s
(
Pn−1,p−q
q

)′)

− (n− β)
¯
uAp−qCqDq

(
(q + 1)Pn−1,p−q

q − 2s
(
Pn−1,p−q
q

)′)
,

where we can apply the recurrence formulas (6) and (7) of Lemma 2.2 once more to get

(
(n− β)Ap−qCqDq+1Pn−1,p−q

q

)
∂†

¯
u = −(n− β)

¯
zAp−q−1CqDq+1pPn,p−q−1

q (31)

− (n− β)
¯
uAp−qCqDq

(
Pn−1,p−q
q − pPn,p−q

q−1

)
.

Collecting the
¯
z-parts from all five terms (27) - (31) results in

¯
zAp−q−1CqDq+1p

(
(p− 1)Pn+1,p−q−1

q−1 + (n+ p)Pn+1,p−q−1
q − βPn,p−q−1

q

− (p− 1)Pn+1,p−q−2
q − (n+ p)sP p−q

q−1 − (n− β + 1)Pn,p−q−1
q

)
.

We will now show that this term vanishes by denoting

G(s) = (p− 1)Pn+1,p−q−1
q−1 + (n+ p)Pn+1,p−q−1

q − βPn,p−q−1
q − (p− 1)Pn+1,p−q−2

q

− (n+ p)sP p−q
q−1 − (n− β + 1)Pn,p−q−1

q

= (p− 1)(Pn+1,p−q−1
q−1 − Pn+1,p−q−2

q ) + (n+ p)Pn+1,p−q−1
q − (n+ 1)Pn,p−q−1

q − 2s
(
Pn,p−q−1
q

)′
,

where we substituted (n+p)sPn+1,p−q
q−1 = 2s

(
Pn,p−q−1
q

)′
according to the derivative relation (6) of Lemma

2.1 and used the commutator relations of Lemma 4.1. For the first term we now can apply equation (2)
of Lemma 2.1 and by subtracting and adding qPn,p−q−1

q we get

G(s) = −(n+ p+ q)Pn,p−q−1
q + qPn,p−q−1

q − 2s
(
Pn,p−q−1
q

)′
+ (n+ p)Pn+1,p−q−1

q .

Once again we apply the recurrence relation (7) on the second and third term, yielding

G(s) = −(n+ p+ q)Pn,p−q−1
q − (p− 1)Pn+1,p−q−1

q−1 + (n+ p)Pn+1,p−q−1
q .

Splitting the new term as (p− 1)Pn+1,p−q−1
q−1 =

(
(n+ p+ q)− (n+ q + 1)

)
Pn+1,p−q−1
q−1 results in

G(s) = −(n+ p+ q)Pn,p−q−1
q − (n+ p+ q)Pn+1,p−q−1

q−1 + (n+ p)Pn+1,p−q−1
q + (n+ q + 1)Pn+1,p−q−1

q−1

)
,

which allows us to use equation (4) of Lemma 2.1 on the last two terms to get

G(s) = Pn+1,p−q−2
q − Pn,p−q−1

q − Pn+1,p−q−1
q−1 .
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Using equation (2) of the same lemma results in

G(s) = Pn+1,p−q−1
q−1 − Pn+1,p−q−1

q−1 , (32)

which equals 0.
Collecting all

¯
u-terms from equations (28), (30) and (31) gives

¯
uAp−qCqDq

(
(n+ p)((β + p)Pn,p−q

q − pPn+1,p−q
q−1 )

− (n+ p)s
(
Pn,p−q+1
q−1 − pPn+1,p−q+1

q−2

)

− (n− β + 1)
(
Pn−1,p−q
q − pPn,p−q

q−1

))

=
¯
uAp−qCqDq

(
(n+ p)

(
p(Pn,p−q

q − Pn+1,p−q
q−1 )− s(Pn,p−q+1

q−1 − pPn+1,p−q+1
q−2 )

)
− (n+ 1)

(
Pn−1,p−q
q − pPn,p−q

q−1

)

+ β
(
(n+ p)Pn,p−q

q + Pn−1,p−q
q − pPn,p−q

q−1

))

=
¯
uAp−qCqDq

(
G1(s) + βG2(s)

)
,

where we collected with regard to β and denoted

G1(s) = (n+ p)
(
p(Pn,p−q

q − Pn+1,p−q
q−1 )− s(Pn,p−q+1

q−1 − pPn+1,p−q+1
q−2 )

)
− (n+ 1)

(
Pn−1,p−q
q − pPn,p−q

q−1

)
,

G2(s) = (n+ p)Pn,p−q
q + Pn−1,p−q

q − pPn,p−q
q−1 .

We show subsequently that

G1(s) = (p− 1)(n+ p+ q + 1)Pn−1,p−q
q ,

G2(s) = (n+ p+ q + 1)Pn−1,p−q
q ,

beginning with

G1(s) = (n+ p)
(
p(Pn,p−q

q − Pn+1,p−q
q−1 )

)
− 2s

((
Pn−1,p−q
q

)′
− p

(
Pn,p−q
q−1

)′)
− (n+ 1)

(
Pn−1,p−q
q − pPn,p−q

q−1

)
,

where we used the derivative relation (6) on the term (n+ p)s(Pn,p−q+1
q−1 − pPn+1,p−q+1

q−2 ). By adding and

subtracting the correspondent terms qPn−1,p−q
q − p(q − 1)Pn,p−q

q−1 in order to use relation (8) we get

G1(s) = (n+ p)
(
p(Pn,p−q

q − Pn+1,p−q
q−1 )

)
+ (qPn−1,p−q

q − p(q − 1)Pn,p−q
q−1 )− 2s

((
Pn−1,p−q
q

)′
− p

(
Pn,p−q
q−1

)′)

− (n+ 1)
(
Pn−1,p−q
q − pPn,p−q

q−1

)
− (qPn−1,p−q

q − p(q − 1)Pn,p−q
q−1 )

= (n+ p)
(
p(Pn,p−q

q − Pn+1,p−q
q−1 )

)
− (pPn,p−q

q−1 − p(p− 1)Pn+1,p−q
q−2 )

− (n+ 1)
(
Pn−1,p−q
q − pPn,p−q

q−1

)
− (qPn−1,p−q

q − p(q − 1)Pn,p−q
q−1 ).

Splitting Pn−1,p−q+1
q and Pn,p−q

q−1 according to (2) gives

G1(s) = p(n+ p)
(
Pn−1,p−q+1
q + Pn,p−q+1

q−1

)
− p(n+ p)Pn+1,p−q

q−1 + p(p− 1)Pn+1,p−q
q−2 − (n+ q + 1)Pn−1,p−q

q

+ p(n+ q − 1)
(
Pn−1,p−q+1
q−1 + Pn,p−q+1

q−2

)

= p
(
(n+ p)Pn−1,p−q+1

q + (n+ q − 1)Pn−1,p−q+1
q−1

)
+ p(n+ p)

(
Pn,p−q+1
q−1 − Pn+1,p−q

q−1

)

+ p(p− 1)Pn+1,p−q
q−2 − (n+ q + 1)Pn−1,p−q

q + p(n+ q − 1)Pn,p−q+1
q−2 .
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We apply (4) to the first term and add and subtract pPn−1,p−q
q to get

G1(s) = p(n+ p+ q + 1)Pn−1,p−q
q + p

(
(n+ p)Pn,p−q+1

q−1 + (n+ q − 1)Pn,p−q+1
q−2

)

− p(n+ p)Pn+1,p−q
q−1 + p(p− 1)Pn+1,p−q

q−2 − (n+ p+ q + 1)Pn−1,p−q
q .

This allows us to use relation (4) on the second term, hence

G1(s) = (p− 1)(n+ p+ q + 1)Pn−1,p−q
q + p

(
(n+ p+ q − 1)Pn,p−q

q−1

− (n+ p)Pn+1,p−q
q−1 + p(p− 1)Pn+1,p−q

q−2

)
.

Applying relation (4) to the third term (n+ p)Pn+1,p−q
q−1 yields

G1(s) = (p− 1)(n+ p+ q + 1)Pn−1,p−q
q + p(n+ p+ q − 1)

(
Pn,p−q
q−1 − Pn+1,p−q+1

q−1 + Pn+1,p−q
q−2

)

= (p− 1)(n+ p+ q + 1)Pn−1,p−q
q ,

where the last term vanished due to (2). For the second part G2(s) we get

G2(s) = (n+ p)Pn,p−q
q + Pn−1,p−q

q − pPn,p−q
q−1

= (n+ p+ q + 1)Pn−1,p−q
q + (n+ p)Pn,p−q

q − (n+ p+ q)Pn−1,p−q
q − pPn,p−q

q−1 ,

where we added and subtracted (n+ p+ q)Pn−1,p−q
q . Splitting (n+ p+ q)Pn−1,p−q

q according to relation
(4) yields

G2(s) = (n+ p+ q + 1)Pn−1,p−q
q + (n+ p)

(
Pn,p−q
q − Pn−1,p−q+1

q

)
+ (n+ q + 1)Pn−1,p−q+1

q−1 − pPn,p−q
q−1

= (n+ p+ q + 1)Pn−1,p−q
q + (n+ p)Pn,p−q+1

q−1 + (n+ q + 1)
(
Pn,p−q+1
q−2 − Pn,p−q

q−1

)
− pPn,p−q

q−1

= (n+ p+ q + 1)Pn−1,p−q
q + (n+ p)Pn,p−q+1

q−1 + (n+ q + 1)Pn,p−q+1
q−2 − (n+ p+ q + 1)Pn,p−q

q−1

= (n+ p+ q + 1)Pn−1,p−q
q .

where we also used relation (2) twice. The last equality is true due to relation (4). For the
¯
u-terms we

therefore get

¯
uAp−qCqDq

(
G1(s) + βG2(s)

)
=

¯
uAp−qCqDq(n+ p+ q + 1)(p− 1 + β)Pn−1,p−q

q

= (p+ β)
¯
uAp−qCqDq(n+ p+ q + 1)Pn−1,p−q

q , (33)

where we used the commutator relation (22) in Lemma 4.1.
Combining the

¯
z
¯
z†
¯
u-parts of terms (27) and (30) gives

¯
z
¯
z†
¯
uAp−qCq−1Dqp

(
2Pn,p−q

q−1 − (p− 1)Pn+1,p−q
q−2 + (n+ p)Pn+1,p−q

q−1

)

=
¯
z
¯
z†
¯
uAp−qCq−1Dqp(2Pn,p−q

q−1 + (n+ p+ q − 1)Pn,p−q
q−1 )

=
¯
z
¯
z†
¯
uAp−qCq−1Dqp(n+ p+ q + 1)Pn,p−q

q−1 . (34)

where we used relation (4) of Lemma 2.1.
For the

¯
z
¯
u†

¯
u parts of the equations (28) and (29) we have

−
¯
z
¯
u†

¯
uAp−q−1CqDqp

(
Pn,p−q−1
q − (p− 1)Pn+1,p−q−1

q−1 + (n+ p)Pn+1,p−q−1
q

)
.

By adding and subtracting (n+ 1 + q)Pn+1,p−q−1
q−1 and using relation (4) on the last term we get

−
¯
z
¯
u†

¯
uAp−q−1CqDqp

(
(n+ p+ q)(Pn+1,p−q−2

q − Pn+1,p−q−1
q−1 ) + Pn,p−q−1

q

)

=−
¯
z
¯
u†

¯
uAp−q−1CqDqp(n+ p+ q + 1)Pn,p−q−1

q . (35)

Collecting the individual terms (32), (33), (34) and (35) completes the proof.
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In the final step of the computation we will apply the last Dirac operator ∂
¯
u from the right on the

result of the previous lemma. Quite surprisingly, the end result is expressed as a linear combination of
six Jacobi polynomials multiplied with suitable Clifford numbers.

Theorem 4.1. If the operator ∂†

¯
z∂

¯
z is applied from the left and ∂†

¯
u∂

¯
u from the right on the harmonic

kernel Kn
p+1,q+1 for p > q ≥ 1 one gets

∂†

¯
z∂

¯
zK

n
p+1,q+1∂

†

¯
u∂

¯
u =cp+1,q+1(p+ 1)(n+ p+ q + 1)〈z, u〉p−q−1〈z, z〉q−1〈u, u〉q−1

×

(
〈z, u〉〈z, z〉〈u, u〉(β + p)(n− β + q)Pn−1,p−q

q

−〈z, u〉〈u, u〉p(β + p)
¯
z ∧

¯
z†Pn,p−q

q−1 − 〈z, u〉〈z, z〉p(β + p)
¯
u ∧

¯
u†Pn,p−q

q−1

−〈z, u〉2(n+ p)(β + p)
¯
z†
¯
uPn,p−q+1

q−1 − 〈z, z〉〈u, u〉p(n− β + q)
¯
z
¯
u†Pn,p−q−1

q

+〈z, u〉p(n+ p+ q)
¯
z
¯
z†
¯
u
¯
u†Pn,p−q

q−1

)
.

Proof. We begin again by computing the action of the Dirac operator ∂
¯
u from the left on the first term

of Lemma 4.6, yielding

(
Ap−qCqDq(β + p)

¯
uPn−1,p−q

q

)
∂
¯
u = Ap−qCqDq(β + p)(n− β)Pn−1,p−q

q

+Ap−qCqDq−1(β + p)
¯
u
¯
u†qPn−1,p−q

q

+Ap−qCqDq(β + p)
¯
u
(
¯
z†

s

B
−
¯
u† s

D

)
2
(
Pn−1,p−q
q

)′
.

By collecting with respect to scalars and bivectors and using
¯
u
¯
z† s

B
= (B −

¯
z†
¯
u) s

B
= s−

¯
z†
¯
u A
CD

we get

(
Ap−qCqDq(β + p)

¯
uPn−1,p−q

q

)
∂
¯
u = Ap−qCqDq(β + p)

(
(n− β)Pn−1,p−q

q + 2s
(
Pn−1,p−q
q

)′)

+Ap−qCqDq−1(β + p)
¯
u
¯
u†
(
qPn−1,p−q

q − 2s
(
Pn−1,p−q
q

)′)

−Ap−q+1Cq−1Dq−1(β + p)
¯
z†
¯
u(n+ p)Pn,p−q+1

q−1 ,

where we also used the derivative relation (6) of Lemma 2.1 on the last term. Here we can use relation
(7) on the second term and, after adding and subtracting qPn−1,p−q

q , also on the first one, yielding

(
Ap−qCqDq(β + p)

¯
uPn−1,p−q

q

)
∂
¯
u = Ap−qCqDq(β + p)

(
(n− β + q)Pn−1,p−q

q − (qPn−1,p−q
q − 2s

(
Pn−1,p−q
q

)′
)
)

+Ap−qCqDq−1(β + p)
¯
u
¯
u†
(
qPn−1,p−q

q − 2s
(
Pn−1,p−q
q

)′)

−Ap−q+1Cq−1Dq−1(β + p)
¯
z†
¯
u(n+ p)Pn,p−q+1

q−1

= Ap−qCqDq(β + p)(n− β + q)Pn−1,p−q
q

+Ap−qCqDq(β + p)pPn,p−q
q−1

−Ap−qCqDq−1(β + p)p
¯
u
¯
u†Pn,p−q

q−1

−Ap−q+1Cq−1Dq−1(β + p)
¯
z†
¯
u(n+ p)Pn,p−q+1

q−1 .

By writing the Clifford product
¯
u
¯
u† =

¯
u ∧

¯
u† + 1

2D as a sum of a wedge and a dot product we get

(
Ap−qCqDq(β + p)

¯
uPn−1,p−q

q

)
∂
¯
u = Ap−qCqDq(β + p)(n− β + q)Pn−1,p−q

q (36)

+
1

2
Ap−qCqDq(β + p)pPn,p−q

q−1

−Ap−qCqDq−1(β + p)p
¯
u ∧

¯
u†Pn,p−q

q−1

−Ap−q+1Cq−1Dq−1(β + p)
¯
z†
¯
u(n+ p)Pn,p−q+1

q−1 .
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Applying ∂
¯
u from the left on the second term of Lemma 4.6 results in

(
−Ap−q−1CqDq

¯
z
¯
u†

¯
upPn,p−q−1

q

)
∂
¯
u = −Ap−q−1CqDq

¯
z
¯
u†(n− β)pPn,p−q−1

q

−Ap−q−1CqDq−1

¯
z
¯
u†

¯
u
¯
u†pqPn,p−q−1

q

−Ap−q−1CqDq

¯
z
¯
u†

¯
u
(
¯
z†

s

B
−
¯
u† s

D

)
2p

(
Pn,p−q−1
q

)′
.

We use
¯
z
¯
u†

¯
u
¯
z† =

¯
z
¯
u†B +

¯
z
¯
z†D −

¯
z
¯
z†
¯
u
¯
u† and

¯
z
¯
u†

¯
u
¯
u† =

¯
z
¯
u†D to get

(
−Ap−q−1CqDq

¯
z
¯
u†

¯
upPn,p−q−1

q

)
∂
¯
u = −Ap−q−1CqDq

¯
z
¯
u†(n− β + q)pPn,p−q−1

q

+Ap−q−1CqDq

¯
z
¯
u†2sp

(
Pn,p−q−1
q

)′
−Ap−q−1CqDq

¯
z
¯
u†2sp

(
Pn,p−q−1
q

)′

−Ap−qCq−1Dq

¯
z
¯
z†p(n+ p)Pn+1,p−q

q−1

+Ap−qCq−1Dq−1

¯
z
¯
z†
¯
u
¯
u†p(n+ p)Pn+1,p−q

q−1 ,

where we also substituted 2
(
Pn,p−q−1
q

)′
= (n + p)Pn+1,p−q

q−1 . Expanding the product
¯
z
¯
z† =

¯
z ∧

¯
z† + 1

2C
gives

(
− Ap−q−1CqDq

¯
z
¯
u†

¯
upPn,p−q−1

q

)
∂
¯
u = −Ap−q−1CqDq

¯
z
¯
u†(n− β + q)pPn,p−q−1

q (37)

−Ap−qCq−1Dq

¯
z ∧

¯
z†p(n+ p)Pn+1,p−q

q−1

−
1

2
Ap−qCqDqp(n+ p)Pn+1,p−q

q−1

+Ap−qCq−1Dq−1

¯
z
¯
z†
¯
u
¯
u†p(n+ p)Pn+1,p−q

q−1 .

For the third term of Lemma 4.6 we get

(
Ap−qCq−1Dq

¯
z
¯
z†
¯
upPn,p−q

q−1

)
∂
¯
u = Ap−qCq−1Dq

¯
z
¯
z†(n− β)pPn,p−q

q−1

+Ap−qCq−1Dq−1

¯
z
¯
z†
¯
u
¯
u†pqPn,p−q

q−1

+Ap−qCq−1Dq

¯
z
¯
z†
¯
u
(
¯
z†

s

B
−
¯
u† s

D

)
2p

(
Pn,p−q
q−1

)′
.

Using
¯
z
¯
z†
¯
u
¯
z† =

¯
z
¯
z†B we collect the result in terms of scalars and bivectors, hence

(
Ap−qCq−1Dq

¯
z
¯
z†
¯
upPn,p−q

q−1

)
∂
¯
u = Ap−qCq−1Dq

¯
z
¯
z†(n− β)pPn,p−q

q−1

+Ap−qCq−1Dq

¯
z
¯
z†2sp

(
Pn,p−q
q−1

)′

+Ap−qCq−1Dq−1

¯
z
¯
z†
¯
u
¯
u†p

(
qPn,p−q

q−1 − 2s
(
Pn,p−q
q−1

)′)
.

By adding und subtracting −(q− 1)Pn,p−q
q−1 to the second term and −Pn,p−q

q−1 to the third one we can use
relation (7) of Lemma 2.2, hence

(
Ap−qCq−1Dq

¯
z
¯
z†
¯
upPn,p−q

q−1

)
∂
¯
u = Ap−qCq−1Dq

¯
z
¯
z†(n− β + q − 1)pPn,p−q

q−1

−Ap−qCq−1Dq

¯
z
¯
z†p

(
(q − 1)Pn,p−q

q−1 − 2s
(
Pn,p−q
q−1

)′)

+Ap−qCq−1Dq−1

¯
z
¯
z†
¯
u
¯
u†p

(
(q − 1)Pn,p−q

q−1 − 2s
(
Pn,p−q
q−1

)′)

+Ap−qCq−1Dq−1

¯
z
¯
z†
¯
u
¯
u†pPn,p−q

q−1

= Ap−qCq−1Dq

¯
z
¯
z†(n− β + q − 1)pPn,p−q

q−1

+Ap−qCq−1Dq

¯
z
¯
z†p(p− 1)Pn+1,p−q

q−2

−Ap−qCq−1Dq−1

¯
z
¯
z†
¯
u
¯
u†p(p− 1)Pn+1,p−q

q−2

+Ap−qCq−1Dq−1

¯
z
¯
z†
¯
u
¯
u†pPn,p−q

q−1 .
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Using
¯
z
¯
z† =

¯
z ∧

¯
z† + 1

2C in the first and second term results in

(
Ap−qCq−1Dq

¯
z
¯
z†
¯
upPn,p−q

q−1

)
∂
¯
u =

1

2
Ap−qCqDq(n− β + q − 1)pPn,p−q

q−1 (38)

+
1

2
Ap−qCqDqp(p− 1)Pn+1,p−q

q−2

+Ap−qCq−1Dq

¯
z ∧

¯
z†(n− β + q − 1)pPn,p−q

q−1

+Ap−qCq−1Dq

¯
z ∧

¯
z†p(p− 1)Pn+1,p−q

q−2

−Ap−qCq−1Dq−1

¯
z
¯
z†
¯
u
¯
u†p(p− 1)Pn+1,p−q

q−2

+Ap−qCq−1Dq−1

¯
z
¯
z†
¯
u
¯
u†pPn,p−q

q−1 .

When collecting those parts of (36), (37) and (38) that only contain scalars or the para-bivector β we get

Ap−qCqDq
(
(β + p)(n− β + q)Pn−1,p−q

q

+
1

2
p
(
(β + p)Pn,p−q

q−1 − (n+ p)Pn+1,p−q
q−1

+ (n− β + q − 1)Pn,p−q
q−1 + (p− 1)Pn+1,p−q

q−2

))

=Ap−qCqDq
(
(β + p)(n− β + q)Pn−1,p−q

q

+
1

2
p
(
(n+ p+ q − 1)Pn,p−q

q−1 − (n+ p)Pn+1,p−q
q−1

+ (p− 1)Pn+1,p−q
q−2

))
,

where we can use relation (4) on (n+ p)Pn+1,p−q
q−1 , hence

Ap−qCqDq
(
(β + p)(n− β + q)Pn−1,p−q

q

+
1

2
p
(
(n+ p+ q − 1)Pn,p−q

q−1 − (n+ p+ q − 1)Pn+1,p−q−1
q−1 + (n+ q)Pn+1,p−q

q−2

+ (p− 1)Pn+1,p−q
q−2

))

=Ap−qCqDq
(
(β + p)(n− β + q)Pn−1,p−q

q +
1

2
p
(
(n+ p+ q − 1)(Pn,p−q

q−1 − Pn+1,p−q−1
q−1 )

+ (n+ p+ q − 1)Pn+1,p−q
q−2

))
.

Applying relation (2) on the second term results in

Ap−qCqDq
(
(β + p)(n− β + q)Pn−1,p−q

q

+
1

2
p
(
− (n+ p+ q − 1)Pn+1,p−q

q−2 + (n+ p+ q − 1)Pn+1,p−q
q−2

))

=Ap−qCqDq(β + p)(n− β + q)Pn−1,p−q
q . (39)

Collecting all parts of (37) and (38) that contain the bivector
¯
z ∧

¯
z† gives

−Ap−qCq−1Dq

¯
z ∧

¯
z†p

(
(n+ p)Pn+1,p−q

q−1 − (n− β + q − 1)Pn,p−q
q−1 − (p− 1)Pn+1,p−q

q−2

)
.
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As before we subsequently apply relation (4) on (n+ p)Pn+1,p−q
q−1 and relation (2) to get

−Ap−qCq−1Dq

¯
z ∧

¯
z†p

(
(n+ p+ q − 1)Pn+1,p−q−1

q−1 − (n+ q)Pn+1,p−q
q−2

− (n− β + q − 1)Pn,p−q
q−1 − (p− 1)Pn+1,p−q

q−2

)

=−Ap−qCq−1Dq

¯
z ∧

¯
z†p

(
(n+ p+ q − 1)(Pn+1,p−q−1

q−1 − Pn+1,p−q
q−2 )− (n− β + q − 1)Pn,p−q

q−1

)

=−Ap−qCq−1Dq

¯
z ∧

¯
z†p

(
(n+ p+ q − 1)Pn,p−q

q−1 − (n− β + q − 1)Pn,p−q
q−1

)

=−Ap−qCq−1Dqp(β + p)
¯
z ∧

¯
z†Pn,p−q

q−1 . (40)

Collecting parts of equations (37) and (38) that contain
¯
z
¯
z†
¯
u
¯
u† results in

Ap−qCqDqp
(
− (p− 1)Pn+1,p−q

q−2 + Pn,p−q
q−1 + (n+ p)Pn+1,p−q

q−1

)
.

Once more we apply recurrence relation (4) on (n+ p)Pn+1,p−q
q−1 and relation (2) to get

Ap−qCqDqp
(
− (p− 1)Pn+1,p−q

q−2 + Pn,p−q
q−1 + (n+ p+ q − 1)Pn+1,p−q+1

q−1 − (n+ q)Pn+1,p−q
q−2

=Ap−qCqDqp
(
(p− 1)(Pn+1,p−q+1

q−1 − Pn+1,p−q
q−2 ) + (n+ q)(Pn+1,p−q+1

q−1 − Pn+1,p−q
q−2 ) + Pn,p−q

q−1

)

=Ap−qCqDqp
(
(p− 1)Pn,p−q

q−1 + (n+ q)Pn,p−q
q−1 + Pn,p−q

q−1

)

=Ap−qCqDqp(n+ p+ q)Pn,p−q
q−1 . (41)

The bivector
¯
u∧

¯
u† as well as the para-bivector

¯
z†
¯
u can only be found in equation (36). The para-bivector

¯
z
¯
u† is part of equation (37). These terms are

−Ap−qCqDq−1(β + p)p
¯
u ∧

¯
u†Pn,p−q

q−1 , (42)

−Ap−q−1CqDqp(n− β + q)
¯
z
¯
u†Pn,p−q−1

q and (43)

−Ap−q+1Cq−1Dq−1(β + p)(n+ p)
¯
z†
¯
uPn,p−q+1

q−1 . (44)

Combining the results from (39) to (44) completes the proof of the theorem.

In the above theorem the condition on the homogeneity (p + 1, q + 1) of Kn
p+1,q+1 is p > q ≥ 1.

However, the symmetric case of homogeneity (q + 1, p+ 1) can immediately be derived from it.

Corollary 4.1. When considering the harmonic kernel

Kn
q+1,p+1(z, u) = 〈z, u〉

p−q
〈z, z〉q+1〈u, u〉q+1Pn−2,p−q

q+1 (2s− 1)

of homogeneity (q + 1, p+ 1) with p > q ≥ 1 and applying the operators ∂†

¯
z∂

¯
z and ∂†

¯
u∂

¯
u from the left and

right respectively we can use the result of Theorem 4.1 and the Hermitian symmetry of Kn
p+1,q+1(z, u) =

Kn
q+1,p+1(z, u) = Kn

q+1,p+1(u, z), that is

∂†

¯
z∂

¯
zK

n
q+1,p+1(z, u)∂

†

¯
u∂

¯
u =

(
∂
¯
u∂

†

¯
uK

n
q+1,p+1(z, u)∂

¯
z∂

†

¯
z

)†

=
(
∂†

¯
u∂

¯
uKn

p+1,q+1(u, z)∂
†

¯
z∂

¯
z

)†

.

In the last step the identity ∂†

¯
z = −∂

¯
z was used. The same identity for a Clifford vector

¯
z† = −

¯
z helps to

interpret the above expression as the result of Theorem 4.1 where the roles of z and u are exchanged and
the 4-vector as well as the bivectors are reversed.
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The result of Theorem 4.1 also holds formally for the special case q = 0 by identifying Jacobi poly-
nomials of negative degree with 0. That is due to the validity of the recurrence formulas in this case as
stated in Remark 2.1.

Lemma 4.7. Applying the two operators ∂†

¯
z∂

¯
z and ∂†

¯
u∂

¯
u to the harmonic kernel of homogeneity (p+1, 1)

gives

∂†

¯
z∂

¯
zK

n
p+1,1∂

†

¯
u∂

¯
u = cp+1,1(p+ 1)(n+ p+ 1)(n− β)

(
〈z, u〉p(β + p)− p〈z, u〉p−1

¯
z
¯
u†
)
.

For the symmetric case (1, p+ 1) we get according to Corollary 4.1

∂†

¯
z∂

¯
zK

n
1,p+1∂

†

¯
u∂

¯
u = c1,p+1(p+ 1)(n+ p+ 1)β

(
〈z, u〉

p
(n− β + p)− p〈z, u〉

p−1

¯
z†
¯
u
)
.

Theorem 4.1 does not cover the case where the harmonic kernelKn
p+1,p+1 is of homogeneity (p+1, p+1).

We give the result in the following lemma, omitting the proof, as it is similar to the previous case.

Lemma 4.8. When applying the operators ∂†

¯
z∂

¯
z and ∂†

¯
u∂

¯
u on the harmonic kernel Kn

p+1,p+1 of homo-
geneity (p+ 1, p+ 1) one gets

∂†

¯
z∂

¯
zK

n
p+1,p+1∂

†

¯
u∂

¯
u = cp+1,p+1〈z, z〉

p−1〈u, u〉p−1(p+ 1)(n+ 2p+ 1)

×
(
〈z, z〉〈u, u〉(β + p)(n− β + p)Pn−1,0

p − 〈u, u〉
¯
z ∧

¯
z†p(β + p)Pn,0

p−1

− 〈z, z〉p(β + p)
¯
u ∧

¯
u†Pn,0

p−1 − 〈z, u〉(n+ p)(β + p)
¯
z†
¯
uPn,1

p−1

− 〈z, u〉(n+ p)(n− β + p)
¯
z
¯
u†Pn,1

p−1 + p(n+ 2p)
¯
z
¯
z†
¯
u
¯
u†Pn,0

p−1

)
.

In the Euclidean case the reproducing kernel of spherical monogenics can be expressed (up to a
constant) by two Dirac operators with respect to

¯
x and

¯
y acting on the reproducing kernel of (real)

spherical harmonics from the left and right respectively. Analogously the reproducing kernel of spherical
Hermitian monogenics can be described in terms of two pairs of Dirac operators acting on the reproducing
kernel of (complex) spherical harmonics which we have just computed. However, the necessary constant
will no longer be scalar as in the Euclidean case but instead a (constant) polynomial in the Clifford
number β. We will give this constant in Section 4.3.
Our main theorem is hence

Theorem 4.2. For any spherical h-monogenic Ms,t ∈ M
(j)
s,t it holds that

〈K̃n
p,q(·, u),Ms,t(·)〉S2n−1 = δpsδqtMs,t(u), (45)

〈K̃n
p,q(·, u),¯

zMs,t(·)〉S2n−1 = 0, (46)

〈K̃n
p,q(·, u),¯

z†Ms,t(·)〉S2n−1 = 0, (47)

〈K̃n
p,q(·, u), (c1¯

z
¯
z† + c2

¯
z†
¯
z)Ms,t(·)〉S2n−1 = 0, (48)

with the reproducing kernel

K̃n
p,q(z, u) = dp,q(β)∂

†

¯
z∂

¯
zK

n
p+1,q+1(z, u)∂

†

¯
u∂

¯
u,

for p > q ≥ 1 and
(
(n+ p+ q + 1)2(n− β + q)(β + p)

)
dp,q(β) = 1.

Proof. For a spherical h-monogenic Ms,t(z) of order (s, t) we have

〈K̃n
p,q,Ms,t〉∂ = dp,q(β)〈∂

†

¯
z∂

¯
zK

n
p+1,q+1(z, u)∂

†

¯
u∂

¯
u,Ms,t〉∂

=
1

2
dp,q(β)〈∂

¯
zK

n
p+1,q+1∂

†

¯
u∂

¯
u,
¯
z†Ms,t〉∂ ,
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where we used Lemma 4.2 to push the first Dirac operator ∂†

¯
z to the second argument. Using the definition

of the Fischer inner product

〈K̃n
p,q,Ms,t〉∂ =

1

2
dp,q(β)

[(
∂
¯
zK

n
p+1,q+1(∂, u)∂

†

¯
u∂

¯
u

)†(
¯
z†Ms,t(z)

)]

z=0

=
1

2
dp,q(β)

[(
∂†

¯
u∂

¯
uKn

p+1,q+1(∂, u)∂
†

¯
z

)(
¯
z†Ms,t(z)

)]

z=0

=
1

2
dp,q(β)∂

†

¯
u∂

¯
u〈∂

¯
zK

n
p+1,q+1,¯

z†Ms,t〉∂ ,

we can pull the Dirac operators with respect to
¯
u out of the inner product and plug in the computation

of ∂
¯
zK

n
p+1,q+1 of Lemma 4.4, that is

〈K̃n
p,q,Ms,t〉∂ =

1

2
dp,q(β)cp+1,q+1∂

†

¯
u∂

¯
u

(〈
(p+ 1)

¯
u†Ap−q−1Cq+1Dq+1Pn−1,p−q−1

q+1 ,
¯
z†Ms,t

〉

∂

−
〈
¯
z†Ap−qCqDq+1Pn−1,p−q

q ,
¯
z†Ms,t

〉

∂

)
.

Note that the first arguments in the inner products resemble the reproducing kernel of spherical harmonics
of order (p, q + 1) and (p, q). If we use equation (7) of Lemma 2.2 we get

〈K̃n
p,q,Ms,t〉∂ =

1

2
dp,q(β)cp+1,q+1(p+ 1)∂†

¯
u∂

¯
u

(〈
¯
u†Ap−q−1Cq+1Dq+1 1(

n−1+p
p

)
q∑

j=0

cp−j,q+1−jP
n−2,p−q−1
q+1−j ,

¯
z†Ms,t

〉

∂

−
〈
¯
z†Ap−qCqDq+1 1(

n−1+p
p

)
q∑

j=0

cp−j,q−jP
n−2,p−q
q−j ,

¯
z†Ms,t

〉

∂

)

=
1

2
dp,q(β)

cp+1,q+1(p+ 1)(
n−1+p

p

) ∂†

¯
u∂

¯
u

(〈
¯
u†

q∑

j=0

〈z, z〉j〈u, u〉jKn
p−j,q+1−j ,¯

z†Ms,t

〉

∂

−
〈
¯
z†

q∑

j=0

〈z, z〉j〈u, u〉j+1Kn
p−j,q−j ,¯

z†Ms,t

〉

∂

)
.

Using the definition of the Fischer inner product we get

〈K̃n
p,q,Ms,t〉∂ =

1

2
dp,q(β)(n + p+ q + 1)∂†

¯
u∂

¯
u

( q∑

j=0

[
¯
u4j∆j〈u, u〉jKn

p−j,q+1−j(∂, u)
(
¯
z†Ms,t(z)

)]

z=0

−

q∑

j=0

[
4j∆j〈u, u〉j+1Kn

p−j,q−j(∂, u)2∂
†

¯
z

(
¯
z†Ms,t(z)

)]

z=0

)
.

Because
¯
z†Ms,t(z) is harmonic for a h-monogenic function Ms,t(z) all terms in the sum vanish, except

for j = 0. We therefore have

〈K̃n
p,q,Ms,t〉∂ =

1

2
dp,q(β)(n+ p+ q + 1)∂†

¯
u∂

¯
u

(
¯
u
[
Kn

p,q+1(∂, u)
(
¯
z†Ms,t(z)

)]

z=0

−
[
〈u, u〉Kn

p,q(∂, u)2∂
†

¯
z

(
¯
z†Ms,t(z)

)]

z=0

)

=
1

2
dp,q(β)(n+ p+ q + 1)∂†

¯
u∂

¯
u

(
¯
u
〈
Kn

p,q+1,¯
z†Ms,t

〉

∂

− 2〈u, u〉
〈
Kn

p,q, (n− β + t)Ms,t(z)
〉

∂

)
,

where we used the sl(1|2) relations, see formulas (24) and (25). After switching to the spherical inner
product the spherical harmonic

¯
z†Ms,t(z) is reproduced by the kernel Kn

p,q+1 for s = p and t = q in the
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first term. For the same choice of parameters s and t the spherical harmonic Ms,t(z) is reproduced by
Kn

p,q in the second term, hence

〈K̃n
p,q,Ms,t〉∂ =

1

2
dp,q(β)(n + p+ q + 1)∂†

¯
u∂

¯
u

(
2p+q+1

(
n)p+q+1

¯
u
〈
Kn

p,q+1,¯
z†Ms,t

〉

S2n−1

− 2p+q
(
n)p+q〈u, u〉

〈
Kn

p,q, 2(n− β + t)Ms,t(z)
〉

S2n−1

)

= 2p+q
(
n)p+qdp,q(β)(n + p+ q + 1)δspδtq

×
(
(n+ p+ q)∂†

¯
u∂

¯
u

(
¯
u
¯
u†Ms,t(u)

)
− (n− β + q)∂†

¯
u∂

¯
u

(
〈u, u〉Ms,t(u)

))

= 2p+q
(
n)p+qdp,q(β)(n + p+ q + 1)δspδtq

×
(
(n+ p+ q)∂†

¯
u

(
(β + p)

¯
u†Ms,t(u)

)
− (n− β + q)∂†

¯
u

(
¯
u†Ms,t(u)

))

= 2p+q
(
n)p+qdp,q(β)(n + p+ q + 1)δspδtq

×
(
(n+ p+ q)(β + p+ 1)(n− β + q)Ms,t(u)

)
− (n− β + q)(n− β + q)Ms,t(u)

))

= 2p+q
(
n)p+qdp,q(β)(n + p+ q + 1)2(n− β + q)(β + p)δspδtqMs,t(u),

where we again used formulas (24) and (25) with respect to
¯
u and

¯
u†. In terms of the spherical inner

product we therefore have

〈K̃n
p,q,Ms,t〉S2n−1 =

1

2p+q
(
n)p+q

〈K̃n
p,q,Ms,t〉∂

= dp,q(β)(n + p+ q + 1)2(n− β + q)(β + p)δspδtqMs,t(u) = δspδtqMs,t(u),

which completes the proof of (45). For the statements (46) to (48) we again consider the Fischer inner
product

〈K̃n
p,q(·, u),¯

zMs,t(·)〉∂ = 〈∂†

¯
z∂

¯
zK

n
p+1,q+1(·, u)∂

†

¯
u∂

¯
u,
¯
zMs,t(·)〉∂

= 2〈∂
¯
z∂

†

¯
z∂

¯
zK

n
p+1,q+1(·, u)∂

†

¯
u∂

¯
u,Ms,t(·)〉∂ ,

where we used again Lemma 4.2. Because of ∂
¯
z∂

¯
z = 0, as stated in Remark 4.1, we are allowed to add

an extra term to the first argument, e.g.

〈K̃n
p,q(·, u),¯

zMs,t(·)〉∂ = 2〈∂
¯
z

(
∂†

¯
z∂

¯
z + ∂

¯
z∂

†

¯
z

)
Kn

p+1,q+1(·, u)∂
†

¯
u∂

¯
u,Ms,t(·)〉∂

= 2〈∂
¯
z∆Kn

p+1,q+1(·, u)∂
†

¯
u∂

¯
u,Ms,t(·)〉∂ = 0.

Here we also used the fact that ∂†

¯
z∂

¯
z + ∂

¯
z∂

†

¯
z = ∆ and the harmonicity of the kernel Kn

p+1,q+1(z, u).
Equation (46) follows then from the proportionality of the Fischer and the spherical inner product. The
proofs of statements (47) and (48) are analogous and thereby omitted.

Remark 4.2. Although a prerequisite of Theorem 4.2 is that p > q ≥ 1, the statement remains true for
all choices of homogeneity (p, q). The proof of this is similar to the one shown in the above theorem.

4.3 Normalization

In the case of spherical monogenics of order k the reproducing kernel can be obtained up to a constant
by letting two Dirac operators act on the harmonic kernel of order (k + 1). As seen in Theorem 3.3
this normalization constant is found to be ck = −(m + 2k)−2. For the reproducing kernel of spherical
h-monogenics the necessary normalization constant will not be scalar, which follows from the condition
we derived in Theorem 4.2, i.e.

(n+ p+ q + 1)2(n− β + q)(β + p)dp,q(β) = 1. (49)
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This constant dp,q(β) has to invert a quadratic polynomial in β and therefore also has to be a polynomial
in β. For more information on these so-called spin-Euler polynomials we refer to [4, 5] and [13]. In regard
of the factorial property (23) in Lemma 4.1 a suitable basis for these polynomials seems to be given by
the Lagrange polynomials. Indeed when considering the Lagrange polynomials for the points xj = j for
j = 0, · · · , n

Lk(x) =
n∏

j=0
j 6=k

x− j

k − j

and evaluating them in β we have some useful properties, given in the following lemma.

Lemma 4.9. For the Lagrange polynomials Lj in β it holds that

n∑

j=0

Lj(β) = 1, (50)

βLj(β) = jLj(β) j = 0, · · · , n, (51)

Lj(n− β) = Ln−j(β) j = 0, · · · , n. (52)

Proof. Property (50) holds for Lagrange polynomials in general and thereby also for Lj(β). Property
(51) follows from the factorial property (23), that is

βLj(β) − jLj(β) = (β − j)Lj(β) = (β − j)

n∏

l=0
l 6=j

β − l

j − l
=

β(β − 1) · · · (β − n)∏n
l=0
l 6=j

(j − l)
= 0.

For the symmetry property (52) we have

Lj(n− β) =

n∏

l=0
l 6=j

(n− β)− l

j − l
=

n∏

l=0
l 6=j

−β + (n− l)

−(n− j) + (n− l)
=

(−1)n

(−1)n

n∏

l=0
l 6=j

β − (n− l)

(n− j)− (n− l)

=

n∏

k=0
k 6=n−j

β − k

(n− j)− k
= Ln−j(β).

With these tools at hand we can solve equation (49) to determine the normalization constant dp,q(β).
The result of this computation is given in the following lemma.

Lemma 4.10. The normalization constant dp,q(β) of the reproducing kernel of spherical h-monogenics
is given by

dp,q(β) =
n∑

j=0

d(j)p,qLj(β),

where Lj(β) =
∏n

l=0
l 6=j

β−l
j−l

are the Lagrange polynomials and d
(j)
p,q = (n+p+ q+1)−2(n− j+ q)−1(j+p)−1.

Proof. In order to show that the given constant solves equation (49) we write dp,q(β) in terms of the
Lagrange polynomials Lj(β), hence

dp,q(β) =

n∑

j=0

d(j)p,qLj(β).
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For the normalization condition (49) we get

(n+ p+ q + 1)2(n− β + q)(β + p)dp,q(β) = (n+ p+ q + 1)2(n− β + q)(β + p)

n∑

j=0

d(j)p,qLj(β)

=

n∑

j=0

d(j)p,q(n+ p+ q + 1)2(n− β + q)(β + p)Lj(β)

=

n∑

j=0

d(j)p,q(n+ p+ q + 1)2(n− j + q)(j + p)Lj(β),

where we used property (51) of Lemma 4.9 twice in a row in the last step. If we choose the coefficients

d
(j)
p,q = (n+ p+ q + 1)−2(n− j + q)−1(j + p)−1 we get

(n+ p+ q + 1)2(n− β + q)(β + p)dp,q(β) =

n∑

j=0

Lj(β) = 1,

where the last equality is true due to property (50) of Lemma 4.9.
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Harmonic analysis Complex harmonic analysis Euclidean Clifford analysis Hermitian Clifford analysis

space/values Rm → C R2n → C Rm → Cℓm R2n → C2n

∆ =
m∑
j=1

∂xj
∂xj

∆ =
n∑

j=1

∂zj ∂̄zj ∂
¯
x =

m∑
j=1

ej∂xj
∂
¯
z =

n∑
j=1

fj ∂̄zj ∂†

¯
z =

n∑
j=1

f †
j ∂zj

operators E =
m∑
j=1

xj∂xj
Ez =

n∑
j=1

zj∂zj Ez̄ =
n∑

j=1

z̄j ∂̄zj E =
m∑
j=1

xj∂xj
Ez =

n∑
j=1

zj∂zj Ez̄ =
n∑

j=1

z̄j ∂̄zj

r2 = 〈x, x〉 r2 = 〈z, z〉 r2 = −
¯
x2 r2 = {

¯
z,
¯
z†}

dual pair sl2 ×O(m) gl2 × U(n) osp(1|2)× Spin(m) sl(1|2)× U(n)

null solutions Hk = Pk ∩ ker∆ Hp,q = Pp,q ∩ ker∆ Mk = Pk ∩ ker∂
¯
x M

(j)
p,q = P

(j)
p,q ∩ ker ∂

¯
z ∩ ker ∂†

¯
z

reproducing kernel Km
k Kn

p,q K̃m
k = ck∂

¯
xK

m
k ∂

¯
y K̃n

p,q = dp,q(β)∂
†

¯
z∂

¯
zK

n
p,q∂

†

¯
u∂

¯
u

theorem Theorem 2.2 Theorem 2.3 Theorem 3.3 Theorem 4.2

Fischer decomposition Pm
k =

⌊ k
2
⌋⊕

j=0

|x|2jHm
k−2j P2n

p,q =
min(p,q)⊕

j=0

|z|2jH2n
p−j,q−j Pm

k =
k⊕

j=0 ¯
xjMm

k−j see [8], page 310

Table 1: summary of the results

3
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