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Abstract In this paper we develop the basic concepts for a generalized
Wiman-Valiron theory for Clifford algebra valued functions that satisfy in-
side an n+1-dimensional ball the higher dimensional Cauchy-Riemann sys-
tem ∂f

∂x0
+
∑n

i=1 ei
∂f
∂xi

= 0. These functions are called monogenic or Clifford
holomorphic inside the ball. We introduce growth orders, the maximum
term and a generalization of the central index for monogenic Taylor series
of finite convergence radius. Our goal is to establish explicit relations be-
tween these entities in order to estimate the asymptotic growth behavior of
a monogenic function in a ball in terms of its Taylor coefficients. Further-
more, we exhibit a relation between the growth order of such a function f
and the growth order of its partial derivatives.

Mathematics Subject Classification (2000): 30G35

1 Introduction

The study of the asymptotic growth behavior of holomorphic and meromor-
phic functions belongs to one of the classical topics of complex analysis.
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Early contributions in this direction came from E. Lindelöf [15] and A.
Pringsheim [18] and a short time later by the school of A. Wiman [22] and
G. Valiron [21] in the first two decades of the 20th century. With the notion
of growth orders, the maximum term of a Taylor series and the central index
they performed a quantitative asymptotic analysis. Their results addressed
exclusively the context of entire holomorphic functions.

It appeared to be a difficult task to develop a more general theory for
functions that are not entire holomorphic.

Breakthrough works in that direction were provided by R. Nevanlinna
[17] and his students in 1925 who managed to build up a quantitative de-
scription of the growth behavior of all functions that are meromorphic in
the entire complex plane. For a compact description we refer for instance
to [13,14].

In [19,20] one finds a description of a properly adapted version of Wiman-
Valiron theory to the concrete case of functions in one complex variable that
are holomorphic in a ball of finite radius. Already in the one complex vari-
able case, the relation between the growth orders, the maximum term and
the central index of the Taylor series turned out to be much more compli-
cated than in the entire case. In many situations one only obtains estimates
in one direction between these entities for which one has the equality relation
in the entire holomorphic case. See for instance [16,20]. In several complex
variables the treatment of analogous questions gets even more complicated
due to the lack of a direct analogue of Hadamard’s formula which relates the
Taylor coefficients to the radius of convergence in the one complex variable
case.

In this paper we study analogous questions within the context of Clif-
ford algebra valued functions defined in open subsets of Rn+1 that are so-
lutions to the higher dimensional Cauchy-Riemann system Df = 0 where

D := ∂
∂x0

+
n∑

i=1

∂
∂xi

ei. Solutions to this system are often called monogenic or

Clifford holomorphic. Many classical theorems from complex analysis, such
as for instance the Cauchy integral formula, the residue theorem, Laurent
expansion theorems, etc. carry over to the higher dimensional context using
this operator, see for instance [4,11,12]. Nevertheless, as far as we know,
questions concerning possible generalizations of Wiman-Valiron theory re-
mained untouched for a long time.

In [1] M.A. Abul-Ez and the first author introduced the notion of the
growth order and the type for a particular subclass of entire Clifford holo-
morphic functions. These were called special monogenic functions by the
authors and have the property of being generated by a special subfamily of
monogenic polynomials. In the follow-up papers [2,3] it was analyzed under
which growth conditions the related basic set of special polynomials form a
Cannon set. This provided some first results on some questions around the
growth of this particular subclass.
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In the recent papers [5,6,8] the fundamentals of a generalized Wiman-
Valiron theory for general entire monogenic functions were established. In
particular, generalizations of the maximum term and of the central index
to Clifford analysis were introduced for general entire monogenic functions.
This study lead to more quantitative insight in the asymptotic growth be-
havior of the maximum modulus and its relation to the Taylor coefficients
of general entire monogenic functions.

In this paper we now develop the basics of a higher dimensional gen-
eralization of Wiman-Valiron theory for monogenic Taylor series of finite
convergence radius.

We first introduce the notions of growth orders in this context and study
some basic properties. As described in [8], in the case of entire monogenic
functions the set of Fueter polynomials turned out to be the particular
set of entire monogenic functions that have growth order equal to zero. In
the case of monogenic Taylor series of finite convergence radius, the class
of functions with growth order zero is replaced by the set of hypercom-
plex meromorphic Mittag-Leffler series with isolated singularities discretely
placed on the boundary of the unit ball.

After that we study the relation between the growth order of a finite
monogenic Taylor series, and the growth order of its partial derivatives.

Then we introduce the maximum term and the central index in this
framework and study their relation to generalized growth orders. We set
up some generalizations of those estimates between these entities that were
discussed in [19,20] for the one variable case. This includes a generalization
of the classical Valiron inequality. As the main application we develop ex-
plicit formulas for the growth order in terms of the Taylor coefficients of the
monogenic function series.

2 Preliminaries

In this section we introduce the basic notions of Clifford analysis. For de-
tailed information about Clifford algebras and their function theory we refer
for example to [4], [11] and [12].

2.1 Clifford algebras

By {e1, e2, . . . , en} we denote the canonical basis of the Euclidean vector
space Rn. The attached real Clifford algebra Cl0n is the free algebra gen-
erated by Rn modulo the relation x2 = −‖x‖2e0, where x ∈ Rn and e0

is the neutral element with respect to multiplication of the Clifford alge-
bra Cl0n. In the Clifford algebra Cl0n the following multiplication rules
hold eiej + ejei = −2δije0, where i, j = 1, · · · , n, and where δij is the Kro-
necker symbol. A basis for the Clifford algebra Cl0n is given by the set
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{eA : A ⊆ {1, · · · , n}} with eA = el1el2 · · · elr , where 1 ≤ l1 < · · · < lr ≤
n, e∅ = e0 = 1. Every a ∈ Cl0n can be written in the form a =

∑
A aAeA

with aA ∈ R. Two examples of real Clifford algebras are the complex
number field C and the Hamiltonian skew field H. The conjugation anti-
automorphism in the Clifford algebra Cl0n is defined by a =

∑
A aAeA,

where eA = elrelr−1 · · · el1 and ej = −ej for j = 1, · · · , n, e0 = e0 = 1. The
linear subspace spanR{1, e1, · · · , en} = R⊕Rn ⊂ Cl0n is the so-called space
of paravectors z = x0 + x1e1 + x2e2 + · · ·+ xnen which we simply identify
with Rn+1. The term x0 is called the scalar part of the paravector z and
x := x1e1 + · · ·+xnen its vector part. Any paravector z ∈ Rn+1\{0} has an
inverse element in Rn+1 given by z−1 = z/‖z‖2. A scalar product between
two Clifford numbers a, b ∈ Cl0n is defined by < a, b >:= Sc(ab) and the
Clifford norm of an arbitrary a =

∑
A aAeA is ‖a‖ = (

∑
A |aA|2)1/2.

In order to present many calculations in a more compact form, the fol-
lowing notations will be used, where m = (m1, . . . ,mn) ∈ Nn

0 is an n-
dimensional multi index:

xm := xm1
1 · · ·xmn

n , m! := m1! · · ·mn!, |m| := m1 + · · ·+ mn.

By τ(i) we denote the multi index (m1, . . . ,mn) with mj = δij for 1 ≤ j ≤ n.

2.2 Clifford analysis

One way to generalize complex function theory to higher dimensional hy-
percomplex spaces is the Riemann approach. One considers Clifford algebra
valued functions defined in Rn+1 that are annihilated by the generalized
Cauchy-Riemann operator

D :=
∂

∂x0
+

n∑
i=1

ei
∂

∂xi
.

If U ⊂ Rn+1 is an open set, then a real differentiable function f : U → Cl0n

is called left (right) monogenic at a point z ∈ U if Df(z) = 0 (or fD(z) = 0).
Functions that are left monogenic in the whole space are also called left
entire monogenic. The notion of left (right) monogenicity in Rn+1 actually
provides a meaningful generalization of the concept of complex analyticity
to Clifford analysis. Many classical theorems from complex analysis could
be generalized to higher dimensions by this approach. We refer for example
to [4,11,12]. One important tool is the generalized Cauchy formula.

Let us denote by An+1 the n-dimensional surface ‘area’ of the (n + 1)-
dimensional unit ball, and by q0(z) = z

‖z‖n+1 the Cauchy kernel. Then every
function f that is left monogenic in a neighborhood of the closure D of a
domain D satisfies

f(z) =
1

An+1

∫
∂D

q0(z − w) dσ(w) f(w),
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where dσ(w) is the paravector-valued outer normal surface measure, i.e.,

dσ(w) =
n∑

j=0

(−1)j+1ejdw0 ∧ · · · ∧ d̂wj ∧ · · · ∧ dwn

with d̂wj = dw0 ∧ · · · ∧ dwi−1 ∧ dwi+1 ∧ · · · ∧ dwn.
An important difference to classical complex function theory is that the

set of left (right) monogenic functions forms only a Clifford right (left)
module for n > 1. The ordinary powers of the hypercomplex variable z are
not monogenic, either. In the Clifford analysis setting, the complex positive
powers are substituted by Fueter polynomials. These are defined by

Pm(z) =
1
|m|!

∑
π∈perm(m)

zπ(m1)zπ(m2) · · · zπ(mn),

where perm(m) stands for the set of all permutations of the sequence
(m1,m2, . . . ,mn) and zi := xi − x0ei for i = 1, . . . , n and P0(z) := 1.
For convenience in this paper we prefer to work with the slightly modified
Fueter polynomials Vm(z) := m!Pm(z). The negative power functions are
generalized by the Cauchy kernel function q0(z) and its partial derivatives
qm(z) = ∂m1+···+mn

∂x
m1
1 ···∂xmn

n
q0(z). In the generalized Taylor and Laurent expansion

theorem, the functions Vm(z) and qm(z) replace the ordinary powers in
complex function theory. To make the paper self-contained we briefly recall

Theorem 1. ([4] pp. 71) Let g : B(0, R) → Cl0n be left monogenic. Then
in each open ball B(0, r) with 0 < r < R

g(z) =
∞∑

m=0

( ∑
|m|=m

Vm(z)am

)
(1)

where all terms of the same total degree of homogeneity |m| are bracketed to-
gether and the coefficients are given by am = 1

m!An+1

∫
∂B(0,r)

qm(z)dσ(z)g(z).

Remarks: Suppose that f is left monogenic in B(0, R) with some singu-
larities on the boundary {z : ‖z‖ = R}. Then we know for sure that the
Taylor series (1) converges in each B(0, r) with 0 ≤ r < R uniformely to
the function g. However, as already mentioned in the old work of Fueter
[10] p. 125, in contrast to the one complex variable case, it can happen
that the Taylor series (1) even converges in some points outside the closure
of B(0, R). The open ball B(0, R) is only the largest ball centered at the
origin that lies completely inside the convergence domain of the series (1).
It is important that in the representation (1) the terms of the same total
degree of homogeneity are bracketed together. If we consider instead its
usual multiple Taylor series representation in which the terms of the same
homogeneity degree are not necessarily bracketed together, then it can hap-
pen that this one only converges in the smaller domain R√

2
, see also [9]. As
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a consequence for n > 1 we do not have the classical Hadamard formula
which relates directly the Taylor coefficients with the convergence radius in
the one complex variable case. In the Clifford analysis setting one only has
an inequality of the form

1
R
≤ lim sup

|m|→+∞

|m|
√
‖am‖ ≤

√
2

R
. (2)

An example where the lower bound is attained is given by the function
f(z) = 1

1−x0−e1x1
. The upper bound limit 1√

2
is obtained for instance by

g(z) = q0(e1 − z).

3 Growth orders of monogenic functions in the unit ball

The aim of this paper is to develop analogues of some basic results from
Wiman and Valiron’s theory for monogenic Taylor series

g(z) =
∞∑

m=0

( ∑
|m|=m

Vm(z)am

)
of finite convergence radius R. For the sake of simplicity we will use for (1)
in all that follows the abbreviated notation

g(z) =
∞∑

|m|=0

Vm(z)am (3)

where we always presuppose that all terms of the same degree are bracketed
together. Without loss of generality let us suppose that the convergence
radius of (3) is equal to 1. Throughout this paper we denote the maximum
modulus by M(r, g) := M(r) := max{‖g(z)‖ : ‖z‖ = r < 1}. We define
the maximum term of (3) by µ(r, g) := µ(r) := max{‖am‖r|m|} and the
central index (or indices resp.) by ν(r, g) := ν(r) := max{|m|; ‖am‖r|m| :=
µ(r, g)}.

Following the classical line from G. Valiron and [19,20], it is natural to
define the growth order of a monogenic function in the unit ball as follows:

Definition 1. (Order of growth)
Let g : B(0, 1) → Cl0n be a left monogenic function. Then we call

ρ(g) := lim sup
r→1−

log+(log+ M(r, g))
− log(1− r)

, 0 ≤ ρ ≤ ∞ (4)

the order of growth of the function g. The inferior growth order of g is
defined by

λ(g) := lim inf
r→1−

log+(log+ M(r, g))
− log(1− r)

, 0 ≤ λ ≤ ∞. (5)

If ρ = λ, then we say that g is a function of regular growth. If ρ > λ then
we say that g has irregular growth.
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A simple example of a non-constant monogenic Taylor series with conver-

gence radius equal to 1 is given by F (z) :=
+∞∑
|m|=0

Vm(z). We immediately

observe that for ‖z‖ = r < 1: M(r, F ) ≤
+∞∑
|m|=0

‖z‖|m| = 1
1−r . Hence,

log+ log+ M(r, F )
− log(1− r)

≤ log+(− log(1− r))
− log(1− r)

→ 0 for r → 1−.

We thus have ρ(F ) = 0 and consequently also λ(F ) = 0. The function F
serves as an example for a monogenic function in the unit ball of regular
growth.

Here, we observe a further interesting aspect differing significantly from
the case dealing with entire monogenic functions: The subset of entire mono-
genic functions whose growth order equals zero coincided with the set of
monogenic polynomials. Here, in the context of monogenic Taylor series
of finite convergence radius, the situation is different. In the setting of the
unit ball all finite Mittag-Leffler series with isolated singularities on the unit
sphere turn out to have growth order zero.

Theorem 2. Let a1, . . . , ak be mutually distinct points on the unit sphere
Sn = {z ∈ Rn+1 | ‖z‖ = 1}, N(ai) some arbitrary non-negative integers
and b

(i)
m some arbitrary Clifford numbers. Then all Mittag-Leffler series of

the form

Q(z) =
k∑

i=1

N(ai)∑
|m|=0

qm(ai − z)b(i)
m

satisfy λ(Q) = ρ(Q) = 0.

Proof. Let us first consider the particular term qm(ai − z). Following e.g.
[7], it satisfies the sharp estimate

‖qm(ai − z)‖ ≤ n(n + 1) · · · (n + |m| − 1)
‖ai − z‖n+|m| .

For all ai ∈ Sn and for all z with ‖z‖ = r < 1 we have ‖ai − z‖ ≥ (1− r).
Therefore,

M(r, qm(ai − z)) ≤ c0(n, |m|)
(1− r)n+|m|

with c0(n, |m|) = n(n + 1) · · · (n + |m| − 1) and hence

log+ log+ M(r, qm(ai − z))
− log(1− r)

=
log+ log+( c0(n,|m|)

(1−r)n+|m| )

− log(1− r)
→ 0 for r → 1−.

So, we have ρ(qm(ai−z)) = 0 and λ(qm(ai−z)) = 0. Like in the classical the-
ory of complex holomorphic functions, also two arbitrary monogenic Taylor
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series in the unit ball satisfy ρ(f + g) ≤ max{ρ(f), ρ(g)} and ρ(fβ) = ρ(f)
for all arbitrary Clifford numbers β ∈ Cl0n. Hereby follows the assertion. �

Next we analyze the relation between the growth behavior of a mono-
genic Taylor series in the unit ball and the growth order of its partial deriva-
tives. We establish

Theorem 3. Suppose that g : B(0, 1) → Cl0n is a left monogenic func-
tion. Let further Mi(r) := max‖z‖=r

{∥∥∥ ∂g
∂xi

(z)
∥∥∥} where 0 < r < 1 and

i ∈ {0, 1, . . . , n} and let M ′(r) := maxi=0,1,...,n Mi(r). Then

ρ(g) = ρ′(g) and λ(g) = λ′(g) (6)

where ρ′(g) = lim sup
r→1−

log+ log+ M ′(r)
− log(1−r) and λ′(g) = lim inf

r→1−

log+ log+ M ′(r)
− log(1−r) .

Proof. Since g is left monogenic for ‖z‖ < 1, it follows immediately by
Cauchy’s integral formula for monogenic functions that also all the partial
derivatives gi(z) := ∂g

∂xi
(z) for i = 0, 1, . . . , n are left monogenic functions

for ‖z‖ < 1. Let Γ : [0, 1] → B(0, 1) be an arbitrary rectifiable curve
within the unit ball starting from the origin to z. Then, one can write

g(z) = g(0) +
1∫
0

n∑
i=0

xigi(tz)dt. For all ‖z‖ = r < 1 we obtain

‖g(z)‖ ≤ ‖g(0)‖+ r(n + 1)M ′(r) (7)

from which one can directly conclude that ρ(g) ≤ ρ′(g) and λ(g) ≤ λ′(g).

To prove the estimate in the opposite direction we first apply as in the
case of entire monogenic functions Cauchy’s integral formula on the partial
derivatives gi. For all 0 < r < R < 1 we obtain

gi(z) =
1

An+1

∫
‖ζ−z‖=R−r

qτ(i)(ζ − z)dσ(ζ)g(ζ).

In view of ‖qτ(i)(ζ − z)‖ ≤ n
(R−r)n+1 we hence get for all 0 < r < R < 1 the

estimate
M ′(r) ≤ n

R− r
M(R). (8)

which is the same as in the case of entire monogenic functions. However, in
order to proceed further, we now need to apply different arguments as in
the case of entire functions.

It is convenient to set: R = αr where α ∈ R has to be chosen such that
1 < α < 1

r where r < 1. Then (8) reads M ′(r) ≤ n
(α−1)r M(αr), so that

log+ M ′(r) ≤ log+ M(αr) + log+ n

(α− 1)r
.
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Now we have

log+ log+ M ′(r)
− log(1− r)

≤
log+

[
log+ M(αr) + log+

(
n

(α−1)r

)]
− log(1− αr)

log(1− αr)
log(1− r)

≤ log+ log+ M(αr)
− log(1− αr)

log(1− αr)
log(1− r)

+
log+ log+

(
n

(α−1)r

)
− log(1− αr)

log(1− αr)
log(1− r)

+
log 2

log(1− r)
.

Let us now investigate the asymptotic behavior of these terms for r → 1−.
If r tends to 1−, then it follows from 1 < α < 1

r that α ≈ 1. Therefore, the

expression
log+ log+( n

(α−1)r
)

− log(1−αr) has the same asymptotic behavior as log log nx
log x for

very large x. This in turn tends to zero. Furthermore, log(1−αr)
log(1−r) ≈ 1. As a

consequence we obtain that ρ(g) ≥ ρ′(g) and λ(g) ≥ λ′(g). �

4 Relations between the growth order and the Taylor coefficients

In analogy to the classical Valiron inequality [13,21] for holomorphic func-
tions we obtain the following generalization in the setting of monogenic
Taylor series of finite convergence radius:

Theorem 4. If g : Rn+1 → Cl0n is a left monogenic function in B(0, 1),
then we have for all 0 < r < R < 1:

M(r) ≤ µ(r)
[(n + |ν(R)| − 1

|ν(R)| − 1

)
+
(

1
R− r

)n ]
. (9)

Proof. Since g is monogenic in the open ball B(0, 1), it has the representation

g(z) =
∞∑
|l|=0

Vl(z)al for all ‖z‖ < 1 where al are uniquely defined Clifford

numbers. From the maximum modulus theorem for monogenic functions we
infer that for 0 < r < R < 1:

M(r) ≤
∞∑
|l|=0

‖al‖r|l| =
|ν(R)|−1∑
|l|=0

‖al‖r|l| +
∞∑

|l|=|ν(R)|

‖al‖r|l|

≤
|ν(R)|−1∑
|l|=0

µ(r) +
∞∑

|l|=|ν(R)|

‖al‖r|l|. (10)

In view of
|ν(R)|−1∑
|l|=0

1 =
(
n+|ν(R)|−1
|ν(R)|−1

)
we obtain after inserting this expression

into (10):

M(r) ≤ µ(r)
(

n + |ν(R)| − 1
|ν(R)| − 1

)
+

∞∑
|l|=|ν(R)|

‖al‖r|l|
‖aν(r)‖r|ν(r)|R|l+ν(R)|

‖aν(r)‖r|ν(R)|R|l+ν(R)|
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≤ µ(r)
(

n + |ν(R)| − 1
|ν(R)| − 1

)
+ µ(r)

∞∑
|l|=|ν(R)|

‖al‖R|l|R|ν(R)|r|l|

‖aν(R)‖R|ν(R)|R|l|r|ν(R)|

≤ µ(r)
(

n + |ν(R)| − 1
|ν(R)| − 1

)
+ µ(r)

∞∑
|l|=|ν(R)|

( r

R

)|l|−|ν(R)|

= µ(r)
[(n + |ν(R)| − 1

|ν(R)| − 1

)
+
(

R

R− r

)n ]
≤ µ(r)

[(n + |ν(R)| − 1
|ν(R)| − 1

)
+
(

1
R− r

)n ]
. �

For the applications that we are going to develop in this paper it suffices to
use the following weaker version which also provides a correction to Theo-
rem 5.2 from [8]:

Corollary 1. If g : Rn+1 → Cl0n is a left monogenic function in B(0, 1),
then for all 0 < r < R < 1:

M(r) ≤ µ(r)
[
|ν(R)|(1 + |ν(R)|)n−1 +

(
1

R− r

)n ]
. (11)

Proof. It suffices to show that(
n + |ν(R)| − 1
|ν(R)| − 1

)
≤ |ν(R)|

[
(1 + |ν(R)|)n−1

]
.

In view of
(
n+|ν(R)|−1
|ν(R)|−1

)
=

|ν(R)|−1∑
|l|=0

1, we obtain the following estimate

|ν(R)|−1∑
|l|=0

1 =
∑
|l|=0

1 +
∑
|l|=1

1 + · · ·+
∑

|l|=|ν(R)|−1

1

= 1 +
((n− 1) + 1)!

(n− 1)!1!
+ · · ·+ [(n− 1) + (|ν(R)− 1)]!

(n− 1)!(|ν(R)| − 1)!

≤ |ν(R)|

[
[(n− 1) + |ν(R)| − 1]!
(n− 1)!(|ν(R)| − 1)!

]
where we used the inequality

(n− 1 + k)!
(n− 1)!k!

≤ (n− 1 + (k + 1))!
(n− 1)!(k + 1)!

which in turn can be established by a straightforward induction argument
for all positive integers n ≥ 1. Further,

|ν(R)|

[
[(n− 1) + |ν(R)| − 1]!
(n− 1)!(|ν(R)| − 1)!

]
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= |ν(R)|

[
(|µ(R)|+ n− 2)((|ν(R)|+ n− 3) · · · (|ν(R)|+ 1)|ν(R)|

(n− 1)!

]

= |ν(R)|

[
|ν(R)|+ n− 2

n− 1
· |ν(R)|+ n− 3

n− 2
· · · · · |ν(R)|+ 1

2
|ν(R)|

1

]

≤ |ν(R)|

[
(1 +

|ν(R)|
n− 1︸ ︷︷ ︸

≤1+|ν(R)|

)(1 +
|ν(R)|
n− 2︸ ︷︷ ︸

≤1+|ν(R)|

) · · · · · (1 +
|ν(R)|

1︸ ︷︷ ︸
=1+|ν(R)|

)

]

≤ |ν(R)|

[
(1 + |ν(R)|)n−1

]
.

Finally, one obtains:

M(r) ≤ µ(r)

[
|ν(R)|(1 + |ν(R)|)n−1 +

1
(R− r)n

]
. �

As a direct consequence we further obtain

Corollary 2. If g : Rn+1 → Cl0n is a non-constant left monogenic function
in B(0, 1), then for all 0 < r < R < 1 and R := r + 1−r

|ν(r)|

M(r) < 2µ(r)(1 + |ν(R)|)n 1
(1− r)n

. (12)

Proof. Inserting the particular value R := r+ 1−r
|ν(r)| into inequality (11) leads

to

M(r) ≤ µ(r)

[
|ν(R)|(1 + |ν(R)|)n−1 +

|ν(r)|n

(1− r)n

]
.

Since |ν| is an increasing function, we get

M(r) ≤ µ(r)
(

(1 + |ν(R)|)n +
(1 + |ν(R)|)

(1− r)n

)
= µ(r)(1 + |ν(R)|)n

(
1 +

1
(1− r)n

)
< 2µ(r)(1 + |ν(R)|)n 1

(1− r)n
. �

Our next aim is to establish some relations between the order of growth ρ
and the expressions

ρ1 := lim sup
r→1−

log+ log+ µ(r)
− log(1− r)

; ρ2 := lim sup
r→1−

log+ |ν(r)|
− log(1− r)

;

λ1 := lim inf
r→1−

log+ log+ µ(r)
− log(1− r)

; λ2 := lim inf
r→1−

log+ |ν(r)|
− log(1− r)

.

The generalized Valiron inequality allows us to establish
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Theorem 5. Let g : Rn+1 → Cl0n be a left monogenic function in B(0, 1)
of growth order ρ. If ρ2 < ∞ then ρ ≤ ρ1.

Proof. Inserting the particular value R = αr with 1 < α < 1
r into (11) leads

to

M(r) ≤ µ(r)
[
|ν(αr)|[1 + |ν(αr)|]n−1 +

1
((α− 1)r)n

]
. (13)

In view of ρ2 < ∞ we can always find an ε > 0 such that log |ν(r)|
− log(1−r) ≤ ρ2 + ε,

which equivalently reads |ν(r)| ≤ e−(ρ2+ε) log(1−r) = (1 − r)−(ρ2+ε). For r
sufficiently close to 1− there is an ε1 > 0 such that

M(r) ≤ µ(r)
(

(1− αr)−n(ρ2+ε) +
1

((α− 1)r)n

)
≤ µ(r)(1− αr)−n(ρ2+ε1).

Hence with ε2 := nε1 we obtain M(r) ≤ µ(r)(1−αr)−nρ2−ε2 . Next we may
infer that

log+ log+ M(r)
− log(1− r)

≤ log+[log+ µ(r) + log+(1− αr)−nρ2−ε2 ]
− log(1− r)

=
log 2

− log(1− r)
+

log+ ((−nρ2 − ε2) log(1− αr))
− log(1− r)

+
log+ log+ µ(r)
− log(1− r)

. (14)

For r → 1− we have α ≈ 1. Hence lim
r→1−

log+(−(nρ2+ε2) log(1−αr))
− log(1−r) = 0 and

therefore

ρ = lim sup
r→1−

log+ log+ M(r)
− log(1− r)

≤ lim sup
r→1−

log+ log+ µ(r)
− log(1− r)

= ρ1. �

Proposition 1. Suppose that g : B(0, 1) → Cl0n is a left monogenic func-

tion represented by g(z) =
∞∑

|m|=0

Vm(z)am. Further let

κ := lim sup
|m|→∞

log+ log+(‖am‖)
log(|m|)

and ω := lim inf
|m|→∞

log+ log+(‖am‖)
log(|m|)

.

Then ρ1 ≤ κρ2 and λ1 ≤ ωλ2.

Proof. We consider µ(r) := ‖aν(r)‖r|ν(r)| for 0 < r < 1. Relying on

log+(µ(r)) = log+ ‖aν(r)‖+ |ν(r)| log+(r) = log+ ‖aν(r)‖ (15)

and on the fact that κ is finite it follows that

log+ log+(‖am‖)
log(|m|)

≤ κ + ξ (16)
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for ξ > 0. The inequality (16) equivalently reads

log+ ‖am‖ ≤ |m|κ+ξ. (17)

If we next insert (17) into (15), then we obtain log+(µ(r)) ≤ |ν(r)|κ+ε.
Applying once more log+, we get:

log+ log+(µ(r))
− log(1− r)

≤ (κ + ε) log+(|ν(r)|)
− log(1− r)

. (18)

Consequently, lim supr→1−
log+ log+(µ(r))
− log(1−r) ≤ κ lim supr→1−

log+(|ν(r)|)
− log(1−r) .

Analogously one can establish that λ1 ≤ ωλ2. �

Next we establish an explicit relation between the growth order ρ and
the Taylor coefficients. The following two theorems provide us with a gen-
eralization of the formulas for the complex one variable case proved in [16].

Theorem 6. Suppose that g : B(0, 1) → Cl0n is a left monogenic function
represented by

g(z) =
∞∑

|m|=0

Vm(z)am, ‖z‖ < 1. (19)

Then the growth order ρ of g is given by

lim sup
|m|→∞

log+ log+
(

‖am‖
c(n,|m|)

)
log |m|

=
ρ

ρ + 1
(20)

where c(n, |m|) := n(n+1)···(n+|m|−1)
m! .

Proof. In view of the definition of ρ we have M(r, g) = O(e(1−r)−α

) for
some α ∈ R when r → 1− and ρ is the infimum of the set of all admissible
real α. From the integral representation of the Taylor coefficients given in
Theorem 1, which is a direct consequence of Cauchy’s integral formula, one
obtains the following estimate:

‖am‖r|m| ≤ c(n, |m|)M(r, g). (21)

Therefore, applying the estimate log+ M(r) ≤ k(1− r)−α where α > 0 and
where k is a properly chosen real constant, leads to

log+

(
‖am‖

c(n, |m|)

)
≤ log+ M(r, g) + log r−|m| ≤ k(1− r)−α−|m| log r.(22)

For |m| > k we put

1− r :=
(

k

|m|

) 1
1+α

. (23)
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Inserting (23) into (22) leads to

log+

(
‖am‖

c(n, |m|)

)
≤ k

(
k

|m|

)− α
α+1

− |m| log

(
1−

(
k

|m|

) 1
1+α

)

≤ 2k
1

α+1 |m|
α

α+1 − |m| log

(
1−

(
k

|m|

) 1
1+α

)
= k

1
α+1 |m|

α
α+1

×

(
1 + 1− k

−1
α+1 |m|

−α
α+1 |m| log

(
1−

(
k

|m|

) 1
1+α

))
= k

1
α+1 |m|

α
α+1

(
1 + O(|m|

−1
1+α )

)
. (24)

Moreover,

lim sup
|m|→∞

log+ log+
(

‖am‖
c(n,|m|)

)
log |m|

≤ α

1 + α
. (25)

If g is of finite growth order ρ, then one can take any α ≥ ρ so that

lim sup
|m|→∞

log+ log+
(

‖am‖
c(n,|m|)

)
log |m|

≤ ρ

1 + ρ
. (26)

Suppose now that ρ = ∞.
From the inequalities (2) and in view of c(n, |m|) ≥ 1 it follows that
log
(

|am|
c(n,|m|)

)
≤ log(|am|) ≤ |m| log

√
2.

Thus, lim sup
|m|→+∞

log+ log+( ‖am‖
c(n,|m|) )

log |m| ≤ 1.

If ρ 6= ∞, then there are constants ω and β := ω
ω+1 , such that

log+ ‖am‖ ≤ |m|β , (27)

where 0 < β < 1. Now we consider those indices with |m| ≥ |m0|. From (27)
we may infer that ‖am‖ ≤ e|m|β . Therefore, taking the maximum modulus
over ‖z‖ = r ≤ 1 in (19), we obtain

M(r) ≤ A +
|n|∑

|m|=|m0|

e|m|β r|m| +
∞∑

|m|=|n|+1

e|m|β r|m|. (28)

Let us consider those indices m which satisfy |n| ≤ |m| ≤ |m0|. We have

log
(
e|m|β r|m|

)
= |m|β + |m| log r.
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Furthermore, in view of

max
0≤x<∞

(
xβ − x log

1
r

)
=
(
β

β
1−β − β

1
1−β

)(
log
(

1
r

))−ω

,

one gets

log
(
e|m|β r|m|

)
= φ(β)

(
log
(

1
r

))−ω

(29)

where we put φ(β) :=
(
β

β
1−β − β

1
1−β

)
. Inserting (29) into (28) leads to

M(r) ≤ A + |n|eφ(β)(log( 1
r ))−ω

+
∞∑

|m|=|n|+1

e|m|β r|m|. (30)

Consider now
∞∑

|m|=|n|+1

e|m|β r|m|. Let us consider the greatest integer that

does not exceed the value
(

1
2

log
(

1
r

)) −1
1−β

. It will be denoted by

|n| :=

[(
1
2

log
(

1
r

)) −1
1−β

]
(31)

where [·] stands for the floor function here. Since |m| ≥ |n|+ 1 we have

|m| ≥
(

2
− log(r)

) 1
1−β

. (32)

(32) is equivalent to |m|1−β ≥ 2
− log(r) and consequently to

|m|β − |m| log(r) ≤ −|m|
2

log(r), (33)

since

|m|
(
|m|β−1 − 1

2
log(r)

)
≤ 0. (34)

Applying (33) to (30), we obtain

∞∑
|m|=|n|+1

e|m|β r|m| ≤
∞∑

|m|=|n|+1

e−
|m|
2 log(r)r|m|

=
∞∑

|m|=|n|+1

r
|m|
2 ≤ r

|n|+1
2

1− r
1
2
.

(35)
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Put ω := β
1−β . In view of 1 + |n| ≥

(
2

− log(r)

) 1
1−β

we obtain

log(r
|n|+1

2 ) ≤ −1
2

(
2

− log(r)

) 1
1−β

log
1
r

≤ −2
1

1−β−1

(
log
(

1
r

))1− 1
1−β

= −2ω

(
log
(

1
r

))−ω

.

When r tends to 1− we have

1−
√

r =
1
2

log
(

1
r

)[
1 + O

(
log
(

1
r

))]
,

and thus obtain

log
( r

|n|+1
2

1−
√

r

)
≤ −2ω

(
log
(

1
r

))−ω

+ log 2− log log
1
r

+ O

(
log

1
r

)
= −2ω

(
log
(

1
r

))−ω

[1 + o(1)]. (36)

Consequently from (36) it follows that (35) is of order o(1) when r tends to
1−. Finally, inserting (31) into (30) leads to

M(r) ≤ A1 +
(

2
log 1

r

) 1
1−β

eφ(β)(log 1
r )−ω

,

where A1 is a suitable real constant. Moreover, from the representation
1− r =

(
log 1

r

)−ω [1 + o(1)] we obtain

log M(r) ≤ log A1 +
1

1− β
log
(

2
log 1

r

)
+ φ(β)

(
log

1
r

)−ω

≤ φ(β)
(

log
1
r

)−ω

[1 + o(1)]

≤ φ(β)(1− r)−ω [1 + o(1)] .

Furthermore,

log log M(r) ≤ log φ(β) + log
(
(1− r)−ω

)
+ O(1) ≤ ω log

1
1− r

+ O(1),

which leads to

ρ = lim
r→1−

log log M(r, f)
log 1

1−r

≤ ω lim
r→1−

log 1
1−r

log 1
1−r

= ω.
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In view of (27) and since c(n, |m|) ≥ 1 one has

log+

(
‖am‖

c(n, |m|)

)
≤ log+ ‖am‖ ≤ |m|

ω
1+ω

and therefore

lim sup
|m|→∞

log log+
(

‖am‖
c(n,|m|)

)
log(|m|)

≤ ω

1 + ω
.

Next we choose the value ω
1+ω such that we have for ε > 0

χ := lim sup
|m|→∞

log log+
(

‖am‖
c(n,|m|)

)
log(|m|)

=
ω

1 + ω
− ε.

Since ρ ≤ ω it follows that χ+ε
1+(χ+ε) = ω ≥ ρ and therefore ρ

ρ+1 ≤ χ+ ε, i.e.,

ρ

1 + ρ
≤ lim sup

|m|→∞

log log+
(

‖am‖
c(n,|m|)

)
log(|m|)

. (37)

From (26) and (37) we finally obtain the formula (20). �

This theorem allows us to establish the following explicit formula for the
growth order ρ:

Theorem 7. Suppose that g : B(0, 1) → Cl0n is a left monogenic function
represented in the form (19). Then the growth order ρ of g is given by

lim sup
|m|→∞

log+ log+
(

‖am‖
c(n,|m|)

)
log |m| − log+ log+

(
‖am‖

c(n,|m|)

) = ρ. (38)

Proof. Using Theorem 6 one has

lim sup
|m|→∞

log+ log+
(

‖am‖
c(n,|m|)

)
log |m|

=
ρ

ρ + 1
(39)

In view of

log+ log+
(

‖am‖
c(n,|m|)

)
log |m| − log+ log+

(
‖am‖

c(n,|m|)

) ≈ 1
log(|m)|

log+ log+( ‖am‖
c(n,|m|) )

− 1

one obtains

lim sup
|m|→∞

log+ log+
(

‖am‖
c(n,|m|)

)
log |m| − log+ log+

(
‖am‖

c(n,|m|)

) = ρ. (40)

�

As a direct consequence we can establish



18 D. Constales et al.

Corollary 3. Suppose that g : B(0, 1) → Cl0n is a left monogenic function
represented in the form (19) and let ρ denote the growth order of g. Then

lim sup
|m|→∞

log+ log+ (‖am‖)
log |m|

≥ ρ

ρ + 1
.

Proof. Applying Theorem 6 and log
(

|am|
c(n,|m|)

)
≤ log(|am|) leads to

ρ

ρ + 1
= lim sup

|m|→∞

log+ log+
(

|am|
c(n,|m|)

)
log |m|

≤ lim sup
|m|→∞

log+ log+ (‖am‖)
log |m|

.

�
Finally, applying Theorem 6 one also obtains an explicit relation between

the growth order ρ and the other entities ρ1 and ρ2:

Theorem 8. Suppose that g : B(0, 1) → Cl0n is a left monogenic function,
where ρ is the growth order of g. Then

ρ1 ≤
(

ρ

ρ + 1
+ 1
)

ρ2.

Proof. Again let g be represented in the form g(z) =
∞∑

|m|=0

Vm(z)am. Ap-

plying Theorem 6 leads to

‖am‖ ≤ exp(|m|
ρ

ρ+1+ε)c(n, |m|) (41)

for ε > 0 where again c(n, |m|) = n(n+1)···(n+|m|−1)
m! . By Stirling’s formula

one next obtains that

c(n, |m|) ≈ |m|n−1
2 n

n
2 +|m|

(n− 1)!
(√

2π
)n−1 . (42)

Applying (41) and (42) leads to the following estimates

log(‖am‖) ≤ |m|
ρ

ρ+1+ε + log(c(n, |m|))

≤ |m|
ρ

ρ+1+ε +
n− 1

2
log(|m|) +

(n

2
+ |m|

)
log(n) + log 2

≤ |m|
ρ

ρ+1+ε +
3n− 1

2
|m|+ n2

2
+ log 2

≤ (n + 1)|m|
ρ

ρ+1+ε+1 +
n2

2
+ log 2 (43)

In view of the definition of maximum term µ(r) of g where we suppose that
r < 1 we obtain that µ(r) = ‖aν(r)‖r|ν(r)| Consequently, applying (43), we
get

log(µ(r)) = log(‖aν(r)‖) + |ν(r)| log(r)

≤ log(‖aν(r)‖) ≤ (n + 1)|ν(r)|
ρ

ρ+1+ε+1 +
n2

2
+ log 2.
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Hence,

log log(µ(r)) = log(n + 1) + (
ρ

ρ + 1
+ ε + 1) log(|ν(r)|) + log

(
n2

2
+ log 2

)
+ log 2.

Finally, we obtain that

ρ1 = lim sup
r→1−

log log(µ(r))
− log(1− r)

=
(

ρ

ρ + 1
+ 1
)

lim sup
r→1−

log(|ν(r)|)
− log(1− r)

.

�

As a further application we can establish

Theorem 9. Suppose that g : B(0, 1) → Cl0n is a left monogenic function
and that ρ is the growth order of g. If ρ2 < ∞, then ρ ≤ 2ρ2.

Proof. Applying Theorem 5 and Theorem 8 leads to ρ ≤ ρ1 ≤
(

ρ
ρ+1 + 1

)
ρ2,

and ρ
2 ≤ ρ

(
ρ+1
2ρ+1

)
≤ ρ2. �
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