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Abstract

Through the years, the resolution of X-ray Computed Tomography (CT) systems has increased rapidly, in particular for
the newer micro- and nano-CT systems. With this increasing resolution, the limits of absorption contrast CT are being
reached. At the same time, a new type of contrast becomes visible: phase-contrast. Mainly for low absorbing objects such
as insects and wood, phase-contrast can lead to a new type of CT reconstruction using the Modified Bronnikov Algorithm
(MBA)[1]. Despite it’s theoretical limitation to pure phase objects, the algorithm has some clear advantages with respect
to filtered back-projection (FBP). The MBA is therefore commonly used at the Centre for X-ray Tomography of the
Ghent University (UGCT) to obtain additional information for optimal scanning results.
Full article can be found at http://dx.doi.org/10.1016/j.nimb.2009.01.129
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1. Introduction

Since the development of X-ray computed tomography
(CT) by Hounsfield in 1972, the basic principle has not
changed. A sample is placed between an X-ray source
and a detector and rotated relative to the source-detector
system. X-rays are attenuated in the sample, giving rise to
a projection image. By taking images at different angles,
the linear attenuation coefficient µ can be calculated by
the standard filtered back projection algorithm (FBP) in
each volume element of the object(voxel), starting from
the Lambert-Beer law

I/I0 =
∫

X−raypath

e−µdL (1)

where I0 is the incident X-ray intensity and I the trans-
mitted intensity.[2]
For low-density objects such as wood, µ is rather low.
For increasing resolution, thus when samples become very
small, this leads to insufficient absorption contrast for a
good reconstruction. At the same time, a new type of
contrast becomes visible for this kind of samples: phase
contrast.
Caused by a phase shift of the propagating wave, a typical
edge enhancement effect is visible in the images. Although
this results in seemingly sharpened radiographs, it induces
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erroneous values and artefacts in the CT reconstruction.
Different techniques are available to exploit this effect. For
x-ray tubes the two most popular are grating interferom-
etry [3, 4] and phase propagation imaging[5, 6]. Other
techniques are available at synchrotron radiation setups,
but considering the high operating cost and low accessi-
bility, these do not serve the purpose of easy and frequent
usage.
Phase propagation imaging results in mixed phase and
absorption images. A reconstruction algorithm to recon-
struct only the phase component of these images, the Mod-
ified Bronnikov Algorithm (MBA), will be explained in this
article and tested on several different samples. The advan-
tages and disadvantages of the algorithm will be shown on
the basis of these examples.

2. Theoretical background

The interactions of light with a medium can be de-
scribed by its refractive index n(λ):

n(λ) = 1− δ(λ) + iβ(λ) (2)

where λ is the wavelength. The imaginary part iβ is the ex-
tinction coefficient, responsible for absorption of the wave
in the medium. The real part 1−δ denotes the ratio of the
phase velocity of the wave through vacuum and the phase
velocity in the medium. For visible light, this δ is between
0 and −1 for most materials, meaning the phase velocity
is smaller in a medium than it is in vacuum, which causes
refraction, a deviation of the propagation direction of the
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light. For x-rays, the absolute value of δ is much lower, in
the order of +10−6. This means the deviations are very
small and only visible at interfaces that are almost paral-
lel to the X-rays. Another phenomenon caused by phase
shift,diffraction, can be disregarded at conventional micro-
CT scanners using an x-ray tube, because the coherence
length LT [7]

LT = λS/D (3)

where S is the spot size of the source and D is the distance
from the source to the object, is smaller than the resolution
at these setups.
It can be proven that for objects with small variations
in absorption, the intensity at the detector is given by
[8, 9, 10]

Idθ (x, y) = Id=0
θ (x, y)

(
1− dλ

2π
∇2φθ(x, y)

)
(4)

where x, y are the coordinates on the detector plane, d is
the distance from object to detector, θ is the projection
angle and φ the phase function:

φθ(x, y) =
2π
λ

∫
raypath

δ(x′, y′, z′)dx′dy′dz′ (5)

Eq. (4) is known as the Transport of Intensity Equa-
tion (TIE) and is a commonly used approximation for
simulations[11, 12].
Defining the data function

gθ(x, y) = Idθ (x, y)/Id=0
θ (x, y)− 1 (6)

a reconstruction algorithm similar to the FBP is derived by
Bronnikov [13, 14], by which the coefficient δ is calculated
by:

δ(x′, y′, z′) =
1

4π2d

π∫
0

q ∗ ∗gθdθ (7)

where the filter function

q(x, y) =
|y|

x2 + y2
(8)

is convolved with the data function gθ. This convolution
can easily be implemented in the Fourier domain where
the filter has the following form:

Q(ξ, η) =
|ξ|

ξ2 + η2
(9)

In the numerator of this filter, one can recognize the ramp
filter |ξ| of standard FBP. For easy implementation, the
filtering is done separately where only the denominator is
retained, because the ramp filter is implemented in the
FBP reconstruction software. This reduces the algorithm
to one extra filtering step in the reconstruction progress.
In this algorithm, it was assumed that gθ is known. For a
conical beam setup, Idθ /I

d=0
θ can not be calculated because

of the changing magnification, except for objects with no
absorption, i.e. pure phase objects. For low-absorbing
objects, this problem can be partially corrected by adding
a correction parameter to the filter

Qcor(ξ, η) =
|ξ|

ξ2 + η2 + α
(10)

as suggested by Groso et al. [15], who named this algorithm
the Modified Bronnikov Algorithm (MBA). A similar al-
gorithm, the TIE phase retrieval, was derived by Paganin
et al. [16] and successfully applied by Mayo et al. [17].
When the assumption of a homogeneous object is made,
the presence of the parameter α can be derived directly
from the TIE. The value of this parameter is determined
using a semi empirical approach. A too small constant
leads to blurry results, where a too large constant elim-
inates the filter. Based on a single filtered projection, a
good compromise can easily be chosen for the best results.

3. Experimental details

One of the main advantages of the MBA is that there is
no extra equipment required. The setup can be any micro-
CT scanner where the detector pixel-size is small enough
to observe the very low refraction angles. At the micro-CT
scanner of UGCT[18], a resolution down to 1µm can be
achieved. The setup consists mainly of a Feinfocus nanofo-
cus X-ray source and different X-ray detectors. The tube
can reach a spotsize of 1µm at voltages up to 60 kV. Two
different detectors, a Varian PaxScan 2520V and a Pho-
tonic Science VHR, were used. The first has 1880×1496
pixels with a pixelsize of 127×127µm2, while the Pho-
tonic Science has a high resolution, with 2667×4008 pixels
of 9µm×9µm. Depending on the desired resolution and
thus the used detector, the X-ray source energy was chosen
between 60 and 80 keV. No hardware filtering was applied.
Total scan time was approximately 2 hours for all samples.
Samples were gathered in different research domains, to il-
lustrate the practical use of the MBA for fast and low-cost
phase contrast imaging. Some of these samples are also
interesting for industrial purposes, which makes the algo-
rithm useful outside the field of fundamental research.

1. A wood sample with fungus inside. The fungus fills
some pores, giving an indication of the penetration
of the fungus. The sample is taken at the edge of a
tree ring, resulting in different wall thicknesses in the
sample.

2. An optical fibre, an industrial application.
3. A dried head louse. More generally, the MBA is useful

for all kinds of small insects.
4. A pharmaceutical sample. Micro-CT is of great inter-

est for pharmacy because it can give valuable infor-
mation on porosity and internal formation.
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All reconstructions were performed by the tomographic
reconstruction software Octopus, which allows to perform
the processing steps individually[19]. Rendering was done
with Volume Graphics VGStudioMax 1.2.1.

4. Results and discussion

4.1. Wood sample
The main scientific interest in the wood sample are the

pores filled with fungus. When the grayscale is clipped
at 0, which is physically equivalent to ignoring negative
densities, the fungus is almost invisible in the FBP re-
construction. These features become visible when recon-
structed with MBA (Figure 1). As stated by Bronnikov,
the algorithm contains a low-pass filter, making it very
stable for high-frequency noise. This is in contrast with
the FBP filter, where high-frequency noise is enhanced
by the ramp filter. This explains the lower noise in the
MBA-reconstructed images. A drawback of this noise sta-
bility is the smoothing of small details. If the fungus has
an internal structure, it is not visible on this MBA re-
construction. The FBP reconstruction is not conclusive
on this matter either because of the high noise. Visual
microscopy revealed the internal structure was below the
resolution of the CT-scan, while homogeneity on the scale
of the obtained resolution was hard to evaluate. Although
this blurring is a great drawback, the MBA made the fun-
gus visible and made it possible to segment the volume,
which was the primary goal.

4.2. Optical fibre
The optical fibre is a very well-known sample which

makes verification of the results easy. The fibre exists of
a dense core with a less dense cladding. These two are
comprised in another cladding layer. Both cladding layers
are perfectly homogeneous, thus any dense edge is known
to be a false result. These artefacts are indeed visible on
the FBP reconstruction, but are successfully removed by
the MBA (Figure 2), indicating the correct functioning of
the algorithm.
At the same time, this sample shows clearly the great
drawback of the MBA. The reconstruction has become
very blur, and small details are no longer visible. The
incision disappears too fast in line profiles, and has higher
gray values than the inner cladding. This same disad-
vantage is visible in all the other samples, yet it is most
obvious in this sample.

4.3. Head louse
A very interesting field to use of the MBA is biol-

ogy. Small animals such as insects and spiders are low-
absorbing samples, with high detail inside. These samples
give a lot of information on the advantages and drawbacks
of the MBA compared to standard FBP. Besides the slices,
which show the same removal of artificial edges and streaks
and the blurring of the reconstruction, the 3D renderings

are of great interest for this kind of samples, showing an
overview of the sample.
The streaks and artificial edges in the FBP reconstruction
result in structural noise around the sample and badly
visible structure inside the sample. The MBA rendering is
much smoother, making structure inside the sample more
distinct (Figure 3). Some details such as hairs are again
lost due to the blurring effect of the filter.

4.4. Pharmaceutical sample
The pharmaceutical sample is a mini-tablet of about

3 mm diameter, degraded by demineralised water. It is
made of a light material where phase contrast results in
false densities at the border and streaks in the interiour
caused by the pores when reconstructed with FBP. Since
porosity is of great interest in this kind of samples, a good
thresholding is of great importance. This thresholding is
disturbed by the streaks and other artefacts in the FBP
reconstruction. By using MBA, the interior of the sam-
ple is more uniform, making porosity measurements much
more reliable. This becomes clear in Fig.4. This difference
is clearly visible on line profiles. Again, some details are
lost in the MBA reconstruction. However, most details
that seem to be lost are not representative due to their
very small size (less than 3 voxels)

5. Conclusion

It is shown in this article that the Modified Bronnikov
Algorithm can succesfully reconstruct the distribution of
δ by application of the filter (9) for numerous samples,
analogeous to the reconstruction of the attenuation pa-
rameter µ in conventional CT. This algorithm can be used
at any micro-CT setup where phase contrast is present in
the images, making it an excellent low-cost phase recon-
struction algorithm. Although an inconvenient blurring is
present in the MBA-reconstructed images, they comprise
valuable additional information about the samples besides
the information gathered with FBP. It is therefore useful
for some samples to do both reconstructions in order to
obtain as much information as possible.
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Figure 1: Reconstructed slice from a wood sample with fungus inside. left: standard FBP, right: MBA

Figure 2: Reconstructed slice from an optical fibre. The artificial edges are clearly visible on the FBP-reconstructed image (left).
These are absent in the MBA-reconstructed image, which is blurrier (right)
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Figure 3: Rendering of a head louse. Phase contrast artefacts disturb the FBP reconstruction (left), while MBA-reconstructed volume
is smooth but has a loss of detail (right)

Figure 4: Reconstructed slice from a pharmaceutical sample. The noise and artefacts present in the FBP reconstruction (left) are
removed, but some details are lost in the MBA reconstruction (right)
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