brought to you by .{ CORE

View metadata, citation and similar papers at core.ac.uk
provided by Ghent University Academic Bibliography

Selective optical broadcasting in reconfigurable
multiprocessor interconnects

Ifiigo Artundo?, Lieven Desmét Wim Heirmaf, Christof Debaés Joni Dambr& Jan Van
Campenhotit Hugo Thienporit

aDept. of Applied Physics and Photonics, Vrije Umsreeit Brussel, Pleinlaan 2, B-1050 Brussels,
Belgium

b
Electronics and Information Systems Dept., Ghenvélsity, Sint Pietersnieuwstraat 41, B-9000
Ghent, Belgium

ABSTRACT

Nowadays, multiprocessor systems are reaching lingits due to the large interconnection bottlenéetween chips,
but recent advances in the development of optigatéonnect technologies can allow the use of lost,cscalable and
reconfigurable networks to resolve the problenthia paper, we make an initial evaluation of thefgrenance gain on
general network reconfigurability. In a next stage, propose an optical system concept and desarfizssive optical
broadcasting component to be used as the key eteimem broadcast-and-select reconfigurable netwdvk. also

discuss the available opto-electronic componentstha restrictions they impose on network perforoearThrough

detailed simulations of benchmark executions, wansthat the proposed system architecture can peaaidignificant
speedup for shared-memory machines, even whengtékio account the limitations imposed by the oplectronics

and the presented optical broadcast component.

Keywords: Broadcasting, optical interconnections, reconfidple architectures, shared-memory systems.
1. INTRODUCTION

Currently, metallic connections on printed circladards are the standard way to interchange dateebatprocessors
and memory modules in large-scale multiprocessarhinas. These high-speed electrical interconnecteiworks are
running into several physical limitations such gmal attenuation, electromagnetic interference sexkre crosstalk
[1]. Besides, recent advances in semiconductomteoly have set the shared-memory server trendrttsmaultiple

cores per die and multiple threads per core [2¥jrdy a huge amount of communication to the intaerezction network,
and making it one of the most critical elementshaf system. In this kind of servers, overall sysfgrformance has
improved at different rates, leaving behind memaxgess time (with around 10% performance improvémpenyear)

far from processor performance (more than 40% pear)y This leads to a large bottleneck that worrds

manufacturers and rises the question about whishteehnologies and architectures can solve cuhiraitations.

Table 1. Single-Vendor Interconnect Solutions Requirements for the different levels of coumcation in a
(Source: SGI NUMAIink, whitepaper) multiprocessor system are different depending @ ribdes being
Technology | Vendor | Latency | BW / link connected. The links between processors and loealaries require
NUMAInk SGI | 1.5-3used 1500 MB/4 t_he lowest Iatency and highe;t performanc_e, whﬁarmo-board
links allow for higher latencies but require highpower and
QsNet Il Quadrics 1.6psec | 900 MB/s| pandwidth transmitted, along with card and connespecifications.
ServerNet HP asec | 125MB/g This way, current point-to-point interconnectiottaologies include
o HyperTransport [3], Sun Fireplane [4] and paraRelpidlO [5] for
Sun Fire Link - Sun 3-Susec | 792 MB/s chip-to-chip links, and serial RapidlO and PCI Eegyw [6] for board-
Myrinet XP2 | Myricom| 5.5usec | 495 MB/s| to-board links (see table 1).
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Reconfigurability at this interconnection level cafow the system to rearrange the interprocesstwark creating
topologies that are best suited for the partica@anputing task at hand, allowing for a topologyt thiél closely match
the traffic patterns exhibited by the running altfon. Previous studies have shown that by the dseum-time
reconfigurable interconnects, one can speed-ugfgpesmmunication patterns during execution of ampplication [7].

Optics is a great candidate to introduce fast daenection networks in the architecture of multg@ssor systems
[8]. Using optical interconnects at the scale pkliengths found in multiprocessor machines (up few meters), an
increase in connectivity, lower latencies and higtmmunication bandwidths can be expected, wheateadesign of
conventional electrical interconnects is limited thg trade-off between interconnection length aidédte. The high
operating frequency of light tends to virtuallyrelhate any frequency dependent cross-talk, andntinerent voltage
isolation will also improve the signal integrity dhe high speed communication channels. By usinticap
interconnects we can furthermore alleviate alsocttrecern of power and thermal budget, and makesyeem more
compact by replacing the bulky cable connectorsaharequired now with off-the-self electricalentonnects. Finally,
a very important aspect of optical interconnectghisir inherent ability to switch the light pathasdy in a data
transparent way, moving towards adaptable netwapklbgies. It is the goal of this work to investigdow a practical
reconfigurable optical network can be incorporated Distributed Shared-Memory (DSM) systems thivag optical
broadcast-and-select architecture and to assessghking performance improvements.

The paper is organized as follows. In section 2, gie a preliminar presentation of the advantagés o
reconfigurable network topology for a DSM intercention system, supported by accurate simulatiorssrefl parallel
multiprocessor. Section 3 gives an overview of therent optical technologies that can be used falding a
reconfigurable optical interconnect inside multigesor machines, and presents an overview of reeeanfigurable
demonstrators. In section 4, we propose a low-8edtctive Optical Broadcasting (SOB) element thiwa for a
flexible reconfiguration method, and finally in ea 5 we present the related simulation resulth Wie speed-ups that
such a reconfigurable scheme would allow for inSMDserver.

2. RECONFIGURABLE INTERCONNECTIONS

In DSM multiprocessor machines all the memory & slystem is
physically distributed among its nodes at the ham@wevel (see
Fig. 1). In this type of machines, an interconr@cttietwork links
all processors together, allowing them to sharesihgle global cache cache cache cache
memory in a transparent way to the developer or.usbe

coherence between different copies of data on plelfprocessor
caches is maintained by protocols running on theréonnection Interconnection network
hardware. The inherent coherency and memory ligtan make
the programming of such machines relatively easpmssed to |mem0ryi |memory' |mem0ryi |mem0ryi
systems relying on a message passing paradigm.ekplains the

_populanty of such systems for mid-range ser_verswév_er, the Fig. 1. DSM bus network connecting different
Interprocessor ”?“’YO”‘ is then very closely |ntegdaW|t_h the processing nodes with the distributed shared memory
hardware and is in fact a part of the memory hiehgr

Therefore, it is absolutely necessary to conceivinterconnection network with low latencies whimbuld otherwise
cause a significant performance bottleneck in megexecution. Communication here is done through pgackets
being interchanged at very high speed from memddresses in caches or memory blocks to the CPUsddition,
some control information like memory requests salidations, is usually spread to multiple nodesrahe network.
This shows that it is advantageous if the intereation technology is capable of easy data broaicpsthile at the
same time, allows for heavy data bursts betweeglesimode pairs. Broadcasting is typically less clexput requires
more bandwidth, whereas point-to-point connecticas reduce bandwidth requirements by limiting tmaission to

only the nodes that are affected by it. Along viitndwidth, end-to-end latency is again extremelyartant here, since
processors must usually wait until coherence-coojerations complete before continuing processing.

CPU| |CPU| [CPU| |CPU




The most common way to interconnect multiple preoeswith their local memories is to use a singlered bus (a
many-to-many configuration) with multiple sendenslanultiple receivers on a common line. An arbitnatmechanism
is needed to select the sender that will broadpaskets to multiple receivers over the same phlysieasmission
medium. The shared bus approach has the advantdgemplicity of design and easy scalability, pewtarly for
systems using snooping protocols to maintain cacherence.

However, the electrical characteristics of a bostlits useful frequency to the 400 MHz range, dadength to less
than tens of cm. As system frequencies move irgo@hklz range and distances to the backplane letrgthsmission-
line effects such as reflections and matched impesabecome critical, and an increasing numbeteatrecal shared
buses are being replaced by point-to-point netwthks emulate a shared bus behaviour. This elimintie need for
costly arbitration, but relies instead on complexcal-state methods for broadcasting data. At thmesdime,
implementing fully interconnected point-to-pointtwerks is unachievable for a large number of nodgifferent
topologies arise (such as hyper-mesh, torus, g&e,.), balancing high connectivity with acceptabtchnological
complexity. These topologies are hard-wired, and a®onsequence, the performance can greatly varthéosame
architecture depending on the traffic patterns geee by the applications in execution.

Communication between nodes in a parallel systes dadramatic impact on the speedup of the running
applications. One can often find certain commuidcapatterns in many parallel algorithms which eggular in time
and space (spatial distribution of processes omdtues), like the one-to-all broadcast, all-tokabbadcast, all-to-one
gather, etc. For this reason, a good adaptablenfigcoation scheme would result in a significantrfpemance
improvement by dynamically adjusting the netwondlmgy to match the specific run-time requirements.

2.1 Reconfigurable point-to-point architecture

The proposed Reconfigurable Optical Interconne@IfRetwork architecture in

this paper consists of a fixed electrical or ogticase network, arranged in a 1
torus topology. In addition, a certain number afafigurable extra optical links N

are provided (see Fig. 2). These can be used est ¢lioint-to-point connections /@—@—Q

between processor node pairs or as shortcutsdaoriboing traffic flow between

7
other nodes in the network, as reported in [9]sT8&tup, compared to the case ,@ @
where all links in the network are available foe tfieconfiguration, has a number | _ T
of advantages, mainly because the base networkways available. It is
therefore impossible to disconnect parts of thewaek, greatly reducing ‘
complexity in the reconfiguration algorithms. Alsa, minimum performance
level is guaranteed, since the reconfigurable linksy not always result in a _Fig- 2. Torus topology of the base
shorter path and are even unavailable while thelogy is being changed. We Mtérconnection network with add

will assume equal characteristics for the extracaptinks and the base network, reconfigurable optical links. The

L . - numbers correspond to processor
yielding this way the same average packet lateachdth types of links. node numbers inside the network.
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®

2.2 Simulation environment

We have established a full-system simulation emvitent based on the commercially available Simiosukitor. A
more detailed description of our environment arelwlorkload can be found in [10]. The simulator wasfigured to
mimic a multiprocessor machine based on the Sua 6800 server, with 16 UltraSPARC-IIl processorsl abHz
running the Solaris 9 operating system. The intemeation network is a custom extension to Simickene we
modeled a 4x4 torus network with contention andtbtdugh routing. The SPLASH-2 scientific paralEnchmark
suite, as well as the Apache web server along with SURGE request generator, were chosen as thidoadr
applications for stressing the system under teserd was a certain level of noise (2-5%) on appdioaruntimes,
stemming from other scheduled internal tasks ofofberating system as well as the initial statehefdache memories.
We have partitioned the simulated time in discretonfiguration intervals (see Fig. 3) such thattibpology changes
take place at fixed times. This interval shouldsh#iciently short to keep pace with the changiegndnds made by the
application, but it must be long enough to amortimecost of reconfiguration, during which the news are unusable.



We further remark that this study focuses ¢ Measurement
switching networks with tuning speeds that at @
significantly slower than the packet transfer time Observer :
Hence, the focus is not on interprocessor netwtirés X}Topology reconfiguration
will rely on packet level switching. Such network 2]
would require expensive, extremely fast tunab Network —t— >
devices. They furthermore need a difficult arbitnat >
system and rely mostly on message queues wh t rcon tee tow  Extralinks live
increase the transport latency of the packerig.3. In every reconfiguration interval, the systermisnitoring the
significantly. In contrast, this proposal makes w$e traffic flow sich that it can adjust the topology to accommod
the low-latency wormhole routing that is generally
adopted for the mesh networks in such systemisndesign, extra links are assigned every cetiaia interval, after
a network measurement to determine the busiest paitodes, and a selection and switching intemeadsired to adapt
the topology. When a reconfigurable link is in @adt provides a short-cut for packets and lowéedrtlatency. By
optimizing the placement of the extra links for t@mmon case on high traffic bursts between pdirsodes, we are
investigating whether reconfigurable networks cesvigle a significant performance boost, even ifistanable devices
in the millisecond range are adopted.

» time
>

2.3 Preliminar results on ideal reconfigurability

For a first set of experiments, the simulated dechirre is one in which 16 extra links can be adethe network.
Here no limits are imposed on which node pairs eékiga reconfigurable links are connected to. Tleeefthe 16
busiest node pairs for every time interval canibectly connected by extra links, which alleviatesavy traffic loads in
them. After adding these links, latency is grea#igluced for a large percentage of the traffic {Sge4), and the base
network is relieved so that less congestion occlire relative improvement of the computation tinfeddferent
benchmark applications is shown in the first colushitable 2 when a reconfiguration intervalt) of 100us is used.
For now, we have not considered in the simulatiang fixed down-time (t+ts,) that occurs during network
readjustments to keep the performance study indkgretrof the chosen switching technology.

Table 2. 16 Extra links configuration speed-ups 1200

. ) 2 1 1000 |
Application | i sinode | linksinode | link/node T )
Apache 7% 4% 4% 5 ewf
Lu 7% 51% 35% § 4o}
Cholesky 9% 7% 1.2 % el
Radix 17 % 7.2% 6.9 % o
Ocean 38 % 23.6 % 21.9 9% barnes cholesky fit ocean.cont radix
FFT 42 % 268 % 17.5 % Benchmark application
Radiosity 43 % 125 % 3.1% Ve ::gggggg;::;gg =
AVERAGE 23.3% 12.3% 8.3 % Fig. 4. Average memory access latency improventehtifks)

The aggregated time of all transactions, pointdotpas well as broadcast, is reduced by a largeuat than the
total execution time, showing the reconfigurati@vieg in communication time (without any associae@rhead).
This solution is however far from a physical impkmtation, as it would require an optical transcefee every link
that potentially terminates in each processing nddéhe worst case, 15 extra links would end at$same node and
therefore each node would need 15 optical transcgiv

We next impose the limit on the system such that@gt one or two reconfigurable links can termiriateach node
(see last columns of table 2). This can be implaetnsing a fixed number of transceivers in eaafen@ne or two),
together with an ideal star coupler to spread thical signal. This of course reduces the numbeopifcal devices
located in every processor node, but it also meéhats sometimes, when a node is receiving a burstadfic from
different destinations, reconfiguration can notyfdccommodate a star-shaped traffic pattern byrigazll extra links



terminated at the aggregating node. This effectedmses the efficiency of the extra links, as the@ okannels are not
always situated where they would be needed, batmbes more a real interconnection scheme.

3. OVERVIEW OF AVAILABLE OPTICAL TECHNOLOGIES

In the previous section, we have proposed a ddsiga reconfigurable interconnection and the bésedf an ideally
adaptable topology. In a next step, it is necesgarglate this solution to the building blocks araimponents that are
currently available for setting up such an opticétrconnection, i.e. light sources and detectorgiches, etc. In the
next sections we will give an overview of curreechnologies being developed and the techniquesoftical
reconfiguration that can allow the constructionha interconnect in a technically-feasible and -affsctive way.

3.1 Optical switching technologies

For optical interconnection links, Vertical-CaviSurface-Emitting Lasers (VCSELSs) in the 850 nm viawvgth are
generally chosen, primarily because of their lowtcmass production on wafer-scale, high-reliahiligv power
consumption, easy array integration and their imtatly symmetrical laser beam that can easily dgpted into optical
fiber while offering a small form factor for easylmard integration. Other lasers, such as FabrgtRed distributed
feedback lasers, can be installed in linear armyfigurations but the overall process is generallgre expensive
because of yield and testing issues. The lightpathsitted by the sources can be then redirectelifferent ways by
optical means, leading us to many new opportuni@ggical reconfiguration has recently gained muntarest, driving
the development of a large variety of physical mgnimechanisms. The three major approaches usedptizal
reconfiguration are the active tunable opto-elett® the specialty tunable optical components, thecbeam steering
micro-optical electro-mechanical systems.

In tunable opto-electronics the characteristicthefemitted light, like the wavelength or polarisatstate [11] can
be tuned by changing the operating conditions sagtthe temperature, the current injection or therontavity
geometry with micro-electro-mechanical (MEMS) meari®s. Some of the more remarkable achievemenissifield
for optical interconnects are the advent of MEMSdzh 2D tunable VCSEL arrays [12], and the arrayesleguide
grating (AWG) -based tunable fiber lasers [13] thoe high-end telecom market. Another method foicapswitching
is to tune the functionality of the optical compotethemselves instead of tuning the charactesisfithe light sources
in the network. In this way, tuning has been aohitby acousto-optic Bragg cells [14], with photomefive crystals
[15], by heating liquids in thermal bubble switcH{&8] or by using micro-fluids as the tuning elerhne@nwaveguides
[17]. Recently, Liquid Crystal (LC) components reeea lot of attention and are being used to makeptive computer
generated holograms [18] and switchable gratin8% [A third approach for optical switching is theeuof active free-
space laser beam steering. Here, a MEMS microrrased device images a 2D fiber array onto a seoord20]-
[22]. These devices are compact, consume low p@mercan be batch fabricated resulting in low cbstwever,
optical MEMS crossconnects have yet to overcomégdeshallenges in reliable opto-mechanical packagmirror
fabrication and electronic control algorithms.

3.2 Optical broadcast-and-select

As already explained before, broadcasting capaslin a multiprocessor network are critical, the usual electrical
bus implementations are running into severe probles we increase the performance demands and thbenwof
nodes of the network. However, by optically implentiieg the bus-like broadcast function we can stfain the
architectural advantage, while getting rid of makthe electrical problems. For example, splittang optical signal to
multiple receivers can be done without impedancatitinuities that affect the achievable bit rabeit optical
broadcasting still has some limitations, like powsplitting, wide bus transmission and multiple-ussues [23].

We will try to address all these concerns with puoposed architecture, considering that broadgastam also be
done by splitting wavelengths instead of beamsigiit] via wavelength division multiplexing (WDM).his way,
bandwidth and connectivity can be greatly increasedeeding the possibilities of any electricaéinbnnect, and what
is more important, easy reconfiguration can be inbthby adjusting the wavelength emmitted or resgtiby every
node (or set of nodes). This will be the solutidogted on this paper and presented more in detdhenext section.



Tunable opto-electronic components can be usediitd b passive optical broadcast-and-select schehere the
wavelength is selecting the destination. The brasdtunction can be achieved through passive cmujea guided
wave approach [24], or by beam splitting diffraetioptical elements (DOES) in the free-space caSk The selection
mechanism can be implemented by the use of resaaaity photodetectors (RCPDs) [26]-[27], tunabjgical filters
[28], AWGs [29], passive polarisation sensitive DXJBO0]-[31] or passive wavelength sensitive DOEA [ general,
these special DOEs generate different fan-out pettior different wavelength or polarization conatis of the incident
light. The most recent examples of wavelength sekeaevices are microring resonator waveguide$-[34], being
very good candidates for photonic integration sihigh compactness and low-cost can be achieveleirsiticon on
insulator technology.

For the multiplexing technique, one can use hezeaase WDM (CWDM) solution which exhibits a lowarmber
of channels and wider spacing as opposed to defxeé YDWDM), mostly used in telecom applications amith very
tight channel integration. CWDM is designed for htistances, where amplification is not requiraadq it uses a wide
range of frequencies spreading the wavelengthst egrad allowing this way to use more flexible andngier
components at the cost of wavelength accuracy.c®sopling is required, CWDM devices are consideraihaller and
a lot less expensive than DWDM, allowing the us8%6 nm tunable VCSEL arrays (with tuning rangesiad 40 nm)
and MM fiber for the transmission layer of the naennect.

3.3 Overview of reconfigurable optical interconnects dmonstrators

There has been lots of proposals for reconfiguraptécal architectures on the past, but only a ééwhem have been
accomplished in the form of demonstrators. Durlmg tecent years, some of them have achieved rebiarkesults by
implementing the reconfiguration in very differemys. For example we have the OCULAR-II system [88]ich is a
two-layer pipelined prototype in which the procegselements, with VCSEL outputs and photodeteciput arrays,
are connected via modular, compactly stacked bodBdséween each of the layers there is a free-spatiEal
interconnection system, and by changing the phaserp displayed on a phase-modulating parallghaldl Spatial
Light Modulator (SLM), the light paths between thedes can be dynamically altered.

Another reconfigurable architecture constructed wae Optical Highway [36], a free space design Wwhic
interconnects multiple nodes through a series tdyseused to add/drop thousands of channels ama. tirhe
architecture considered here was a network-bas#dbdited memory system (cluster style), with a 6Adlaser diode
as a transmitter and a diffractive optical elementroduce a fan-out simulating a laser array. ¥ofey optics defined
a fixed network topology, and a polarising beamittgpl deflected channels of a specific polarisati@n the
corresponding node, with each channel's polarisadtate determined by patterned half wave platesari be made
reconfigurable using also a SLM, allowing to switblke beam-path of a single channel from an eletr@mntrol signal,
and route it to only one of three detectors.

The SELMOS system [37] was designed to be a baarel-lreconfigurable optical interconnect, whoseeconas
built from a 3D microoptical switching system andself-organized lightwave network. Here, the reaumrtion
process was done with 2x2 Waveguide Prism Deflegtioro-optical switches (WPD-MOS) in a 1024x1024nan
network. Self-organizative network formation workegarranging first the optoelectronic devices widveguides in a
designed configuration, stacking them to creat®asBucture, and then introducing some excitatmnhis structure,
creating a self-aligned wiring coupling several sgwides. However, only simulations and partial expents have
been realized and a full working demonstratorilstetbe constructed.

Finally, there has been some work also on recordige buses, being the Linear Array with a Recamfgle
Pipelined Bus System (LARPBS) [38] the best exampflea complete architecture, although again a cetepl
implementation has not been realised yet. It isiberfbased optical parallel bus model that usesethiolded
waveguides, one for message passing and the oftfterfar addressing via the coincident pulse techamigihe
reconfigurability in this model is provided by panf 2x2 bus-partition optical switches locatednsstn each processor
that can partition the system into two subsysterite the same characteristics at any of these mdiswitches, by
introducing some conditional delay.



4. SELECTIVE OPTICAL BROADCASTING ARCHITECTURE

The biggest challenge for the implementation of @l B to avoid complicated switching devices or tho®pto-
electronics. Driven by the progress in metro-aceesw/orks, low-cost tunable devices such as MEM&btaunable
VCSELs are becoming readily available. Thus, weéelvelthat the system which relies on coarse wagéhetunability
presented in the previous section is a viable amrdor introducing reconfiguration at reasonatists. The ROI
enabled part of the inter-processor communicatietwvark would have a single tunable VCSEL as opticahsmitter
per processor board. In this way, each board wbeldble to transmit data on a fixed number of wevgths. This
signal is then guided through MM or SM fiber toradxcasting element which divides the data-carrgiggal to all (or
a selection of) the receiving nodes. Each processde also incorporates an optical receiver whicheinsible to one
wavelength only. Hence, by tuning the wavelengtteath transmitter, the topology of the resultingmoek can be
altered. At the receiving part of the processorep@RCPD could be used.

4.1 Design challenges
A number of limitations imposed by the optoelecicatevices will affect the reconfigurability of tleoposed system:
e The tuning speed of the transmitter sources igdidniThis will set the reconfiguration rate. Simeesignal can
be transmitted during the switch, one needs tana#laninimal time interval between each topologyndein
order to obtain a profitable reconfiguration scheme
e The number of wavelength channels is limited. Gitkea need for a low-cost device with a reasonalmy h
tuning speed, the included tuning element will eitha very limited number of wavelength channels,aa
trade-off exists between the tuning speed, theandtthe channel count.

In a previous exploration of the influence of thaihg speed on
reconfigurable network performance, we have folnedswitching speed
requirements to be on par with recent MEMS-basetlile VCSEL
designs [38]. In section 5.2, we will furthermodeess the influence of
the reconfiguration time on the proposed systeng fHstriction on the
channel count, however, prohibits the use of theaticast-and-select
scheme in which all processing nodes (say overdgiés) are connected
together via a single star-coupling element. Weretfoge propose a
selective broadcasting component which broadcasts ehannel to only

a limited number of outputs, but can scale to laogafigurations. OO
N s
Fig. 5 shows the concept of the proposed networiktatoing such a O @ O o e 0
passive optical broadcast element. The fibers cgrfiiom the tunable —~ y
sources in each processing node are bundled iritoen array at the O O O 0. @

iqgress of the SOB..The free-space optical cgmrmm’alhfan-qut the Fig. 5. Schematic representation of the SOB
signal to a 3x3 matrix of spots at the output sdga DOE. This Way, component for the proposed ROI architecture.
each processor is capable of connecting only tdféreint nodes. It is A processor node can transmit data on a set of 9
important to note that the mapping of the sourcegenconnections and wavelengths and the SOB element distributes
the receiving nodes on the broadcasting comporenioiv critical, the signal towards 9 fellow nodes. Since every
because it directly determines the possible addbdssiodes for every receiveris sensitive to one wavelength only,
transmitting processor. A scalable ROI design isstipossible using  target node is selected by emitting at the
components with low channel counts; we will meagheeeffect on the appropriate wavelength.

restricted connectivity and the performance spgeihisection 5.2.

4.2 Selective Optical Broadcasting (SOB) element

On the previous years, an optical module has beatotyped at our labs. This module is capable ¢i#edeng massive
parallelism through free-space point-to-point agtimterconnects. We have used Deep Proton Writibgw) for
prototyping this component [40]-[41]. DPW is ourhipuse technology and consists of the irradiatibpaymethyl
metacrylate (PMMA) with a pencil-like proton beaoilléwed by a selective etching or swelling of thadiated zones.
Selective etching results in high quality opticaifaces, or micro-hole arrays in case of protombeaint irradiations.



We can also swell the point irradiations, resuliimgarge arrays of microlenses with dedicated focembers. In Fig. 6
we show the prototyped optical interconnect modlileonsists of a combination of a commercially ilalde thick
glass prism with a plastic baseplate containing oriens arrays fabricated by DPW. The componengesa dense 2D
array of source channels onto the correspondingrefiarray at the exit side via total internal éeflon (TIR) on the
prism facets. Microlens arrays are used to collgn@atd focus the beams through the prism.

An in-line-coupling scheme for the module is alszsgible, but in combination with our dense 2D fiberays
fabricated by DPW too, it is more favorable to h#ve source and exit node channels in the same plaone side of
the optical component. This approach results imaller form factor since the necessary space lar fboending can be
kept at one side. For the prism design, we havd asgght-angled glass prism with an edge of 5 mhe prism’s base
surface of 5x7 mm allows us to place 15x22 chanasldoth exit and source channel sides in the o&asen inter-
channel distance of 220n. This number of channels is more than enoughit® 64 processor nodes.

A phase-only DOE creates the passive optieahbsplitting
in the selective optical broadcast component. Th®ED
broadcasts the light from every source channel tdsvad
diffracted spots in a 3x3 pattern configuration.eTdiffractive
grating periodA is calculated with the well-known grating
equation (1) so that the diffracted spots exadtlyofh the exit
fiber node lenses. In this equation the vacuum vVesngh is
denoted by, the index of refraction of the component material
by n, the diffraction order byn, and the diffraction angle by.
The lateral distance between the diffractive spotie generated
pattern is called the pitdR, which is equal to the receiving fiber
channel pitch in the overall broadcast componens. connected
to the grating diffraction angle. through the optical pathway

Fig. 6. Picture of the prototyped free-space optica

interconnect module. The baseplaontains four arra: ; . .
of 4x8 microlenses with a diameter of 128 and a given in (2). The OPL of all the component is 8 n{ih.mm of

channel spacing (pitch) of 25@nThe glass prism he OPL in the minO'prism pIUS 2 times 5Q0n thickness of the
a side facet of 5 mm. The cylindrical holes intiese ~ microlens baseplate). Exclusive wavelength selectim the
plate hold mechanical MT-ferrule guiding pins. receivers is done according to the distributionvathen Fig. 7.

@ @ @ Table 3: Grating constant and index of refraction
) m in function of design wavelength
@ @ Asina = "W Wavelength Grating Index of
A constantA refraction n
@ @ (nm) (nm) (PMMA)~
850 20.82 1.4849
@ @ @ a = Bgtg—— 980 24.03 1.4834
oPL (2) 1310 32.17 1.4812
Fig. 7. Wavelength distribution and 1550 38.09 1.4804
example destinations for 3 nodes. * According to the Schott dispersion formula

The system channels are spaced at a disRmde220pum. We regard this as the highest channel densishath a
mechanically stable fiber holder can be fabricatéith our technology. With these values®fandOPL, we show in
table 3 the calculated value affor the standard telecommunication wavelengthis #lso readily seen in (1) that
scales with the wavelength. Our system design veagth with 850 nm thus imposes the most stringentathds for
the fabrication of the DOE design. Adapting thetsysto the emitted wavelength of 1550 nm for oM&MS tunable
VCSEL sources will relax the minimal size of thesisediffractive cell.

The diffractive kinoform covers the source charsidé of the baseplate underneath the micro-pridm.réfractive

length OPL) between source channel and exit node channel as



micro-lenses there have been replaced by thenadiif’e counterparts, thus embedding the opticaidiat functionality.

Also, the refractive microlenses at the exit charside are replaced by diffractive ones but withbeam splitting
functionality. The source and exit node microleasameters are equal for symmetry reasons. Theolais diameter
is 140um and the front focal length is 33Bn. The distance between the broadcast prism anfildbr arrays (called
the working distancel)) is 350um. The value of these parameters was determineahdymizing the efficiency of
initial point-to-point interconnect simulations anthximizing the ratio of the optical power receiwsihin the first

lens aperture. Using standard Gaussian beam pridpagthe clipping loss at the first lens apertwas only 0.2%
using single mode fiber with a numerical apertiM&) of 0.12 at the input (corresponds to 8° FWHNIhe clipping

loss increases to 16.5% if multimode fibers witRAaof 0.22 (15° FWHM) would be deployed instead.

We used the Rayleigh-Sommerfeld propagator to maijgathe optical field from the entrance sourcenoké
towards the receiving fibers. We did not include teflections of the diffracted beams at the sidewafathe micro-
prism into the simulation model, because they cateomodeled in the wave optical simulator we hbgen using.
With basic geometrical calculations we can show tha TIR condition inside the micro-prism is ndways fulfilled
for all the diffracted beams. Therefore, in a peadtimplementation the prism needs a reflectiviel gmating, reducing
somewhat the simulated component efficiencies gmtesl in Table 4. The simulation sampling size 8@& nm.

Table 4. Optical broadcast component efficiencyltedy wave optical simulations

. Phase quantization | Lateral pixel quantization
Source node Kinoforms .
in 16 phase levels 1pm 2 pm
SM fibe Total optical power in diffracted focal spofs 93.0 % 90.7 % 86.0 % 66.9 %
iber
Focal spot diameter 5um 6um 6um 6um
MM fib Total optical power in diffracted focal spofs 75.4 % 73.9 % 67.9 % 48.4 %
iber
Focal spot diameter 9um 10um 10um 10um

Wave optical simulations show that the focusedaifion spots of neighboring channels in the filaeet plane do
not enter the receiving fiber exactly on its ogtia&is. The oblique incidence of the higher ordéfracted beams
results in a slight lateral focal shift of®n. Since the 9 foci of the surrounding channelssh@avbe coupled into the
same receiver fiber core, we need to use MM fibigh @& sufficiently large core diameter of 6@rB at the exit side of
the component. When using SM fiber, the total @btimower in the diffracted spots is 93%. Due to rtleeessary 16-
level phase quantization and pixel quantizatiohx® or 2x2um pixels in the fabrication process, this poweiordtops
to 90.7%, 86.5% and 66.9% respectively, with a lfepet diameter of gm. For MM fiber, the optical power in the
diffractive spots decreases in case no quantizdtappens, and the power ratios in case of phasdateml pixel
guantization decrease too, being the focal spaditn this case.

5. ARCHITECTURE SIMULATION

To evaluate the SOB device plugged into a real DBtiprocessor server architecture, we have perdrpractical
computer simulations by augmenting a commerciallgilable system simulator with our reconfigurablptical
interconnect design, as presented before in se2tinFor stablishing first the optimal placemertping between the
nodes and the SOB component, we calculated thentptenop distance (the minimal hop distance ovér a
reconfiguration possibilities) for every node pas a metric for evaluating the relative performaofedifferent
placements. By using simulated annealing calcuiati@t results in a potential hop distance improgatmof 40.8%
compared to the average of 1000 random placem&his. improvement increases as the number of nodebd
network increases. Performing the same optimizdiorarger torus networks resulted in more prormathpotential
hop distance reductions as logically expected, afittasymptotic value of 60% for very large networks

5.1 Simulation results



Finally, the impact of adding optical reconfiguratito a heavily stressed multiprocessor machine mvaasured,
resulting in a speedup of the applications execuféel have simulated different architectural scergrianging from
the first ideal situation presented in sectioni@.@hich no limits are imposed on the placemerthefextra links, to our
specific SOB architecture, quantifying the impaiceach physical limitation that this implementatiomposes.

As explained in section 3.2, a full connectivitygmn with star-couplers is not scalable as theahle sources will
likely have only a limited number of wavelength ohels available. By using the SOB element, we atiigw each
link to connect to 9 different destinations, makmg solution easily scalable but also reducingheuether the number
of node pairs that can be connected by extra libight from one node can now only be broadcasteahi of a limited
subset of nodes, effectively clustering our nod#e subsets. A direct connection between a higbiyraunicating
node pair may no longer be possible in all casesve¥er, if we choose the subsets of nodes carelyllysing an
optimal placement matrix, we may still obtain afpemance gain that is close to the situation ugilegl star-couplers.
Having a second set of destinations with anotheB $@reases the number of nodes that can be reatlwedull
connectivity still can not be reached. Table 5 &gl 8 show the performance gain in execution tien using the
proposed scalable architecture with one and two &@Bents respectively, and only 9 possible detstims per link.
As expected, the performance of the reconfiguratichitecture is moderated, compared to the idasé.cStill, on
average, our simulations show that with the SOBmash as 70% of the previously predicted speedup idieal
passive star-couplers is maintained. The gaintémkzy is higher because it reflects the reconfigonamprovements in
the communication parts and not the overall exeauti

25%

Table 5. Restricted SOB connectivity speed-ups < 20% F %
Application | 2 Links/node | 1 Link/node g
Radiosity 05% 0.5 % I e ——
Lu 4% 3% L
Radix 5% 5% S 50k
Apache 6 % 5% . , .
ChOleSky 8% 3% 0% full connectivity selective broadcast
Ocean 13 % 11 % barnes —+— ocean.cont —B—
FFT 17 % 18 % cholesI% i radix —=—
AVERAGE 7.6 % 6.5 % Fig. 8. Latency improvement with limited connediyvi

Finally, we have explored the influence of the rdiguration interval, i.e., the time step betweepdogy changes.
Our study indicates that a reconfiguration intemfal0 ms should be fast enough to follow mosfficdfursts and still
profit from the addition of the extra links (seebl&6 and Fig. 9). The speedup for our set of berck applications

does not changed significantly for reconfiguratintervals between 100@s and 10 ms, and latency does not improve

neither in a drastic way. Hence, we believe thi jjossible to use the proposed reconfiguratidrese with current
and inexpensive slow-switching photonics, althofigther simulations should address the impact fiéint selection
and switching downtimes for the extra optical links

25%

Table 6. Impact of the reconfiguration interval < 20% |-
Application 100 ps 1ms 10 ms § 150 |
Radiosity 0.5 % 0.5% 0.1% g
Lu 3% 1% 3% g%
Cholesky 3% 4% 3% 5 5w |
Radix 5% 5% 5% 00 L1 ‘ s
Ocean 11 % 9 % 9 % 100 ps 1ms 10 ms 100 ms
FEFT 18 % 14 % 16 % Reconfiguration interval At
AVERAGE 6.8 % 5.6 % 6 % choressy —— e e

fit ——

Fig. 9. Latency improvement with limited tuning sple



6. CONCLUSIONS

We conclude that it can be possible to build a D@kthine augmented with reconfigurable optical odanects. In
order to be able to use low-cost optoelectronidasvthat can follow long lasting communicationtgats, a system
with MEMS-based wavelength tunable VCSELs was psedo Given the constraints on the tuning speedh datices
will likely not have large channel counts availalbte a full connectivity WDM scheme. Therefore wavke also
proposed a broadcast-and-select scheme that ma&esf a dedicated SOB element. This element has firetotyped
with the presented DPW technology and has potefiatiahass production with current replication teclogies.

The use of the passive SOB element and tunableslegtoonics allows for a scalable scheme with régarable
optical interconnects. Using extensive full systg&imulations, we predict an improvement on the perémce with an
average of 6.5% and 7.6% speed-ups over all exgctithe when SOB is combined with tunable transamsiin every
node. The parallel behavior of every applicatiofeett the performance of the reconfiguration, ases@re more
dependent on network connectivity. In future mutigessor designs with a higher number of nodeseénsystem or
with multicore processors in every board, the otgdiperformance gain can be expected to be mormpnaed.
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