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Resilience in the proteomics data ecosystem: How

the field cares for its data
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The public dissemination of data is an integral part of the life sciences. In the field of proteomics
too, data sharing has taken off over the last few years, with the first downstream uses of
these data quickly gaining prominence. At the same time, the recent unfortunate demise
of two repositories, NCBI Peptidome and ProteomeCommons Tranche, has shown the frailty
of such data gathering efforts. Heroic efforts by the PRIDE and Peptidome teams to rescue
the Peptidome data have now ensured their continued availability to the field, and alternatives
have already been put in place for Tranche. But with public data increasingly at the hub of the
life sciences, it is a good time to look at the proteomics data ecosystem in some more detail.
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Ever since the first 3D protein structures were made freely
available to the world, public data dissemination has been a
defining aspect of the modern life sciences. Some 30 years
later, open access to the human genome once and for all
etched this unconditional sharing of information into the
foundations of the field. The impact of this policy has been
nothing short of impressive, including giving birth to entirely
new fields such as proteomics. Unsurprisingly, data sharing
has in turn also gained increasing traction in the field of pro-
teomics, with the first tangible outcomes of data reuse quickly
gaining prominence. Indeed, although the inherent hetero-
geneity of the data always needs to be taken into account
when performing such analyses [1,2], downstream processing
of publicly available proteomics data has already resulted in
new knowledge [3,4] and even in new types of resources [5,6].
Data sharing in such a data-intensive field is not a trivial un-
dertaking however, since it requires substantial investment
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in infrastructure. Several databases have correspondingly
been built for MS-based proteomics data, with GPMDB [7],
PeptideAtlas [8], and PRIDE [9] among the first, later followed
by Tranche and Peptidome [10]. A distinction can be made be-
tween true repositories on the one hand (including PRIDE,
Tranche, and Peptidome) that store data exactly as submit-
ted, and resources (PeptideAtlas, GPMDB) that are built on
reprocessed data using an in-house pipeline. For journals,
the most interesting systems are typically the repositories, as
they can maintain the data supporting a publication in their
original form, while many downstream users consider the ho-
mogeneity and filtering applied by the reprocessing resources
a strong benefit. With all these systems in place, one would
expect proteomics to be in good shape toward sustaining a
healthy data ecosystem. Yet in a relatively short time span,
two repositories were discontinued, first Peptidome in 2011
and then Tranche a few months ago. The untimely demise
of these systems dramatically illustrated the inherent frailty
of any effort to host and serve data for a long period of time,
and the fact that Peptidome was an NCBI resource made it
clear that even large organizations with data collection and
dissemination at their core are not immune from resource
collapse. Indeed, examples such as these illustrate the impor-
tance of guarding public data against a single point of failure;
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anyone who has ever lost a large digital photo collection or
an important set of documents due to the failure or theft
of a single machine can attest to the importance of data re-
dundancy. To this end, the major stakeholders in proteomics
data sharing have created the ProteomeXchange consortium
(http://www.proteomeXchange.org) to provide a single point
for data submission, but multiple points of data storage and
dissemination. In fact, anyone interested can register to re-
ceive structured e-mails, RSS feeds, or even Twitter updates
from ProteomeXchange whenever a new data set is made
available.

However, at this point one could wonder aloud whether
all these data should in fact be kept in databases at all. The
argument that is typically put forward is that instruments
constantly get better, and that yesterday’s data are therefore
very much yesterday’s news. The conclusion then is that only
certain data sets, for instance those derived from highly pre-
cious or unique samples, are worth storing long term. Yet
there is a flaw in this argument, and that is that it overlooks
the immense benefit of having large amounts of mostly in-
dependent data available for downstream analysis. Indeed,
the examples of data reuse cited above show that orthogonal
interrogation of public data sets can turn up unexpected and
novel findings [3,4], while resources such as MOPED [5] and
PaxDB [6] expressly rely on large, multiexperiment data sets
to create a comprehensive, quantitative view on a whole pro-
teome. It is of particular note that these latter resources do
not uniquely target the proteomics community as users, but
actively reach out to the much broader community of biologi-
cal and biomedical researchers. It is highly likely that the real
impact of public proteomics data will be found there, in the
influence that this amassed information has on downstream
fields of research. In that respect, proteomics itself is a case
in point, existing solely by grace of the public availability of
extensive protein sequence databases derived largely from
freely available sequenced genomes. Like in all life sciences
therefore, a healthy data ecosystem in proteomics will hold
many future benefits, few of which can be envisioned at the
start.

In order to maintain the health of the proteomics data
ecosystem then, and as reported by Csordas et al. in this is-
sue, the PRIDE and Peptidome teams joined forces to transfer
all data from Peptidome to PRIDE, a herculean but largely
transparent effort that is worthy of the praise of the commu-
nity. As a result, the discontinuation of Peptidome has had
no significant effect on the availability of its data holdings.
It is however interesting to read in the report by Csordas
et al. [11] about the various issues encountered during data
transfer. One quickly realizes that the field still needs to in-
vest in the pervasive standardization of data (e.g., mzML [12],
mzIdentML [13]) and in the reporting of metadata according
to minimal reporting requirements [14–16]. Meanwhile, for
raw data storage [17], the role of Tranche as the repository of
choice has been taken over by EMBL-EBI [18], with a second
effort led by Nuno Bandeira at UCSD, dubbed Mass Spec-

trometry Interactive Virtual Environment (MassIVE), now
also well underway. Similar to the regenerative capacity of
the mythical hydra, the removal of one important resource in
the proteomics data ecosystem has resulted in the emergence
of two new resources to replace it, displaying a resilience
that inspires confidence for the future of data sharing in
proteomics.

Indeed, while the closures of Tranche and Peptidome have
come as two consecutive blows to the health of the data ecosys-
tem in the field of proteomics, the field has rebounded quickly
and decisively, showing impressive vigor in preserving struc-
tured data from oblivion, while energetically creating new
resources to replace discontinued ones. In this first and chal-
lenging test, the field has thus shown that it can be trusted
to handle the data that it generates responsibly, and that it is
resolute in its ambition to provide uninterrupted public ac-
cess to these data. Given the importance of publicly available
data in the history of the field, and based on the first glimpses
of what may yet lie in its future, I firmly believe that this is a
very, very good thing!
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