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ABSTRACT

Very few large-scale music research datasets are publicly
available. There is an increasing need for such datasets, be-
cause the shift from physical to digital distribution in the
music industry has given the listener access to a large body
of music, which needs to be cataloged efficiently and be
easily browsable. Additionally, deep learning and feature
learning techniques are becoming increasingly popular for
music information retrieval applications, and they typically
require large amounts of training data to work well. In this
paper, we propose to exploit an available large-scale music
dataset, the Million Song Dataset (MSD), for classifica-
tion tasks on other datasets, by reusing models trained on
the MSD for feature extraction. This transfer learning ap-
proach, which we refer to as supervised pre-training, was
previously shown to be very effective for computer vision
problems. We show that features learned from MSD audio
fragments in a supervised manner, using tag labels and user
listening data, consistently outperform features learned in
an unsupervised manner in this setting, provided that the
learned feature extractor is of limited complexity. We eval-
uate our approach on the GTZAN, 1517-Artists, Unique
and Magnatagatune datasets.

1. INTRODUCTION

With the exception of the Million Song Dataset (MSD) [3],
public large-scale music datasets that are suitable for re-
search are hard to come by. Among other reasons, this
is because unwieldy file sizes and copyright regulations
complicate the distribution of large collections of music
data. This is unfortunate, because some recent develop-
ments have created an increased need for such datasets.

On the one hand, content-based music information re-
trieval (MIR) is finding more applications in the music in-
dustry, in a large part due to the shift from physical to
digital distribution. Nowadays, online music stores and
streaming services make a large body of music readily
available to the listener, and content-based MIR can fa-
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cilitate cataloging and browsing these music collections,
for example by automatically tagging songs with relevant
terms, or by creating personalized recommendations for
the user. To develop and evaluate such applications, large
music datasets are needed.

On the other hand, the recent rise in popularity of
feature learning and deep learning techniques in the do-
mains of computer vision, speech recognition and natu-
ral language processing has caught the attention of MIR
researchers, who have adopted them as well [13]. Large
amounts of training data are typically required for a fea-
ture learning approach to work well.

Although the initial draw of deep learning was the abil-
ity to incorporate large amounts of unlabeled data into the
models using an unsupervised learning stage called unsu-
pervised pre-training [1], modern industrial applications of
deep learning typically rely on purely supervised learning
instead. This means that large amounts of labeled data are
required, and labels are usually quite costly to obtain.

Given the scarcity of large-scale music datasets, it
makes sense to try and leverage whatever data is available,
even if it is not immediately usable for the task we are try-
ing to perform. We can use a transfer learning approach to
achieve this: given a target task to be performed on a small
dataset, we can train a model for a different, but related
task on another dataset, and then use the learned knowl-
edge to obtain a better model for the target task.

In image classification, impressive results have recently
been attained on various datasets by reusing deep convo-
lutional neural networks trained on a large-scale classifi-
cation problem: ImageNet classification. The ImageNet
dataset contains roughly 1.2 million images, divided into
1,000 categories [5]. The trained network can be used to
extract features from a new dataset, by computing the ac-
tivations of the topmost hidden layer and using them as
features. Two recently released software packages, Over-
Feat and DeCAF, provide the parameters of a number of
pre-trained networks, which can be used to extract the cor-
responding features [7,20]. This approach has been shown
to be very competitive for various computer vision tasks,
sometimes surpassing the state of the art [18, 26].

Inspired by this approach, we propose to train feature
extractors on the MSD for two large-scale audio-based
song classification tasks, and leverage them to perform
other classification tasks on different datasets. We show
that this approach to transfer learning, which we will refer
to as supervised pre-training following Girshick et al. [9],
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consistently improves results on the tasks we evaluated.
The rest of this paper is structured as follows: in Section

2, we give an overview of the datasets we used for training
and evaluation. In Section 3 we describe our proposed ap-
proach and briefly discuss how it relates to transfer learn-
ing. Our experiments and results are described in Section
4. Finally, we draw conclusions and point out some direc-
tions for future work in Section 5.

2. DATASETS

The Million Song Dataset [3] is a collection of meta-
data and audio features for one million songs. Although
raw audio data is not provided, we were able to obtain
30 second preview clips for almost all songs from 7digi-
tal.com. A number of other datasets that are linked to the
MSD are also available. These include the Taste Profile
Subset [15], which contains listening data from 1 million
users for a subset of about 380,000 songs in the form of
play counts, and the last.fm dataset, which provides tags
for about 500,000 songs. We will use the combination of
these three datasets to define two source tasks: user listen-
ing preference prediction and tag prediction from audio.

We will evaluate four target tasks on different datasets:

• genre classification on the GTZAN dataset [22], which
contains 1,000 audio clips, divided into 10 genres.

• genre classification on the Unique dataset [21], which
contains 3,115 audio clips, divided into 14 genres.

• genre classification on the 1517-artists dataset [21],
which contains 3,180 full songs, divided into 19 genres.

• tag prediction on the Magnatagatune dataset [14],
which contains 25,863 audio clips, annotated with 188
tags.

3. PROPOSED APPROACH

3.1 Overview

There are many ways to transfer learned knowledge be-
tween tasks. Pan and Yang [17] give a comprehensive
overview of the transfer learning framework, and of the
relevant literature. In their taxonomy, our proposed super-
vised pre-training approach is a form of inductive transfer
learning with feature representation transfer: target labels
are available for both the source and target tasks, and the
feature representation learned on the source task is reused
for the target task.

In the context of MIR, transfer learning has been ex-
plored by embedding audio features and labels from vari-
ous datasets into a shared latent space with linear transfor-
mations [10]. The same shared embedding approach has
previously been applied to MIR tasks in a multi-task learn-
ing setting [24]. We refer to these papers for a discussion
of some other work in this area of research.

For supervised pre-training, it is essential to have a
source task that requires a very rich feature representation,
so as to ensure that the information content of this repre-
sentation is likely to be useful for other tasks. For com-
puter vision problems, ImageNet classification is one such

task, since it involves a wide range of categories. In this pa-
per, we will evaluate two source tasks using the MSD: tag
prediction and user listening preference prediction from
audio. The goal of tag prediction is to automatically de-
termine which of a large set of tags are associated with a
given song. User listening preference prediction involves
predicting whether users have listened to a given song or
not.

Both tasks differ from typical classification tasks in a
number of ways:

• Tag prediction is a multi-label classification task: each
song can be associated with multiple tags, so the classes
are not disjoint. The same goes for user listening pref-
erence prediction, where we attempt to predict for each
user whether they have listened to a song. The listening
preferences of different users are not disjoint either, and
one song is typically listened to by multiple users.

• There are large numbers of tags and users; orders of
magnitude larger than the 1,000 categories of ImageNet.

• The data is weakly labeled: if a song is not associated
with a particular tag, the tag may still be applicable to
the song. In the same way, if a user has not listened to
a song, they may still enjoy it (i.e. it would be a good
recommendation). In other words, some positive labels
are missing.

• The labels are redundant: a lot of tags are correlated, or
have the same meaning. For example, songs tagged with
disco are more likely to also be tagged with 80’s. The
same goes for users: many of them have similar listening
preferences.

• The labels are very sparse: most tags only apply to a
small subset of songs, and most users have only listened
to a small subset of songs.

We will tackle some of the problems created by these
differences by first performing dimensionality reduction in
the label space using weighted matrix factorization (WMF,
see Section 3.2), and then training models to predict the
reduced label representations instead.

We will first use the spherical K-means algorithm (see
Section 3.3) to learn low-level features from audio spectro-
grams, and use them as input for the supervised models that
we will train to perform the source tasks. Feature learning
using K-means is very fast compared to other unsupervised
feature learning methods, and yields competitive results. It
has recently gained popularity for content-based MIR ap-
plications [6, 19, 25].

In summary, our workflow will be as follows: we will
first learn low-level features from audio spectrograms, and
apply dimensionality reduction to the target labels. We will
train supervised models to predict the reduced label rep-
resentations from the extracted low-level audio features.
These models can then be used to perform the source tasks.
Next, we will use the trained models to extract higher-level
features from other datasets, and use those features to train
shallow classifiers for different but related target tasks. We
will compare the higher-level features obtained from dif-
ferent model architectures and different source tasks by
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Figure 1: Schematic overview of the workflow we will use for our supervised pre-training approach. Dashed arrows
indicate transfer of the learned feature extractors from the source task to the target task.

evaluating their performance on these target tasks. This
workflow is visualized in Figure 1. The key learning steps
are detailed in the following subsections.

3.2 Dimensionality reduction in the label space

To deal with large numbers of overlapping labels, we first
consider the matrix of labels for all examples, and perform
weighted matrix factorization (WMF) on it [12]. Given a
binary m× n-matrix A (m examples and n labels), WMF
will find anm×f -matrix U and an n×f -matrix V , so that
A ≈ UV T . The hyperparameter f controls the rank of the
resulting approximation. This approximation is found by
optimizing the following weighted objective function:

J(U, V ) = C ◦ (A− UV T )2 + λ(||U ||2F + ||V ||2F ),

where C is a m× n confidence matrix, ◦ represents el-
ementwise multiplication, the squaring is elementwise as
well, and λ is a regularization parameter. If the confidence
values in C are chosen to be 1 for all zeroes in A, an effi-
cient alternating least squares (ALS) method exists to op-
timize J(U, V ), provided that A is sparse. For details, we
refer to Hu et al. [12].

After optimization, each row of U can be interpreted as
a reduced representation of the m labels associated with
the corresponding example, which captures the latent fac-
tors that affect its classification. We can then train a model
to predict these f factors instead, which is much easier
than predicting m labels directly (typically f � m). We
have previously used a similar approach to do content-
based music recommendation with a convolutional neural
network [23]. In that paper, we showed that these factors
capture a lot of relevant information and can also be used
for tag prediction. We use the same settings and hyperpa-
rameter values for the WMF algorithm in this work.

Our choice for WMF over other dimensionality reduc-
tion methods, such as PCA, is motivated by the particular

structure of the label space described earlier. WMF al-
lows for the sparsity and redundancy of the labels to be
exploited, and we can take into account that the data is
weakly labeled by choosing C so that positive signals are
weighed more than negative signals.

The original label matrix for the tag prediction task
has 173,203 columns, since we included all tags from the
last.fm dataset that occur more than once. The matrix for
the user listening preference prediction task has 1,129,318
columns, corresponding to all users in the Taste Profile
Subset. By applying WMF, we obtain reduced represen-
tations with 400 factors for both tasks. These factors will
be treated as ground truth target values in the supervised
learning phase.

3.3 Unsupervised learning of low-level features

We learn a low-level feature representation from spectro-
grams in an unsupervised manner, to use as input for the
supervised pre-training stage. First, we extract log-scaled
mel-spectrograms from single channel audio signals, with
a window size of 1024 samples and a hop size of 512. Con-
version to the mel scale reduces the number of frequency
components to 128. We then use the spherical K-means
algorithm (as suggested by Coates et al. [4]) to learn 2048
bases from randomly sampled PCA-whitened windows of
4 consecutive spectrogram frames. This is similar to the
feature learning approach proposed by Dieleman et al. [6].

To extract features, we divide the spectrograms into
overlapping windows of 4 frames, and compute the dot
product of each base with each PCA-whitened window.
We then aggregate the feature values across time by com-
puting the maximal value for each base across groups of
consecutive windows corresponding to about 2 seconds of
audio. Finally, we take the mean of these values across the
entire audio clip to arrive at a 2048-dimensional feature
representation for each example. This two-stage temporal
pooling approach turns out to work well in practice.
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3.4 Supervised learning of high-level features

For both source tasks, we train three different model archi-
tectures to predict the reduced label representations from
the low-level audio features: a linear regression model,
a multi-layer perceptron (MLP) with a hidden layer with
1000 rectified linear units (ReLUs) [16], and an MLP
with two such hidden layers. The MLPs are trained us-
ing stochastic gradient descent (SGD) to mimize the mean
squared error (MSE) of the predictions, and dropout reg-
ularization [11]. The training procedure was implemented
using Theano [2].

We trained all these models on a subset of the MSD,
consisting of 373,855 tracks for which we were able to ob-
tain audio samples, and for which listening data is avail-
able in the Taste Profile Subset. We used 308,443 tracks
for training, 18,684 for validation and 46,728 for testing.
For the tag prediction task, the set of tracks was further
reduced to 253,588 tracks, including only those for which
tag data is available in the last.fm dataset. For this task, we
used 209,218 tracks for training, 12,763 for validation and
31,607 for testing.

The trained models can be used to extract high-level
features simply by computing predictions for the reduced
label representations and using those as features, yielding
feature vectors with 400 values. For the MLPs, we can al-
ternatively compute the activations of the topmost hidden
layer, yielding feature vectors with 1000 values instead.
The latter approach is closer to the original interpretation
of supervised pre-training as described in Section 1, but
since the trained models attempt to predict latent factor
representations, the former approach is viable as well. We
will compare both.

To evaluate the models on the source tasks, we compute
the predicted factors U ′ and obtain predictions for each
class by computing A′ = U ′V T . This matrix can then
be used to compute performance metrics.

3.5 Evaluation of the features for target tasks

To evaluate the high-level features for the target tasks out-
lined in Section 2, we train linear L2-norm support vector
machines (L2-SVMs) for all tasks with liblinear [8], us-
ing the features as input. Although using more powerful
classifiers could probably improve our results, the use of a
shallow, linear classifier helps to assess the quality of the
input features.

4. EXPERIMENTS AND RESULTS

4.1 Source tasks

To assess whether the models trained for the source tasks
are able to make sensible predictions, we evaluate them by
computing the normalized mean squared error (NMSE) 1

of the latent factor predictions, as well as the area under the
ROC curve (AUC) and the mean average precision (mAP)

1 The NMSE is the MSE divided by the variance of the target values
across the dataset.

User listening preference prediction
Model NMSE AUC mAP

Linear regression 0.986 0.750 0.0076
MLP (1 hidden layer) 0.971 0.760 0.0149
MLP (2 hidden layers) 0.961 0.746 0.0186

Tag prediction
Model NMSE AUC mAP

Linear regression 0.965 0.823 0.0099
MLP (1 hidden layer) 0.939 0.841 0.0179
MLP (2 hidden layers) 0.924 0.837 0.0179

Table 1: Results for the source tasks. For all three models,
we report the normalized mean squared error (NMSE) on
the validation set, and the area under the ROC curve (AUC)
and the mean average precision (mAP) on a separate test
set.

of the class predictions 2 . They are reported in Table 1.
Note that the latter two metrics are computed on a separate
test set, but the former is computed on the validation set
that we also used to optimize the hyperparameters for the
dimensionality reduction of the labels. This is because the
ground truth latent factors, which are necessary to compute
the NMSE, are not available for the test set.

It is clear that using a more complex model (i.e. an
MLP) results in better predictions of the latent factors in
the least-squares sense, as indicated by the lower NMSE
values. However, when using the AUC metric, this does
not always seem to translate into better performance for the
task at hand: MLPs with only a single hidden layer perform
best for both tasks in this respect. The mAP metric seems
to follow the NMSE on the validation set more closely.

Although the NMSE values are relatively high, the class
prediction metrics indicate that the predicted factors still
yield acceptable results for the source tasks. In our prelimi-
nary experiments we also observed that using fewer factors
tends to result in lower NMSE values. In other words, as
we add more factors, they become less predictable. This
implies that the most important latent factors extracted
from the labels are also the most predictable from audio.

4.2 Target tasks

We report the L2-SVM classification performance of the
different feature sets across all target tasks in Figure 2. For
the GTZAN, Unique and 1517-Artists datasets, we report
the average cross-validation classification accuracy across
10 folds. Error bars indicate the standard deviations across
folds. We optimize the SVM regularization parameter us-
ing nested cross-validation with 5 folds. Magnatagatune
comes divided into 16 parts; we use the first 11 for training
and the next 2 for validation. After hyperparameter opti-
mization, we retrain the SVMs on the first 13 parts, and
the last 3 are used for testing. We report the AUC aver-

2 The class predictions are obtained by multiplying the factor predic-
tions with the matrix V T , as explained in the previous section.
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Figure 2: Target task performance of the different feature sets. The dashed line represents the performance of the low-level
features. From left to right, the five bars in the bar groups represent high-level features extracted with linear regression,
an MLP with 1 hidden layer, an MLP with 2 hidden layers, the hidden layer of a 1-layer MLP, and the topmost hidden
layer of a 2-layer MLP respectively. Error bars for the first three classification tasks indicate the standard deviation across
cross-validation folds. For Magnatagatune, no error bars are given because no cross-validation was performed.

aged across tags for the 50 most frequently occuring tags
(Figure 2d), and for all 188 tags (Figure 2e).

The single bar on the left of each graph shows the per-
formance achieved when training an L2-SVM directly on
the low-level features learned using spherical K-means.
The two groups of five bars show the performance of the
high-level features trained in a supervised manner for the
user listening preference prediction task and the tag pre-
diction task respectively.

Across all tasks, using the high-level features results in
improved performance over the low-level features. This
effect is especially pronounced for Magnatagatune, when
predicting all 188 tags from the high-level features learned
on the tag prediction source task. This makes sense, as
some of the Magnatagatune tags are quite rare, and features
learned on this closely related source task must contain at
least some relevant information for these tags.

Comparing the performance of different source task
models for user listening preference prediction, model
complexity seems to play a big role. Across all datasets,
features learned with linear regression perform much better
than MLPs, despite the fact that the MLPs perform better
for the source task. Clearly the MLPs are able to achieve a
better fit for the source task, but in the context of transfer
learning, this is actually a form of overfitting, as the fea-
tures generalize less well to the target tasks – they are too
specialized for the source task. This effect is not observed
when the source task is tag prediction, because this task is
much more closely related to the target tasks. As a result, a
better fit for the source task is more likely to result in better
generalization across tasks.

For MLPs, there is a limited difference in performance
between using the predictions or the topmost hidden layer
activations as features. Sometimes the latter approach
works a bit better, presumably because the feature vectors
are larger (1000 values instead of 400) and sparser.

On GTZAN, we are able to achieve a classification ac-
curacy of 0.882 ± 0.024 using the high-level features ob-
tained from a linear regression model for the tag predic-
tion task, which is competitive with the state of the art. If
we use the low-level features directly, we achieve an ac-
curacy of 0.851 ± 0.034. This is particularly interesting
because the L2-SVM classifier is linear, and the features
obtained from the linear regression model are essentially
linear combinations of the low-level features.

5. CONCLUSION AND FUTURE WORK

We have proposed a method to perform supervised fea-
ture learning on the Million Song Dataset (MSD), by train-
ing models for large-scale tag prediction and user listening
preference prediction. We have shown that features learned
in this fashion work well for other audio classification tasks
on different datasets, consistently outperforming a purely
unsupervised feature learning approach.

This transfer learning approach works particularly well
when the source task is tag prediction, i.e. when the source
task and the target task are closely related. Acceptable re-
sults are also obtained when the source task is user listen-
ing preference prediction, although it is important to re-
strict the complexity of the model in this case. Otherwise,
the features become too specialized for the source task,
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which hampers generalization to other tasks and datasets.
In future work, we would like to investigate whether we

can achieve transfer from more complex models trained
on the user listening preference prediction task, and other
tasks that are less closely related to the target tasks. Since
a lot of training data is available for this task, using more
powerful models than linear regression to learn features is
desirable, especially considering the complexity of mod-
els used for supervised pre-training in the computer vision
domain. This will require a different regularization strat-
egy that takes into account generalization to other tasks
and datasets, and not just to new examples within the same
task, as it seems that these two do not always correlate. We
will also look into whether using different dimensionality
reduction techniques instead of WMF can lead to represen-
tations that enable better transfer to new tasks.
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