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PROBLEM SETTING GOAL

- Simultaneously testing thousands of voxels for activation leads to an

inflation of false positives (the multiple testing problem). . Using bootstrap procedures, we measure selection variability
Several (voxelwise) corrections to protect the amount ot false on test results for multiple testing corrections following BF (FWER)
positives exist, for example: and BH (FDR).
o Bonferroni (BF): protects the family-wise error rate . We present a new testing strategy which includes both
o Benjamini-Hochberg (BH): protects the false significance and selection variability in the decision criterion
discovery rate (Gordon et al., 2009).

Multiple testing procedures are evaluated on their average . The new procedure is evaluated through Monte Carlo simulated
performance with respect to error rates. fMRI images

What about the variability on the results?

The higher the selection variability, the lower the selection stability. Does the new procedure improve the selection stability?
Qiu et al. (2006) show that multiple testing procedures can be

highly unstable.
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RESULTS
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For BF, BH and their bootstrap BF: Variability on test results is not reduced

counterparts, the relation between by including selection variability into the
sensitivity and specificity is the same. decision criterion. The more stringent the selection criterion,

less stable than BF the higher the variability on test results.
the stability on the test results can be

strongly improved using the bootstrap
procedure, up until the level of
stability of BF
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