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Abstract. In partitioned fluid-structure interaction simulations, the flow equations and the structural

equations are solved separately. Consequently, the stresses and displacements on both sides of the fluid-

structure interface are not automatically in equilibrium. Coupling techniques like Aitken relaxation and the

Interface Block Quasi-Newton method with approximate Jacobians from Least-Squares models (IBQN-LS)

enforce this equilibrium, even with black-box solvers. However, all existing coupling techniques use only

one flow solver and one structural solver. To benefit from the large number of multi-core processors in

modern clusters, a new Multi-Solver Interface Block Quasi-Newton (MS-IBQN-LS) algorithm has been

developed. This algorithm uses more than one flow solver and structural solver, each running in parallel

on a number of cores. One-dimensional and three-dimensional numerical experiments demonstrate that

the run time of a simulation decreases as the number of solvers increases, albeit at a slower pace. Hence,

the presented multi-solver algorithm accelerates fluid-structure interaction calculations by increasing the

number of solvers, especially when the run time does not decrease further if more cores are used per solver.

1. Introduction
Fluid-structure interaction (FSI) is the mutual interaction between a fluid flow and a deforming structure.

In monolithic fluid-structure interaction simulations, all governing equations are solved simultaneously.

By contrast, in partitioned fluid-structure interaction simulations, the flow equations are solved by a flow

solver and the structural equations are solved by a structural solver. When using this partitioned approach,

the stresses and displacements on both sides of the fluid-structure interface are not automatically in

equilibrium. Coupling techniques like Aitken relaxation [1], Interface-GMRES [2, 3], the Interface

Block Quasi-Newton method with approximate Jacobians from Least-Squares models (IBQN-LS [4])

and the Interface Quasi-Newton technique with an approximation for the Inverse of the Jacobian from a

Least-Squares model (IQN-ILS [5]) enforce this equilibrium, even with black-box solvers.

Fluid-structure interaction simulations can be computationally intensive. Nowadays, mostly clusters

are used for high-performance computing (HPC). These computers consist of a large number of cluster

nodes, each containing a small number of multi-core processors and an amount of memory. Although

fast interconnects between the cluster nodes exist, they are still slower than the communication lines

inside the cluster nodes. By running the flow solver and the structural solver in parallel, i.e. on more than

one core of the cluster, a fluid-structure interaction calculation can generally be accelerated. Optimally,

the speed-up from parallelization is linear: doubling the number of cores should halve the calculation’s

duration, and doubling it a second time should again halve the duration. However, very few parallel

codes achieve optimal speed-up. Most of them have a near-linear speed-up for small numbers of cores,



F1

core core

S1

core core

(a)

F1

core core

core core

S1

core core

core core

(b)

F1

core core

F2

core core

S1

core core

S2

core core

(c)

Figure 1: In (a), the flow solver F1 and structural solver S1 each run on two cores. With twice as many

cores, either (b) the number of cores per solver can be increased to four or (c) an additional flow solver

F2 and structural solver S2 can be used.

which flattens out into a constant value or even decreases for large numbers of cores. The end of the near-

linear speed-up depends on several factors, such as the interconnect, the parallelization technique, the

time required for communication compared to the time required for computation, the number of degrees

of freedom, etc.

Fluid-structure interaction simulations are often unsteady calculations with a large number of time

steps that have to be calculated consecutively and a modest number of degrees of freedom to current

standards. As mentioned above, the near-linear speed-up ends at a certain number of cores. At that point,

increasing the number of cores per solver no longer leads to a reduction of the calculation time. However,

it is also possible to increase the number of flow solvers and structural solvers, while keeping the number

of cores per solver constant. Figure 1 illustrates this multi-solver approach.

The new idea of using more than one flow solver and more than one structural solver can be applied to

several existing coupling techniques. This paper presents the Multi-Solver Interface Block Quasi-Newton

technique with approximate Jacobians from Least-Squares models (MS-IBQN-LS) for the partitioned

simulation of strongly coupled fluid-structure interaction problems. The new multi-solver algorithm

is derived from the Interface Block Quasi-Newton technique with approximate Jacobians from Least-

Squares models (IBQN-LS [4]). This new multi-solver algorithm uses more than one flow solver and

more than one structural solver at the same time, as opposed to all existing partitioned algorithms which

use only one solver of each type. In this multi-solver algorithm, data from the least-squares models in

the previous time step is recalculated in the current time step by the additional flow solvers and structural

solvers. A similar approach can be used to construct a multi-solver version of IQN-ILS.

After the necessary definitions in Section 2, Section 3 briefly summarizes how a least-squares

approximation for the Jacobian of a black-box solver is constructed in the standard IBQN-LS technique.

Section 4 then explains how data from the least-squares models can be recalculated by additional solvers,

followed by the numerical experiments in Section 5.

2. Definitions
The function

y = F(x) (1)

is referred to as the flow solver and it concisely represents the following operations. The displacement

x ∈ Ru of the fluid-structure interface with respect to the initial position is given to the flow code.



Subsequently, the flow equations are solved for the fluid state in the entire fluid domain, which also

results in a stress distribution y ∈ Rw on the interface.

The structural solver is represented by the function

x = S(y). (2)

This expression indicates that the fluid stress distribution on the interface is given to the structural code

which then calculates the displacement of the entire structure and thus also the new displacement of the

fluid-structure interface. With these definitions, the FSI problem is given by

x = S ◦F(x) or R(x) = S ◦F(x)− x = 0, (3)

in fixed-point or root-finding formulation, respectively, with R being the residual operator.

In the remainder of this paper, all values and functions are at the new time level n+1, unless indicated

otherwise. A superscript k indicates the coupling iteration within time step n + 1. Approximations are

indicated with a hat. The output of the solvers F and S is indicated with a tilde because this is only an

intermediate value that is not passed on to the next coupling iteration. This tilde is dropped once the final

value that will be used in the next iteration has been calculated. The coupling iterations in a time step

begin from an extrapolation of the interface’s position based on the previous time steps, given by

xn+1,0 =
5
2
xn − 2xn−1 +

1
2
xn−2 (4)

if the time step is constant. Lower order extrapolations are used for the first two time steps.

3. Interface Block Quasi-Newton technique with approximate Jacobians from Least-Squares
models (IBQN-LS)
The IBQN-LS method solves the fluid-structure interaction problem written as{

F(x)− y = 0
S(y)− x = 0

(5)

with block Newton-Raphson iterations of the Gauss-Seidel type. The linear system[
F̂ ′ −I

−I Ŝ ′
] [

Δx
Δy

]
= −

[F(x)− y
S(y)− x

]
(6)

is thus first solved for Δx, followed by an update of x and the right-hand side. Subsequently, the

modified system is solved for Δy and afterwards y is updated. In agreement with the notation for

intermediate values defined in Section 2, the input and output of the flow solver are denoted as xk and

ỹk+1 and the input and output of the structural solver as yk+1 and x̃k+1.

Starting from the displacement xk that was given as input to the flow solver in the previous coupling

iteration, the displacement xk+1 = xk + Δxk is calculated by solving the system(
I − Ŝ ′kF̂ ′k

)
Δxk = x̃k+1 − xk + Ŝ ′k(ỹk+1 − yk+1) (7)

for Δxk. The prime denotes the Jacobian matrix of a function. As opposed to the original approach in

reference [4], this linear system is solved in a matrix-free way with an iterative Krylov solver like the

generalized conjugate residual (GCR) method [6]. The matrix on the left-hand side of Eq. (7) and thus



the approximate Jacobians F̂ ′k and Ŝ ′k do not have to be calculated explicitly; a procedure to calculate

the product of these matrices with a vector is sufficient.

The procedure to calculate the product of the approximate Jacobian F̂ ′k or Ŝ ′k is now explained. The

matrix-vector product with F̂ ′k is calculated from the previous inputs

x0, . . . , xk (8a)

and the corresponding outputs

ỹ1 = F(x0), . . . , ỹk+1 = F(xk). (8b)

of the flow solver. These data are converted into differences (also called modes) with respect to some

reference, in this case the first input and output in the current time step

Δxi = xi+1 − x0 (9a)

Δỹi+1 = ỹi+2 − ỹ1 (9b)

for 0 = 1, . . . , k − 1. These differences are stored as the columns of the matrices

V k
f =

[
Δxk−1 Δxk−2 . . . Δx1 Δx0

]
(10a)

and

W k
f =

[
Δỹk Δỹk−1 . . . Δỹ2 Δỹ1

]
, (10b)

with the subscript f referring to the flow solver. Not only differences obtained during the coupling

iterations in the current time step can be used but also differences obtained in the previous time step(s)

can be reused. If only differences from the previous time step are reused, the matrices V k
f and W k

f

have to be combined with those from the previous time step (if a previous time step has already been

performed), giving

V k
f =

[
V k

f V n
f

]
(11a)

and

W k
f =

[
W k

f W n
f

]
. (11b)

A similar approach has been used in references [2, 3] to reuse Krylov vectors. Subsequently, the

economy-size QR-decomposition of V k
f is calculated. To determine the product of F̂ ′k with a vector

Δx, the triangular system

Rk
fck

f = Qk
f
T
Δx (12)

is solved for ck
f , after which the matrix-vector product is calculated as

F̂ ′kΔx = W k
fck

f . (13)

The product of Ŝ ′k with a vector is calculated analogously, based on the inputs and outputs of the

structural solver.

Once xk+1 has been obtained, k is increased. Then, the corresponding stress distribution ỹk+1 =
F(xk) is calculated and the matrices V k

f , W k
f , Qk

f and Rk
f are updated. To calculate the stress

distribution yk+1 = yk + Δyk that has to be applied on the structure, the system(
I − F̂ ′k ̂S ′k−1

)
Δyk = ỹk+1 − yk + F̂ ′k(x̃k − xk) (14)



is solved, again with the matrix-free iterative solver. Each time the solution to either the flow problem or

the structural problem has been calculated, the procedure for the product of the corresponding solver’s

approximate Jacobian with a vector is improved by means of that solver’s latest input and output.

For changes of x and y that can be written as a linear combination of the columns in the matrices

V k
f and V k

s , the interaction between the fluid and the structure is treated implicitly during the coupling

iterations. In reference [7], it is shown that only a fraction of the Fourier modes in x and y needs implicit

treatment of the interaction during the coupling iterations. Hence, the IBQN-LS iterations converge once

those modes are included in V k
f and V k

s .

4. Multi-Solver Interface Block Quasi-Newton technique with approximate Jacobians from
Least-Squares models (MS-IBQN-LS)
In the IBQN-LS algorithm with reuse of data from the previous time step, the approximation for a matrix-

vector product uses differences obtained during the coupling iterations in the current time step combined

with differences obtained during the coupling iterations in the previous time step, as show in Eqs. (11).

However, the data from the previous time step are only approximately correct for the current time step,

even though the reuse of data from previous time steps results in faster convergence of the coupling

iterations in most numerical experiments [8]. Cases with large differences between the time steps, for

example, do not benefit from this reuse.

The relation between the columns of V n
f and W n

f is only approximate at tn+1. Nevertheless, the

columns of V n
f can be used to determine which modes should be treated implicitly during the coupling

iterations at tn+1 to obtain fast convergence of the coupling iterations. The response of a solver at tn+1 to

the modes that have been treated implicitly during the coupling iterations at tn can be calculated exactly

by applying these modes again at tn+1. Moreover, the recalculation of modes from the previous time

step can be done in parallel with normal coupling iterations if g > 1 flow solvers and h > 1 structural

solvers are used. In this section, a subscript i distinguishes the different solvers and their respective input

and output.

Algorithm 1 on page 6 describes the Multi-Solver IBQN-LS (MS-IBQN-LS) algorithm with parallel

recalculation of modes. For this algorithm, the number of flow solvers and structural solvers does not

have to be the same. Solvers F1 and S1 calculate the solution of the coupled problem with the standard

IBQN-LS algorithm, while solvers F i and Sj (i = 2, . . . , g and j = 2, . . . , h) recalculate modes from

the previous time step. Lines 10 to 19 and lines 22 to 30 describe the standard IBQN-LS algorithm, with

the exception of the ‘start’ on line 19 and line 30. This command means that the calculation has to be

started, without waiting for the result to continue the execution of the algorithm. On line 7, the coupling

algorithm checks whether F1 and S1 are ‘ready’, i.e. whether F1 has completed its previous calculation

and S1 can begin the following calculation or vice versa. The variable � alternates between 0 and 1 to

ensure that F1 and S1 take turns.

Because the coupling code is not waiting on line 19 and line 30 until F1 and S1 are ready, it can

control the other solvers in the meantime. On line 33 and line 40, the coupling algorithm loops over

the additional solvers F i and Sj (i = 2, . . . , g and j = 2, . . . , h). In a first step of the recalculation of

modes by solver F i, a column Δx of V n and the corresponding column Δỹ of W n are selected. In this

case, these columns are chosen in the order in which they were created, meaning the oldest one first. As a

result, the rightmost columns of V n and W n are selected first for F2, followed by the second rightmost

columns for F3, etc. Other selection procedures are also possible: newest first, largest ||Δx||2, largest

||Δỹ||2/||Δx||2, etc.

Subsequently, the selected Δx and Δỹ from tn have to be recalculated at tn+1. These vectors are

differences with respect to the reference vectors xn,0
1 and ỹn,1

1 which originate from the first coupling

iteration at tn. To be recalculated at tn+1, the vector Δx has to be added to a reference at tn+1. Here,

the vectors x0
1 and ỹ1

1 are used as reference at tn+1. These vectors are calculated by F1 during the first

coupling iteration, so they are the first x and ỹ at tn+1. As a result, the recalculation of information can

begin after the first coupling iteration between F1 and S1.



Algorithm 1 The Multi-Solver Interface Block Quasi-Newton technique with approximate Jacobians

from Least-Squares models (MS-IBQN-LS) (Part 1).

1: k = 0; � = 0
2: ỹ1

1 = F1(x0
1)

3: y1
1 = ỹ1

1

4: x̃1
1 = S1(y1

1)
5: r0

1 = x̃1
1 − x0

1

6: while ||rk
1||2 > εo do

7: if F1 and S1 are ready then
8: if � = 0 then
9: � = 1

10: if k = 0 and (q = 0 or n = 0) then
11: xk+1

1 = xk
1 + ωrk

1

12: else
13: construct V k

s and W k
s

14: calculate QR-decomposition V k
s = Qk

sR
k
s

15: calculate Δxk

16: xk+1
1 = xk

1 + Δxk

17: end if
18: k = k + 1
19: start ỹk+1

1 = F1(xk
1)

20: else
21: � = 0
22: if k = 1 and (q = 0 or n = 0) then
23: yk+1

1 = ỹk+1
1

24: else
25: construct V k

f and W k
f

26: calculate QR-decomposition V k
f = Qk

fRk
f

27: calculate Δyk

28: yk+1
1 = yk

1 + Δyk

29: end if
30: start rk

1 = S1(yk+1
1 )− xk

1

31: end if
32: end if
33: for i = 2 to g do
34: if F i is ready then
35: select Δx
36: xi = x0

1 + Δx
37: start ỹi = F i(xi)
38: end if
39: end for
40: for i = 2 to h do
41: if Si is ready then
42: select Δy
43: yi = y1

1 + Δy
44: start x̃i = Si(yi)
45: end if
46: end for
47: end while



Algorithm 1 Multi-Solver Interface Block Quasi-Newton technique with approximate Jacobians from

Least-Squares models (MS-IBQN-LS) (Part 2).

48: for i = 2 to g do
49: start synchronizing F i with F1

50: end for
51: for i = 2 to h do
52: start synchronizing Si with S1

53: end for

So, the input for F i is given by

xi = x0
1 + Δx. (15)

The coupling code checks on line 34 whether F i has completed its calculation. When this is the case,

both the displacement xi and the corresponding stress distribution ỹi are known. By subtracting the

references, respectively x0
1 and ỹ1

1, a new mode of the flow solver in the current time step becomes

available.

Δx = xi − x0
1 (16a)

Δỹ = ỹi − ỹ1
1 (16b)

All modes from the previous time step that have been recalculated are stored as columns of the matrices

V n
f and W n

f , instead of using the modes calculated in the previous time step. These matrices are then

combined with V k
f and W k

f , which contain the modes calculated by F1, to form V k
f and W k

f as

V k
f =

[
V k

f V n
f

]
(17a)

and

W k
f =

[
W k

f W n
f

]
. (17b)

Subsequently, the QR-decomposition V k
f = Qk

fRk
f is calculated, as indicated on line 26. The columns

of V k
f and W k

f contain the modes calculated by F1 in the current time step. Data from the previous

time step that have not been recalculated (yet) can be included in the matrices V n
f and W n

f as well, but

this is not done in this paper. In that case, the old data should be removed once it has been recalculated

so that it is not present twice. Because no information from the previous time step that has not been

recalculated at tn+1 is included in V k
f and W k

f , these matrices are empty at the beginning of each time

step. An analogous procedure is followed for the structural solvers.

All modes calculated by F1 and S1 in the current time step and all modes that have been recalculated

in the current time step are candidates to be recalculated in the following time step. Two mechanisms

avoid an ever increasing number of modes. The first one is that once F1 and S1 have found the correct

solution, the coupling discards old modes that have not been recalculated at tn+1. However, before

discarding these modes, the coupling waits until all solvers that are recalculating data have completed

their current calculation. It is of course possible to select a wider window for the modes that can be

recalculated, for example modes that have been calculated in the last two or three time steps. The second

mechanism is a tolerance εs for the detection of small diagonal elements in Rk
f,s. If a small diagonal

element is detected, the corresponding columns in V k
f,s and W k

f,s are removed, which means that the

column cannot be recalculated in the following time step.

The matrices V k
s,f and W k

s,f have to contain at least one column to calculate the quasi-Newton

update; otherwise a relaxation with factor ω is used for the interface’s displacement (line 11) and the

stress distribution is passed on without modification (line 23).



A last important aspect of the MS-IBQN-LS algorithm is the synchronization of the solvers F i and

Sj (i = 2, . . . , g and j = 2, . . . , h) with F1 and S1, as mentioned on lines 48 to 53. At the end of each

time step, the values of the degrees of freedom inside the fluid and solid domain have to be the same in all

solvers. Otherwise, unphysical results will be obtained in the following time step. The different solvers

have to receive identical initial conditions for the next time step, which implies that the solution at the

end of a time step should be the same in each of the solvers. For example, without synchronization, the

stress distribution on the interface for a given displacement would depend on which flow solver is used

(F i(x) �= F j(x) if i �= j) because the solution at tn influences the solution at tn+1. These difficulties

can be avoided by copying the degrees of freedom in the entire fluid and solid domain from F1 and

S1 to all other flow solvers and structural solvers, once the coupling iterations have converged. If the

implementation does not allow to copy the degrees of freedom from one solver to another one or to read

a file with all values from another solver, the same result can be obtained by solving the equations once

more in F i and Sj (i = 2, . . . , g and j = 2, . . . , h) with xlast
1 and ylast

1 as input. This implementation

will of course reduce the gain of the parallel recalculation of modes.

The synchronization of the different solvers can also be done in parallel. The coupling code does

not have to wait until one solver has completed the synchronization to start synchronizing the following

solver. The coupling code does not even have to wait until all synchronizations are complete at the end of

the time step. However, the synchronization has to be completed before the solver can start to recalculate

modes in the following time step. Therefore, the ‘ready’ on line 34 and line 41 also means that the

synchronization of the solvers has to be completed. In practice, the synchronization of the additional

solvers is performed at the same time as the first coupling iteration between F1 and S1.

5. Numerical experiments
All numerical experiments in this section have been performed on dedicated cluster nodes, each with two

Intel Xeon X5355 2.66 GHz quad-core processors and 8 GB of working memory. Both one-dimensional

and three-dimensional simulations of the flow in a tube are presented.

5.1. 1D Tube
The first numerical experiment with the MS-IBQN-LS algorithm is the simulation of the unsteady flow

in a one-dimensional flexible tube, without inertia in the structure. The governing equations and the

discretization of this problem are described in reference [7]. In the simulations presented in this section,

the tube consists of N = 1000 segments, the dimensionless stiffness is κ = 10 and the dimensionless

time step is τ = 0.01. The initial conditions are a dimensionless velocity of vo = 0.1, a dimensionless

cross-sectional area of ao = 1 and a dimensionless pressure of po = 0. At the inlet, a sinusoidally varying

velocity is imposed while a non-reflecting boundary condition is applied at the outlet. One period of the

inlet boundary condition is simulated.

Figure 2 depicts the average number of coupling iterations between F1 and S1 per time step for the

MS-IBQN-LS algorithm. The convergence criterion for the coupling iterations is ||rk
1||2 < 10−5||r0

1||2.

Although it is possible to have a different number of flow solvers and structural solvers in the MS-IBQN-

LS algorithm, this option is not used. The MS-IBQN-LS algorithm with eight flow solvers and eight

structural solvers requires only half of the number of coupling iterations per time step compared to the

standard IBQN-LS algorithm. If the duration of the communication and synchronization is negligible

compared to the duration of the calculation, this will result in a reduction of the run time by almost 50 %.

Not more than eight solvers of each type have been used because the curves flatten out as the number of

solvers increases.

As opposed to most other coupling algorithms, multi-solver algorithms will need a slightly different

number of coupling iterations each time the same simulation is performed. The parallel recalculation

involves ‘start’ and ‘ready’ commands, so the order of the various calculations can change. Depending

on whether a recalculated mode becomes available before or after F1 and S1 start with a new calculation,

the convergence will be faster or slower. Therefore, all simulations have been performed 100 times. The
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Figure 2: The average number of coupling iterations between F1 and S1 per time step for the flow in

a 1D flexible tube using the MS-IBQN-LS algorithm as a function of the number of solvers. The same

number of flow solvers and structural solvers has been used and each solver uses one core.

Table 1: The average number of coupling iterations per time step and the relative duration for the

propagation of a pressure wave in a 3D flexible tube. The notation MS-IBQN-LS(g, h) denotes that g
flow solvers and h structural solvers are used.

Algorithm Iterations Duration

IBQN-LS 7.9 1.52

MS-IBQN-LS(4,4) 4.8 1.00

number of coupling iterations per time step has first been averaged over all time steps in a simulation with

a given number of solvers and over all 100 runs of that simulation. The difference between the average

number of coupling iterations per time step in two different runs with the same number of solvers was

never more than one iteration.

5.2. 3D Tube
The second numerical experiment is the propagation of a pressure wave in a three-dimensional straight

flexible tube [9, 10]. The finite volume flow solver uses second-order discretization for the pressure and

first-order upwind for the momentum. It solves the Navier-Stokes equations in arbitrary Lagrangian-

Eulerian (ALE) formulation with the PISO scheme and first-order backward Euler time integration. The

grid of the fluid domain is adapted to the displacement of the fluid-structure interface with a spring

analogy. The finite element structural solver uses implicit Hilber-Hughes-Taylor time integration of shell

elements with 8 nodes and takes into account the geometric nonlinearities due to the large deformation

of the structure.

The tube has a length of 0.05 m and an inner radius of 0.005 m. The material of its wall is a

linear elastic with density 1200 kg/m3, Young’s modulus 3×105 N/m2, Poisson’s ratio 0.3 and thickness

0.001 m. The structure is clamped in all directions at the inlet and outlet. The fluid is incompressible and

has a density of 1000 kg/m3 and a viscosity of 0.003 Pas. Both the fluid and the structure are initially

at rest. During the first 3×10−3 s, an overpressure of 1333.2 N/m2 is applied at the inlet. The wave

propagates through the tube during 10−2 s, simulated with time steps of 10−4 s. Pressure contours on the

fluid-structure interface are shown in Figure 3 and they correspond well with those in [9, 10].

Table 1 lists the number of coupling iterations per time step, averaged over the entire simulation, as

well as the relative duration of the simulations. For this test case, the simulation has been performed
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Figure 3: The pressure contours (in Pa) on the fluid-structure interface for the propagation of a pressure

wave in a 3D flexible tube after (a) 10−3 s; (b) 5×10−3 s; (c) 9×10−3 s.

only once with each coupling algorithm. The convergence criterion for the coupling iterations is

||rk
1||2 < 10−3||r0

1||2. With four flow solvers and four structural solvers, the MS-IBQN-LS algorithm

is approximately 30 % faster than the standard IBQN-LS algorithm. The reduction of the number of

coupling iterations can be considered as a quality measure for the coupling algorithm while the reduction

of the simulation’s duration can be seen as a quality measure for the implementation. In this calculation,

each flow solver runs on six cores and each structural solver on two cores.

6. Conclusions
More than one flow solver and more than one structural solver can be used in coupling algorithms for

the partitioned simulation of fluid-structure interaction. This new idea has been used to develop the

Multi-Solver Interface Block Quasi-Newton algorithm with approximate Jacobians from Least-Squares

models (MS-IBQN-LS). This multi-solver algorithm uses additional solvers to recalculate modes from

the previous time level at the current time level. It has been demonstrated that this new algorithm can

reduce the duration of a simulation. However, the MS-IBQN-LS algorithm requires significantly more

cores than the IBQN-LS algorithm for a comparatively small reduction of the duration of the simulation,

resulting in a low efficiency. Therefore, the MS-IBQN-LS algorithm should only be applied when the

duration of the simulation cannot be reduced any further by increasing the number of cores allocated to

a single flow solver and a single structural solver.
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[1] Küttler U and Wall W 2008 Comput. Mech. 43 61–72

[2] Michler C, van Brummelen E and de Borst R 2005 Int. J. Numer. Meth. Fluid. 47 1189–95

[3] Michler C, van Brummelen E and de Borst R 2006 Comput. Meth. Appl. Mech. Eng. 195 2124–48

[4] Vierendeels J, Lanoye L, Degroote J and Verdonck P 2007 Comput. Struct. 85 970–6

[5] Degroote J, Bathe K J and Vierendeels J 2009 Comput. Struct. 87 793–801

[6] Eisenstat S, Elman H and Schultz M 1983 SIAM J. Numer. Anal. 20 345–57

[7] Degroote J, Bruggeman P, Haelterman R and Vierendeels J 2008 Comput. Struct. 86 2224–34

[8] Degroote J, Haelterman R, Annerel S, Bruggeman P and Vierendeels J 2009 Comput. Struct. 88
446–57

[9] Fernandez M and Moubachir M 2005 Comput. Struct. 83 127–42

[10] Gerbeau J F and Vidrascu M 2003 ESAIM Math. Model. Numer. Anal. 37 631–48



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


