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Abstract—To meet worldwide goals of reducing CO2 footprint,
electricity production increasingly is stemming from so-called
renewable sources. To cater for their volatile behavior, so-called
demand response algorithms are required. In this paper, we focus
particularly on how charging electrical vehicles (EV) can be
coordinated to maximize green energy consumption. We present
a distributed algorithm that minimizes imbalance costs, and the
disutility experienced by consumers. Our approach is very much
practical, as it respects privacy, while still obtaining near-optimal
solutions, by limiting the information exchanged: i.e. consumers
do not share their preferences, deadlines, etc. Coordination is
achieved through the exchange of virtual prices associated with
energy consumption at certain times.

We evaluate our approach in a case study comprising 100
electric vehicles over the course of 4 weeks, where renewable
energy is supplied by a small scale wind turbine. Simulation
results show that 68% of energy demand can be supplied by wind
energy using our distributed algorithm, compared to 73% in a
theoretical optimum scenario, and only 40% in an uncoordinated
business-as-usual (BAU) scenario. Also, the increased usage of
renewable energy sources, i.e. wind power, results in a 45%
reduction of CO2 emissions, using our distributed algorithm.

I. INTRODUCTION

Worldwide energy supply will increasingly depend on (dis-
tributed) renewable energy sources, stimulated by initiatives
such as the EU “20-20-20” targets [1] that aim to increase the
share of renewable energy sources, and reduce energy con-
sumption and emission of greenhouse gasses. The power grid
was however not designed to support such local production
and the bidirectional energy flows it introduce. Especially the
intermittent nature of these energy sources is problematic, as
energy supply and demand have to be matched in a power grid.
Changing demand profiles, for example due to the introduction
of electric vehicles, only aggravate the problem. However,
demand side management (DSM) methods are proposed to
deal with such challenges, by modifying consumer demand
patterns.

In this work, we focus on a distributed DSM algorithm for
balancing supply from renewable energy sources, and demand
from charging electric vehicles. Our approach is inspired on it-
erative or negotiated pricing algorithms and is quite elegant, in
that it respects privacy concerns (consumers do not share any
behavioral information) while allowing near-optimal demand
supply matching. We discuss related work and summarize our
contribution in Section II. Section III summarizes our problem
statement. The design of the distributed algorithm is discussed
in Section IV. We present a case study and simulation results
in Section V and Section VI and conclude in Section VII.

II. RELATED WORK

We start our overview of related work by discussing several
distributed algorithms based on (virtual) energy prices that are
negotiated in an iterative fashion, as these are closely related
to the proposed approach. A real-time pricing algorithm based
on utility maximization for a smart grid consisting of an
energy provider and multiple subscribers is presented in [2].
Subscribers and the energy provider run a distributed algo-
rithm based on dual decomposition that calculates: (i) optimal
energy consumption level for each subscriber, (ii) optimal
generating capacity for the energy provider, and (iii) the
optimal price values to be advertised by the energy provider.
The algorithm presented in [2] is extended to account for un-
certainty on the demand (e.g. stemming from communication
issues, measurement errors and deviating behavior) [3]. Both
approaches use utility functions and consumption intervals to
define the flexibility of subscribers. However, this model does
not account for specific deadlines that certain loads may have,
e.g. electrical vehicles (EVs). A similar algorithm is presented
in [4] that includes multiple consumer types, including EVs,
whereas [2], [3] only consider one type of flexible consumer.

The exchange of control messages between the different
components of the system is essential for the aforementioned
coordination methods. Therefore, the communication network
should be designed appropriately. Communication limitations
are studied in [5], and the impact of lost messages is studied
in [4], [5]. Both studies have demonstrated that the distributed
algorithms can deal with lost messages, however, time needed
to obtain a solution is increased.

Note that the aforementioned methods do not specifically
consider renewable energy sources or target the coordinated
charging of electric vehicles. However, alternative methods
exist that do focus on these topics. A multi-agent system and
two possible scheduling strategies, reactive and proactive, are
proposed in [6] to reduce imbalance costs. A key concept in
the proposed approaches are so called intention graphs, which
represent the flexibility of a fleet of EVs. Both strategies are
evaluated in a scenario with distributed generation from PV
installations. The proactive strategy outperforms the reactive
strategy (44% vs. 14% cost reduction) due to spreading the
imbalance risk over time, thereby avoiding large concentrated
imbalances. Another approach is presented in [7]: charging
start times depend on a single EV connection rate that
determines on average how many EVs can start charging per
time unit. Determination of this connection rate is based on
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concepts from queueing theory and statistical analysis. The
main benefit of this approach is the minimal communication
network requirements: only a single number, the connection
rate, is broadcast to control the starting times.

The main contribution of our current paper is the adapta-
tion and application of a DSM approach similar to [3]–[5],
but focusing on balancing wind energy supply and electric
vehicle charging demand. Summarized, our contributions are
as follows:

• We extended the model to cater for supply-demand
matching involving volatile energy sources (rather than
minimizing generation costs of classical sources).

• We perform a realistic case study, and compare the
approach to a business-as-usual scenario and a best-case
scenario.

• We focus on evaluating the potential of a specific type of
subscribers, i.e. electric vehicles, to balance supply and
demand.

• We analyze the performance of our coordination mech-
anism in terms of renewable energy consumption versus
non-renewable, and express the environmental benefit in
CO2 emission reduction.

III. PROBLEM STATEMENT: WIND BALANCING

Integration of renewable energy sources, i.e. wind energy,
in the power grid is challenging due to the intermittent nature
of these energy sources. Therefore, we propose a distributed
algorithm to balance renewable energy from wind generators
with the charging demand of electric vehicles, thereby increas-
ing renewable energy consumption, and reducing emissions
of greenhouse gasses. We approach this problem from the
viewpoint of a balance responsible party (BRP), also known
as access responsible party (ARP), that is responsible to ensure
that energy supply matches energy consumption during a
given time period: if the balance is not maintained, the BRP
is required to pay imbalance costs. Therefore, the objective of
the BRP is to minimize the imbalance costs. Nevertheless, the
wishes and preferences of subscribers have to be respected,
and are therefore accounted for in our approach, while main-
taining privacy.

IV. DISTRIBUTED SMART CHARGING

We consider a power system that consists of a BRP, multiple
subscribers, and a coordinator. Subscribers are flexible energy
consumers (which in our use case will be electric vehicle
owners), that are willing to change their demand patterns
in order to aid in maintaining balance between supply and
demand (and hence will receive some incentives to do so). The
coordinator is responsible to coordinate the actions of the BRP
and subscribers. Figure 1 gives a system overview. Subscribers
and the BRP only interact with the coordinator, exchanging
virtual prices or consumption/production schedules.

A distributed approach was chosen to improve the scalabil-
ity of the algorithm, to support large groups of subscribers.
(To further scale up, we can deploy also multiple coordinators
that independently manage their own set of subscribers.)
Subscribers determine independently a consumption schedule,
and scalability can be further enhanced using a hierarchical

Fig. 1. System overview.

architecture, in which e.g. data concentrators are used, as
illustrated in Fig. 1. The privacy of the subscribers is ensured,
as only limited information, i.e. the planned energy con-
sumption schedule and virtual energy prices, are exchanged.
Smart meters measure the energy consumption of subscriber
regularly, e.g. every 15 minutes. Therefore, the information
exchanged does not imply additional privacy issues, as it is
already collected for billing purposes. Note that we use the
term virtual energy prices to indicate that they are used as
a control signal, rather than real costs to be paid by the
consumer. Other parameters, such as arrival and departure
times, vehicle properties, and the willingness to participate
in balancing demand and supply, are not exchanged.

A. Conceptual view

In this section we will introduce the iterative distributed
algorithm from a high level perspective. Sections IV-B, IV-C,
and IV-D will provide more details regarding the mathematical
framework behind the distributed algorithm.

We assume that time is divided in time slots, e.g. of 15
minutes. Wind power generation forecasts are made available
at the start of each time slot t for the next T consecutive
time slots. At the beginning of each time slot t the distributed
algorithm is executed. During the execution of the distributed
algorithm, the BRP and subscribers determine supply and
demand schedules. The iterative distributed algorithm consists
of the following steps:

1) Initialization:
a) The BRP updates the wind power generation forecast
w = [w1, w2, ..., wT ] for the next T time slots.

b) The coordinator initializes a (virtual) price vector p =
[p1, p2, ..., pT ] used to steer demand and supply.

2) The coordinator sends the price vector p to the sub-
scribers and the BRP.

3) Each subscriber calculates an energy consumption sched-
ule based on the prices and its requirements and prefer-
ences, and sends the schedule back to the coordinator.

4) The BRP determines an energy production schedule
based on the wind power generation forecast and the
prices, and sends it back to the coordinator.

5) The coordinator collects the consumption schedules from
the subscribers and production schedules from the BRP.

6) The coordinator compares the received consumption and
production schedules.
a) If the discrepancy between supply and demand is

below a predefined acceptance level, or the maximum



number of iterations is reached, the algorithm termi-
nates and the subscribers and BRP are notified that the
schedules are final.

b) Otherwise, the coordinator updates the price vector p
and a new iteration is started from step 2.

The distributed algorithm is executed at the beginning of
each time slot to incorporate new information from updated
wind power generation forecasts, and to deal with subscribers
that connected or disconnected, or changes in subscriber
requirements. The iterative design of the algorithm allows us
to maintain privacy in the system.

We will now discuss the mathematical framework.

B. Subscribers

Subscribers are flexible energy consumers that are willing to
change their energy demand patterns to assist in maintaining a
balance between supply and demand. In this work, we focus
on electric vehicles, as they represent a significant but also
flexible load to the grid. Since the main concern of electric
vehicle owners is to obtain a specified amount of energy Ek

within a certain time frame, charging of electric vehicles can
be adjusted (slower/faster) and shifted in time to coincide with
supply from renewable energy sources.

We assume there are K subscribers identified by k ∈
{1, 2, . . . ,K}. The coordination mechanism will decide on
a schedule for T consecutive time slots: a subscriber will
plan a consumption schedule xk = [xk1 , x

k
2 , . . . , x

k
T ]. Our

subscribers, being EVs, will have a deadline Tk by which the
EV needs to be charged. The total energy to be acquired by
that time will be denoted as Ek. For now, we assume Tk ≤ T .
Constraints (1) and (2) specify that subscriber k can only
consume energy between the start of the scheduling window
and the departure time slot. Energy consumption is limited by
pk,max, e.g. based on the capabilities of the charging station.

0 ≤ xkt ≤ pk,max , ∀t ∈ {1, . . . , Tk − 1} (1)
xkt = 0 , ∀t ∈ {Tk, . . . , T} (2)

Constraint (3) specifies that subscriber k needs to obtain a
specified amount of energy Ek before time slot Tk ≤ T , the
departure time of the subscriber.

Tk∑
t=1

xkt = Ek (3)

Instead of only modeling the energy requirements of the
consumer, we also want to enable the user to indicate their
willingness to participate. Therefore, willingness of each
subscriber to participate in balancing supply and demand is
modeled with a disutility function. The disutility function (4)
represents the discomfort associated with deviating from the
preferred charging power pk of subscriber k.

Dk
t

(
xkt
)
= βt

k ·
(
pk − xkt

)2
(4)

An example of the preferred charging power pk is the max-
imum charging power supported by the charging station or
EV. Ideally, this preferred charging power is obtained auto-
matically from the charging station or EV, otherwise the user
is required to provide such information. The disutility function

employs a private parameter βt
k to influence the willingness

of subscriber k to participate in balancing supply and demand
during time slot t. Subscribers can choose a constant value
for βt

k to indicate no preferences in time, or subscribers can
choose a value that changes over time, for example to indicate
a preference for being charged sooner rather than later. Note
that the specific design of the disutility function requires
further research in order to present the user with parameter
choices that are simpler and more intuitive. However, the
presented disutility function results in the expected behavior,
i.e. supply and aggregated demand are matched as best as
possible, and enables the distributed algorithm presented in
section IV-E.

C. Balance Responsible Party

The balance responsible party (BRP) is responsible to main-
tain balance between supply and demand within his balancing
zone. When this balance is not maintained, an imbalance cost
is incurred to the BRP. Therefore, the BRP aims to keep
the imbalance as small as possible over time. We consider
a scenario where the balancing zone of the BRP consists of a
wind turbine (park) and subscribers. The BRP is provided a
forecast of energy generation from a wind turbine (park), and
aims to balance energy demand from the subscribers with the
forecast of the supply from the wind turbine (park).

We model the imbalance through a convex cost function.
Since we assume negative imbalance (supply<demand) is
equally bad as positive imbalance (supply>demand), we use
a quadratic function (5). (Note that [2] rather used a strictly
increasing one, given its different objective.)

Ct (dt) = α · (wt − dt)2 (5)

In (5), we define dt as the aggregated power demand of all
subscribers during time slot t, and wt as the forecast of wind
energy supply during time slot t. It is clear that when supply
and demand are in balance, no imbalance costs are incurred
to the BRP. We add constraint that specifies that demand dt
is limited below a certain upper bound dmax, reflecting the
limited grid capacity..

dt < dmax (6)

We have selected this quadratic (virtual) cost function based
on technical and economical motivations. On a technical level,
we prefer that if deviations occur, that they are spread in time,
similar to the proactive scheduling strategy proposed in [6].
On an economical level, we were inspired by the cost of
large deviations, which is based on a quadratic function of
the imbalance, as defined by the Belgian transmission system
operator (TSO) Elia [8].

D. Social Welfare

We aim to minimize the sum of imbalance costs Ct(·)
incurred to the BRP, and the disutility Dk

t (·) of the subscribers
that aid in balancing. This can also be interpreted as an aim to
maximize social welfare. We define xkt as the energy demand
of subscriber k during time slot t. Energy supplied by the
BRP during time slot t must match the energy demand from
the subscribers. Therefore, the global optimization objective



that we wish to minimize is (7). We assume constraints (1),
(2), (3), and (6).

min
xk
t

{
T∑

t=1

Ct

(
K∑

k=1

xkt

)
+

K∑
k=1

T∑
t=1

Dk
t

(
xkt
)}

(7)

Due to the selection of the cost and utility functions, we
are dealing with a convex optimization problem. However,
in order to solve this optimization problem centrally, the
disutility function and private parameters of each subscriber
must be known, which gives rise to privacy issues. Also,
solving such optimization problems centrally is not scalable
for large numbers of subscribers. Therefore, we aim to solve
this problem in a distributed way. Ideally, the BRP and
each subscriber should determine their energy production or
consumption schedule independently, but this is complicated
by the dependency between the energy consumption schedule
from the subscribers, and the associated imbalance costs
incurred to the BRP.

E. Distributed algorithm

To solve the convex optimization problem in a distributed
way, we apply dual decomposition: the optimization problem
is decomposed into multiple smaller sub problems that can
be solved independently. We reformulate the optimization
problem in (8) and introduce new variables dt defined in
constraint (9) as the aggregated demand of all subscribers
during time slot t. We assume constraints (1), (2), (3), and
(6).

min
dt,xt

{
T∑

t=1

C (dt) +

K∑
k=1

T∑
t=1

Dk
t

(
xkt
)}

(8)

K∑
k=1

xkt = dt , ∀t ∈ {1, 2, .., T} (9)

We apply the method of Lagrange multipliers to move the
coupling constraints (9) to the objective function and obtain
the following objective function.

T∑
t=1

C (dt) +

K∑
k=1

T∑
t=1

(
Dk

t

(
xkt
)
+ λt

(
xtk − dt

))
(10)

The Lagrange multipliers λt can be interpreted as virtual
prices, used to manage the amount of resources used. Next,
we rearrange the terms of the objective function, and it
becomes clear that the objective function is separable, and
therefore eligible for decomposition methods, such as dual
decomposition, that can be solved in a distributed fashion
using the subgradient method.

T∑
t=1

(C (dt)− λtdt) +
K∑

k=1

T∑
t=1

(
Dk

t (x
k
t ) + λtx

k
t

)
(11)

We can decompose this problem in K + 1 sub-problems that
can be solved in parallel. However, we will require multiple
iterations during which the K + 1 sub-problems are solved,
in order to solve the global optimization problem (7). In each
iteration, a new vector λ will be used, based on the results of

the previous iterations. We indicate an iteration by i. Then,
given a vector λi = [λi1, λ

i
2, ..., λ

i
T ], each subscriber will solve

sub-problem (12), assuming constraints (1), (2), and (3).

min
xk,i
t

{
T∑

t=1

(
Dk

t

(
xk,it

)
+ λitx

k,i
t

)}
(12)

Given the same vector λi = [λi1, λ
i
2, ..., λ

i
T ] as the subscribers,

the BRP will solve sub-problem (13), assuming constraints
(6).

min
di
t

{
T∑

t=1

(
C
(
dit
)
− λitdit

)}
(13)

Energy consumption vectors xk,i = [xk,i1 , xk,i2 , ..., xk,iT ] are
collected from each subscriber, and an energy production
vector di = [di1, d

i
2, ..., d

i
T ] is collected from the balance re-

sponsible party, and a new price vector λi+1 will be calculated
according to (14) in which γ represents the step size (to be
chosen sufficiently small).

λi+1
t = λit + γ ·

[
K∑

k=1

xk,it − dit

]
(14)

The selection of the step size rule is important for the
convergence of the subgradient algorithm [9]. For nondif-
ferentiable objective functions, the subgradient algorithm is
guaranteed to converge to a near optimal solution as a result of
the constant step size rule used. For other step size rules, such
as the diminishing step size rule, the subgradient algorithm
is guaranteed to converge to the optimal value. However,
for differentiable objective functions, such as in this case,
the subgradient method converges to the optimal solution,
provided the chosen step size is small enough [9]. Therefore,
we selected the constant step size rule for simplicity, i.e. to
reduce the number of parameters that have to be configured.

Note that due to our choice in imbalance cost function (5)
and constraint (9), the virtual prices can become negative,
otherwise supply and demand will not necessarily match.

Each subscriber and the BRP will solve respectively sub-
problem (12) and (13) using the vector λi+1 to obtain energy
consumption schedules xi+1

k and an energy production sched-
ule di+1

k . This process is repeated until demand and supply
converge, or another convergence criterion is reached (e.g.
a maximum number of iterations). However, if a maximum
number of iterations is used, convergence is not guaranteed.

V. CASE STUDY

A time period of 4 weeks is simulated, divided in time
slots of 15 minutes. A forecast and planning window of
24 hours or T = 96 time slots is assumed. For each time
slot, the distributed algorithm is executed, to consider new
wind forecast data and new arrivals. We assumed a small
wind turbine with peak power output of 30 kW, supplying
approximately the energy required for charging the electric
vehicles. We simulated a set of 100 electric vehicles of which
the arrivals, departures and energy requirements are derived
from a statistical model of real-life vehicle usage data [10].
The battery capacity of each vehicle is 10 kWh and the



maximum power demand of each battery charger is set to 3.68
kW. We evaluate the performance of the distributed algorithm
discussed in section IV, and compare it to the performance of
two other charging strategies, that correspond to a business-
as-usual or worst case scenario without coordinated charging,
and a best-case scenario. This way, we obtained lower and
upper bounds of the performance of the distributed algorithm.

A. Uncontrolled charging

We consider a business-as-usual scenario in which electric
vehicles are charged uncontrolled. As soon as a vehicle arrives
at the charging station, charging is started and continues until
the battery is fully charged, using the maximum charging rate.

B. Distributed smart charging

The distributed algorithm discussed in section IV is imple-
mented in Java using CPLEX. We used and α = 0.1 in (5)
and βk = 0.1 in (4).

C. Optimal Benchmark

We implemented an optimal benchmark or best-case sce-
nario using quadratic programming, without considering the
preferences of the subscribers (4) and BRP (5). Nevertheless,
we do respect the energy requirements (3) from the sub-
scribers, and our goal remains to balance supply and demand.
We assume all arrivals, departures, and energy requirements
for the entire duration of the experiment to be known be-
forehand, in order to calculate the benchmark metric. Then,
assuming a wind generation schedule w = [w1, w2, ..., wS ] for
the entire experiment duration of S time slots, optimal energy
consumption schedules xk = [xk1 , x

k
2 , ..., x

k
S ] are calculated for

each subscriber k ∈ {1, 2, ...,K}, that minimize the following
performance metric:

S∑
t=1

(
wt −

K∑
k=1

xkt

)2

(15)

Clearly, these assumptions are unrealistic, as drivers should be
able to predict their energy requirements and time constraints
weeks in advance, which is unlikely. However, with this
assumed all-knowing strategy we obtain the most optimal
results, and use it as a reference to evaluate other algorithms.

VI. RESULTS AND DISCUSSION

We give an overview of the case study results obtained for
the different charging strategies. Fig. 2 gives an overview of
the supply and demand curves for the different charging strate-
gies over the course of 7 days. In the uncontrolled scenario,
we clearly observe the peak demands in the evening when
EV users arrive at home. Obviously, this does not coincide
with peaks in wind production. The benchmark scenario and
the scenario using the distributed algorithm follow supply
from wind generation more closely, where the all-knowing
benchmark as expected does a slightly better job (e.g. period
from day 1 18:00 to day 2 12:00). Nonetheless, we note that
the difference in performance seems limited, as we assess in
the following subsections in terms of % green energy usage
and reduction of CO2 emission.

Fig. 3. Energy supply mix for the different charging strategies.

Fig. 4. CO2 emissions associated with the different charging strategies.

A. Renewable Energy

In this section we evaluate the impact of different charging
strategies on the usage of renewable energy. The goal of the
distributed algorithm is to balance wind energy supply and
electric vehicle charging demand as much as possible, thus
maximally use the available wind energy rather than from
polluting sources. We consider the energy supply mix used
for charging, which is summarized in Fig. 3.

Regardless of the charging approach, we require 6.79 MWh
in total, for providing all vehicles with their required energy
over the simulated time period. In the uncontrolled scenario,
2.72 MWh or 40% of demand is supplied by wind energy.
The best case scenario, which is considered in the benchmark,
results in 4.99 MWh or 73% of demand being supplied by
wind energy. The performance of the distributed algorithm
is close to that of the theoretical benchmark, and results in
4.62 MWh or 68% being supplied by wind energy. These
results clearly indicate, that the distributed algorithm results
in a substantial increase in the use of wind energy, despite the
fact that only a limited amount of information is shared (cf.
privacy concerns) between the components.

B. CO2 Emissions

The focus of the work presented in this paper is to balance
demand from charging electric vehicles with supply from
renewable energy sources, i.e. wind generators. However, due
to the intermittent nature of these energy sources, conventional
power generation is still required to provide additional reserve
capacity, such as gas turbines or coal plants, which have
higher CO2 emissions. By shifting energy consumption to
times at which renewable energy is available, we reduce CO2

emissions associated with charging electric vehicles. Below,
we quantitatively assess this reduction.

We assume that the carbon dioxide life cycle emissions
for wind generation equal 7.4 g CO2-eq/kWh, and non-
renewables emissions amount to 351 g CO2/kWh, based on
the EU figures from [11]. (Note that CO2-eq takes into



Fig. 2. Supply and demand curves for the different charging strategies.

account a number of other greenhouse gasses, and hence
is not exactly equal to CO2, but differences are marginal
and irrelevant for the discussion at hand in assessing CO2

emission reduction.) Based on these figures alone, we expect
a substantial decrease in CO2 when we are able to increase
use of wind generated energy. This expectation is verified
by the results shown in Fig. 4. CO2 emissions are reduced
by respectively 56% and 45% in the benchmark and smart
charging scenario, compared to the business-as-usual scenario.

VII. CONCLUSION

We presented a distributed algorithm for balancing supply
from renewable energy sources and demand stemming from
charging electric vehicles. Participants exchange energy con-
sumption schedules and virtual price signals with a coordina-
tor, and these are updated over multiple iterations, to achieve
social welfare. This approach is scalable, and respects the
privacy constraints: individual user preferences, exact energy
requirements, and EV charging deadlines are kept private
and not communicated to achieve coordination. Despite that
limitation, we show that our approach closely approaches
the all-knowing, optimal benchmark. This was quantitatively
assessed in a simulation comprising 100 electric vehicles over
the course of 4 weeks, during which renewable energy is
supplied by a small scale wind turbine. Simulation results
show that 68% of energy demand can be supplied by wind
energy using the distributed algorithm, compared to 73% in an
unrealistic best case scenario, and only 40% in a business-as-
usual scenario. Also, the increased usage of renewable energy
sources, i.e. wind power, results in a 45% reduction of CO2

emissions, using our distributed algorithm.
Future work could explore a power system consisting of

multiple balancing zones (i.e. multiple coordinators), each
having their own renewable energy supply. Also, the current
work only discussed charging while our approach can be
extended to so-called vehicle-to-grid (V2G) services: vehicles
could also provide temporary storage of energy, used for
mobility purposes, or to be transferred to other vehicles at
times of low availability of renewable energy.
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