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ABSTRACT

Having numerous sensors on-board, smartphones have rapidly be-
come a very attractive platform for augmented reality applications.
Although the computational resources of mobile devices grow, they
still cannot match commonly available desktop hardware, which re-
sults in downscaled versions of well known computer vision tech-
niques that sacrifice accuracy for speed. We propose a component-
based approach towards mobile augmented reality applications,
where components can be configured and distributed at runtime,
resulting in a performance increase by offloading CPU intensive
tasks to a server in the network. By sharing distributed components
between multiple users, collaborative AR applications can easily be
developed. In this poster, we present a component-based implemen-
tation of the Parallel Tracking And Mapping (PTAM) algorithm,
enabling to distribute components to achieve a mobile, distributed
version of the original PTAM algorithm, as well as a collaborative
scenario.

1 INTRODUCTION

Component-based development is not a new approach towards aug-
mented reality (AR). Already in the early 2000s the need grew to
create AR frameworks that offer components providing common
functionality such as marker tracking, scene graph management and
rendering [1], which enables developers to quickly prototype and
create new AR applications on top of such a framework. By dis-
tributing some of these framework components (i.e. a distributed
scene graph), this evolved to collaborative AR [5], where multiple
users can see and interact with the same virtual objects.

When mobile devices such as personal digital assistants (PDAs)
became available, AR research shifted towards handheld AR, and
mobile AR frameworks were proposed [6]. To increase the tracking
performance, the tracking process was executed on a server con-
nected to the mobile device via WiFi [8].

Nowadays, smartphones are becoming more and more the pre-
ferred platform for mobile AR, as they are equipped with cam-
eras, GPS sensor, accelerometers. Although their computational
resources are not up to par with common desktop or server infras-
tructure, they do have enough processing power to allow real-time
detection and tracking for augmented reality [7]. However, to cope
with the limited processing power on the mobile device, these algo-
rithms are often heavily modified versions of known state-of-the-art
algorithms, sacrificing accuracy and quality to gain speed [3].

Instead of deciding at design time which parts of the AR appli-
cation should run on the mobile device and which should run on
a remote server, we propose to adopt a component-based approach
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that decouples software components from their execution location.
These components are configured and distributed at runtime, which
allows the application to adapt for different heterogeneous mobile
devices. Component-based development also makes it easy to ex-
tend applications by adding components, enables efficient reuse of
existing components, and transparently allows collaborative appli-
cations by sharing components between different users.

In this poster, we present a component-based implementation of
the Parallel Tracking And Mapping (PTAM) algorithm [2], a widely
used tracking algorithm in a priori unknown environments. In com-
parison with PTAMM-Plus [4], our components not only provide
better modularity, but they can also be configured and distributed at
runtime. Using a component framework implemented in Java, the
components can run on Android, the most popular mobile OS, as
well as on commodity hardware such as desktops or servers. We
illustrate the main advantages of our component-based approach.

2 COMPONENT-BASED PTAM

Using a representative AR application based on the PTAM algo-
rithm, we identified the following components as shown in Fig-
ure 1:

VideoSource The VideoSource fetches video frames from the
camera hardware. These frames are analyzed by the Tracker,
and rendered with an augmented reality overlay by the Ren-
derer.

Renderer Each camera frame is rendered on screen together with
an overlay of 3D objects. These 3D objects are provided by
the Model, and aligned according to the camera pose given by
the Tracker.

Controller The Controller handles user input events originating
from the screen (Renderer) and translates these to actions to
modify the Model.

Model The Model manages all 3D objects and their state.
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Figure 1: A component-based approach on PTAM: components
are provided for capturing videoframes (VideoSource), rendering 3D
objects (Renderer) and interacting with 3D objects (Controller and
Model). The tracking process in captured in the Tracker component,
using the Relocalizer component when tracking is lost. The Mapper
component initializes, extends and refines the map.



Tracker The Tracker searches map points in video frames and cal-
culates the new camera pose. When a new keyframe should
be added to the map, this keyframe is sent to the Mapper.

Relocalizer When not enough map points are found in the video
frame, the Tracker calls the Relocalizer, that estimates the
camera position using the same approach as described in [2].

Mapper The Mapper receives keyframes from the Tracker, that
are used to initialize and extend the map. The mapper also
performs the bundle adjustment to optimize the map points.
Other components such as the Tracker and Relocalizer reg-
ister themselves as MapListeners, that receive notifications
when the map is updated.

These components are implemented based on the source code of
[2]. The resulting application is shown in Figure 2. On the right
a grayscale video frame is shown with the tracked feature points,
from which the camera position is estimated. The left shows the
resulting overlay with a 3D object.

Figure 2: The augmented reality application tracks feature points in
the video frames (right) to enable the overlay of 3D objects (left).

3 MOBILE, DISTRIBUTED PTAM

Instead of limiting the tracking to the coarse images for tracking on
the mobile phone, as proposed by Klein et al. [3], the Tracker com-
ponent is made configurable to tailor the Tracker to the available
CPU resources for each device. In the fine tracking stage, the num-
ber of points reprojected and sought in the image can be limited to
a lower threshold (1000 in the desktop version). Also, the FAST
feature detection stage can be omitted, in which case the features
are matched using zero-normalized SSD score of a 8x8 template in
a 5-pixel-radius. Another important factor on the tracking perfor-
mance is the resolution of the input images, which can be config-
ured in the VideoSource component. By tuning these parameters,
the application is tailored for each device at runtime. For example,
if one desires a tracking frame rate of 15 frames per second, on the
LG Optimus 2x an input resolution of 800x480 and a search for
400 points suffices, while on the HTC Desire the input resolution
should be limited to 400x240 and only 200 points can be repro-
jected to meet the required performance.

To mitigate the high computational cost of the mapping process,
and in particular the global bundle adjustment, while still allowing
map sizes comparable to the PC version, we can offload the Map-
per component to a PC or laptop connected to the mobile device
via a wireless connection. Because the mapping is a background
process, the delay of sending a camera frame to the server has little
impact on the user experience, while this speeds up the global bun-
dle adjustment. On the LG Optimus 2x for example, offloading the
Mapper to a laptop results in a speedup of a factor 10.

4 COLLABORATIVE PTAM

Another application of the component-based AR application, is col-
laborative AR by sharing components. In this scenario, the Model
and Mapper components are shared between multiple users. This
way, all users get the same map updates, and can track the same
environment. Also, all users can add keyframes to the map, which
can be built and refined in a collaborative way. By offloading and

sharing the Model component, multiple users can interact with the
3D objects.

To get such a setup, the Mapper component is deployed on a
laptop connected to multiple mobile devices via WiFi. All users
have a device running a VideoSource, Renderer, Controller, Tracker
and Relocalizer component, and connect to the laptop running the
Mapper and Model components as shown in Figure 3.

Figure 3: Collaborative PTAM on two mobile devices: the map is up-
dated and refined on the laptop with keyframes from the two devices.
Both devices track the map and render the shared scene graph.

5 CONCLUSION

In this poster we presented a component-based middleware plat-
form that configures and distributes software components at run-
time. We showed the effectiveness of this approach for augmented
reality applications, using a component-based implementation of
the PTAM algorithm. By configuring the components at runtime
and if possible offloading components to a server connected via
WiFi, performance can be increased and the application can be tai-
lored for different mobile devices. By sharing components between
multiple users, a collaborative PTAM algorithm is achieved.
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