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Chapter 1

Introduction

It is a good thing for an uneducated man to read books of quotations.
Sir Winston Churchill

The desire of human beings to comprehend and explain what occurs in the world around
them has lead to many great discoveries and a deeper understanding of nature. Physi-
cists have developed an accurate description for many events observed in the physical
world. For example, lightning, freezing, planetary movement, blue skies, etc. are phe-
nomena that can be perfectly explained by physics. Human behaviour, on the other
hand, cannot be understood, modelled, or predicted up-to the same level of accuracy.
Social sciences have explored some facets of human behaviour, with varying degrees of
success. Economics is a social science that adopts an empirical approach more akin to
the physical science in order to understand certain aspects of human behaviour.

A vast amount of economic data is available in the modern world. Statistical tools
are necessary to grasp the trends, and draw appropriate conclusions. It comes therefore
as no surprise that statistical physics and economics cross each other’s path at some
point in time. Econophysics is born! Econophysics is a term coined by E. Stanley in
1995, and it describes the interdisciplinary research field that uses methods and theo-
ries from physics (mostly statistical physics) in the domain of economics. The aim of
econophysics is to develop mathematical models that provide an accurate description
of the observed dynamical physical properties of financial markets.

Short history of economics

The operation of the current world economy is dominated by a non-physical quantity,
“money”. With regard to the duration of human history, money has been around for
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only a small fraction of time. The evolution of the concept of money is strongly related
to evolution in general. The driving force in evolution is the necessity to survive and re-
produce, which leads to the concepts of natural selection and genetic drift that produce
the so-called “survival of the fittest”. At a certain point in history, humans were able to
convert their lifestyle from hunter-gatherers to sedentary societies based on agriculture,
thus controlling their environment and improving their chances of survival. Further
evolution gave rise to complex (religion-based) societies, in which trading played an
essential role. This allowed less “physically fit” humans to thrive, because those who
had money, had a bigger chance of survival. In this way, a battle for food became a
battle for money [ s s 1.

The desire of humans to comprehend the world around them, also contains the
understanding of their own behaviour. As money-related processes became more and
more dominant, the desire to understand and manage these processes grew. This evo-
lution eventually led to scientific activities that we now denote as economics. The
term economics comes from oikonomia, Greek for management of a household. Modern
economies have a wide perspective and deal with topics as broad as the actions of a sin-
gle agent (this can be an investor but also the man in the street) as well as the operation
of a global economy:.

Short history of econophysics

An overlap between economics and physics (or béta sciences in general) has existed
for a long time. As early as the beginning of the nineteenth century, some individuals
started to cross the boundary between social sciences and the physical sciences. In these
days, the boundaries between disciplines were less strict, which enabled gifted people
to contribute to vastly different fields. Here we present some examples of people who
made early contributions to both the social and the béta sciences.

Adolphe Quetelet, a mathematician of education (at Ghent University), was very
influential in introducing statistical methods in social sciences. He had a broad range
of interests, as he was involved in research in meteorology, astronomy, mathematics,
statistics, demography, sociology, criminology and the history of science. His introduc-
tion of statistics, Sur ’homme et le développement de ses facultés. Essai d’'une physique
sociale [ 1, involved the introduction of an average man in the science of physical
characteristics (like the height of people, life expectancy, ...), where mean values of
measured variables follow a normal distribution. This approach is very similar in vein
to what is known as the mean-field approach to complex many-body systems in physics.



Louis Bachelier was a mathematician who derived and solved a random walk equa-
tion for the evolution of stock prices. In his doctoral thesis Théorie de la Spéculation
[ 1, he tried to model prices of the French stock exchange. His work was seminal
in establishing a link between the random walk, Brownian motion and normal diffusion.
In Chapter 2 we will elaborate on Bachelier’s work.

Vilfredo Pareto, an economist, introduced the power law into the world of statistics
[ ]. He studied income and wealth distributions in Italy and came to the conclusion
that 80% of the land was owned by 20% of the population. Nowadays, this principle
of unequal partition of wealth is known as the Pareto principle. Income distributions
continue to interest scientists from different scientific fields [ 1.

Benoit Mandelbrot, a mathematician, is famous for his self-similar fractals [ 1.
In [ , ] he proposed to use a Lévy stable distribution (Appendix A), as
opposed to the Gaussian distribution of Bachelier’s work, for the modelling of option
prices.

Some time after the contributions from the above mentioned individuals, econo-
physics became an accepted interdisciplinary research field [ , , ,

s , s s ], with contributions from various fields of physics.
Percolation theory, self-organized criticality, spin glasses, path integrals and critical tran-
sitions were an essential part of early contributions to econophysics [ , ,

s s X . , Rk , 1. Most contributions of
physicists to economics occur in the field of finance, which is the science of funds man-
agement, and econometrics, which combines economic theory with statistics to analyse
and test economic relationships.

Motivation and outline
Motivation

As the global economies experience another financial crisis, correct pricing of deriva-
tives, such as options, is as important as ever. The human race and its inventiveness
create ever more complex financial instruments, thus constructing the seeds of a pos-
sible financial downfall for those that cannot fully understand the risks that these new
instruments incorporate (which can even include the inventors of the financial instru-
ment). The contribution of econophysics is to be found in the possible simplification
of theories and the possible identification of universal dynamics in the operation of
complex systems like financial markets. Complex building blocks can be divided into
simpler parts that are more understandable. Crude models (such as Ising systems or
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percolation) can provide insights into the dynamics that drive these complex systems.

Molecular dynamics (MD) is one of those powerful models from physics that calcu-
lates the time evolution of a complex system. In MD, the complex system consists of a
large collection of interacting units (molecules) and the system evolves in accordance
with the Newtonian equations of motion. In this way, MD is a technique very similar in
vein to the Monte-Carlo technique, but it has the advantage that it creates realistic time
sequences for the evolution of the system. In this way, not only the spatial but also the
temporal correlations in the dynamic microscopic and macroscopic variables of a large
amount of interacting units can be calculated.

A prime example of the power of MD can be found in the modelling of liquids. Vari-
ous aspects, such as self-diffusion, phase diagrams, absorption of particles and viscosity
of liquids can be simulated with MD. The complexity in the observed macroscopic fea-
tures of a liquid can be attributed to the short-range interactions between the molecules
and some macroscopic parameters like density, pressure, and temperature.

Fluids have been the standard example of a system in which normal diffusion occurs.
In this work it is investigated whether MD can also be used to model the time evolution
of assets in financial markets. There are a number of striking analogies between fluids
and financial markets.

e Both systems consist of a large number of units that interact with each other on
a microscopic scale. In financial markets this can represent the interactions of in-
vestors with each other, and in MD this represents the interactions of the molecules
with each other. Both systems have, on the other hand, also a macroscopic inter-
action typified by a so-called “mean-field” variable. In MD this variable could be
the density or the temperature, in a financial system this could be the current price
of the asset or the interest rate.

e In both systems, emergent collective behaviour is observed. In fluids, this is rep-
resented by the different phases of the system (gas, liquid, solid) and the sudden
abrupt phase transitions between them. A good example of emergent behaviour in
financial markets are herding, bubbles, and crashes. During these periods, the fi-

nancial agents act in a coherent fashion which makes the market prone to crashes.

¢ In both systems one observes temporal and spatial correlations in the observables.
In MD these are represented by the radial distribution function, the velocity au-
tocorrelation function or the diffusion coefficient. Their analogues in financial
markets are the return autocorrelation, volatility autocorrelation or the volatility
distribution.



e Both liquids and markets can be considered as multi-scale systems. In markets this
reflects itself in correlation times of the order of minutes for the returns of financial
assets, whereas the correlation time in the corresponding volatility is of the order
of hours. Liquids, in their turn, are characterized by rather brief correlation times
for the molecular velocities, whereas the diffusion coefficient remains constant
(infinite correlation time).

These analogies represent our interest in MD as a simulation tool for financial mar-
kets. However, normal MD simulations do not reproduce the characteristics of financial
markets and will have to be modified to simulate financial time series in a more realistic
manner. Thereby, the major challenge lies in identifying the physical mechanisms that

lead to non-Gaussian diffusion.

Outline

Chapter 2 focuses on the question why diffusion takes centre stage in the description
of financial markets. The first mathematical description of a random walk by Bachelier
leads to a normal distribution for the observed variations in stock prices. Geometric
Brownian motion (GBM) is a model, based on Bachelier’s derivation, that focuses on re-
turns (a relative measure) and not absolute price changes for the evolution of a financial
asset.

One of the building blocks of option pricing is the Black-Scholes formula, which
calculates a fair price for options of stocks. The derivation of this equation is based on
the GBM equation that governs the price dynamics of the option for changing values
of the underlying stock. Many, more complex and contemporary, option pricing models
use alternative stochastic differential equations (SDE) to describe the evolution of the
stock price. Usually, the SDE can be related to some sort of diffusion process.

All of these models are carefully tuned so as to reproduce as closely as possible
the characteristic statistical features of the financial asset under investigation. Some
of these features are unique in the sense that they only occur for a specific financial
market. Some features, on the other hand, are universal in the sense that they are
observed for a wide range of financial assets and over long time periods. Based on an
analysis of the time series of a characteristic index, the S&P 500, these generic features
will be identified and discussed.

Chapter 3 introduces the MD technique and the properties of a reference MD simu-
lation. We focus on the properties that are useful in a financial context and in particular
on the self-diffusion properties of the molecules in a liquid. We examine both the mean
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squared displacement and the single time step displacement distribution in a reference
MD simulation. In the reference MD simulation, an intermolecular interaction of the
Lennard-Jones type is used. The hard core of that interaction poses real difficulties
when attempting to generate conditions of non-Gaussian self-diffusion in the MD simu-
lation system. Some sort of the hard-core part is indispensable. To that end, we study
liquids with molecules that interact via the soft-core potential proposed in Ref. [ 1.
The behaviour of the various observables of MD is examined with this soft-core potential
to make sure that it does not alter the dynamics of a reference MD simulation.

Our non-equilibrium molecular dynamics set-up is presented in Chapter 4. Driving
the system out-of-equilibrium is an essential step in simulating non-Gaussian diffusion
in MD. It is also a very natural step given that we wish to emulate a financial system
which cannot be considered as residing in equilibrium.

The main aspects of the non-equilibrium set-up are shown, which explain the in-
ternal dynamics that lead to the non-Gaussian self-diffusion. Driving the system out-of-
equilibrium is achieved by modifying the interaction parameters so as to mimic a change
in the radius of the particles in MD. The robustness of the self-diffusion properties with
regard to the model parameters is established, which supports the use of this set-up as
a model for simulating the generic features of financial markets.

The resulting behaviour of the generic features for this non-equilibrium MD model as
compared to those of financial markets is examined in Chapter 5. Linking the MD model
to financial markets implies linking two major variables of stock markets, price and
time, to variables associated with the molecules. Once this is achieved, a full mapping
of a non-equilibrium MD simulation onto a financial time series can be given. Some
improvements are suggested that can make the model more realistic and that can clarify
the meaning of some thermodynamical variables in a financial context.

Some concluding remarks and an outlook for further research are discussed in Chap-
ter 6. Some technical aspects of the presented research are presented in the appendices.
Appendix A focuses on the description of diffusion in physics. Appendix B describes the
usage of Ito’s lemma for stochastic differential equations. The derivation of the Black-
Scholes formula is discussed in Appendix C.



Chapter

Diffusion in Economics

In economics there is a long history of attempting to model financial time series as a
diffusion process. We mention the work of Bachelier [ ] and Mandelbrot [ 1,
the Black-Scholes equation [ ] and all of the derivations thereupon.

In this chapter, we will present both historic and modern work in economics in
modelling financial time series. This is not meant as a review at all, but rather as
a discussion of examples of models that relate diffusion processes to the dynamics of
markets.

One of the ways to assess the value of a model is to compare the statistical properties
of the time series that it produces with those of real markets. We will therefore restate
some of the generic properties that are present in time series of stock market indices.
Any realistic model for the dynamics of markets should reproduce those properties.

2.1 Bachelier

Bachelier was the first person to link a random walk with the normal distribution and
with stock prices. In his doctoral thesis (Bachelier was a mathematician and was su-
pervised by H. Poincaré), Théorie de la Spéculation [ 1, he tried to model the price
changes in the French stock market. In his work he makes some assumptions regarding
the behaviour of the prices of the traded products. His first assumption is that regardless
of the current price, the expectation for the next price change is zero. This translates
into saying that there is no memory in the market and that price changes are unpre-
dictable. Another assumption is that the probability distribution of the price steps is
independent of the time and current value of the price. This translates into a continu-
ous Markov process, homogeneous in time and space. Using this, Bachelier linked the
price evolution with Brownian motion and the parabolic diffusion equation. He also
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found a (not unique) solution to the diffusion equation in the form of the Gaussian dis-
tribution. The link between diffusion and Brownian motion is established in detail in
Appendix A.

Bachelier’s work was a first step in the direction of modelling the pricing of financial
products [ s ], but is also essential in the derivation of stochastic calculus.
Based on Bachelier’s work, it is straightforward to make a reference model, that uses

geometric Brownian motion to model the price changes of a financial product.

2.2 Geometric Brownian Motion

In Bachelier’s derivation of the random-walk model for financial products, he assumed
symmetric price changes. This implies, for instance, that prices could become negative!
It is therefore favourable to use a random walk for the relative price changes, not the
price changes themselves. This is essentially the concept of geometric Brownian motion.

In GBM one describes the time evolution of some variable S(¢). In many physical
problems, the time evolution of some quantity S is determined by a differential equa-

tion. We mention the well-known harmonic oscillator

&2s

that results in a predictable periodic motion of S with a period of 2*. In contrast, the
time evolution of S in GBM is determined by an equation that belongs to the class of
stochastic differential equations (SDE). SDEs combine standard differential equations
with a stochastic process. This stochastic process is often white noise, which can be
thought of as the differential steps of Brownian motion: the stochastic steps are nor-
mally distributed.

Starting from the basic SDE

dS(t) = uS(t)dt + oS(t)dz(t) , (2.2)

a model for GBM can be constructed. In this SDE, S(¢) is the time evolution of the
variable under study (for example the index price) dt is a normal differential (very
small steps in t), z describes the stochastic process and j, o are constants. This basic
SDE can be expanded to include more involved processes by adding extra terms or by
making p, o time dependent: u(t), o(t). Some of these extensions are reviewed in
section 2.3.4.
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If z is a white noise process, one can use (dz2(t))* ~ dt, which only states that
the variation of the Gaussian process is proportional to the time ¢. Using Ito’s lemma
(section B.2) for f(S) = In(S) one obtains from Eq. 2.2

1 1 -1 1
In(S) = ( = R . . 2.
dIn(S) <S wS + 5 52 (05) )dt+ 3 0Sdz(t) (2.3)
This results in the unexpected (because for a non-stochastic differential equation one

would expect dS/S = d1In(S)) but elegant

2

dIn(S) = (u — %)dt + odz(t) . (2.4)

Integration over [0, ¢] results in

2

InS(t) —InS(t =0) = (4 — %)t +oz(t) . (2.5)

The solution to geometric Brownian motion is

0_2

St +oz(t)| S(t=0). (2.6)

S(t) = exp | (u
Accordingly, geometric Brownian motion is a log-normal process when z(¢) is normally
distributed. In logarithmic coordinates, In(S(t)), it is governed by a drift of (u — %2) and
volatility o.

Examples of GBM are shown in Fig. 2.2 for different values of 1 and ¢. Comparing
the time evolution of S(t) for different values of ¢ and a fixed value of i reveals which
influence ¢ has on the fluctuations of S(t¢). For fixed o, changing p results in a different
long term trend of S(¢). Notice that negative values for S(¢) do not occur in this time
series, as opposed to Bachelier’s model.

The most important variable in stock markets is the return traders get on their in-
vestments. Two definitions of returns exist. One is the logarithmic return, G:

G=mIV;—-InV,, (2.7)

with V; the final value of an asset and V; the initial value of this asset. The other

definition uses an arithmetic return G,

Vi — Vi
_ - 2.
Ga v (2.8)

The logarithmic return has the advantage that subsequent returns of +50% and —50%
cancel each other out and results in an cumulative return of 0%. The same process with
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Figure 2.1 Evolution of geometric Brownian motion S(¢) for different values of x4 and . On

this logarithmic scale, a trend of (i — "2—2) is visible, while the difference in o is too small to be
perceptible in the fluctuations.

an arithmetic return results in an overall return of —25%, because +50% — 50% # 0%
for G,,.

For small differences in initial and final value the different returns converge to the
same value:

R G s L TR

Vi Vi Vi

withIn(1+2z) =~z — % + .. .. For the smallest time steps both definitions of the returns
are commonly used.
If we use the definition of the logarithmic returns, the returns of geometric Brownian

motion are
2

G(t) =InS(t + At) — InS(t) = Aln S(t) = (j — %)At +oA(t) . (2.10)

It is essential to stress the difference between both returns in the GBM model, since the

value of the trend of the returns depends on the definition of the return: x for G, and
(n— "72) for G. From now on we will use GG unless otherwise stated.

The time series produced in a GBM model are a zero-th order approximation to those

of assets in real financial markets. A close look at the returns in this model, Fig. 2.2,
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Figure 2.2 Evolution of the returns dIn S(t¢) for geometric Brownian motion, with ¢ = 0.005
and o = 0.008.

reveals the underlying Gaussian white noise stochastic process. As will be pointed out in
section 2.4, normally distributed returns are only an approximation of the real financial
return. This doesn’t exclude the random walk as a tool for modelling financial time
series [Bou05]. We will specify the main differences between the GBM time series and
financial time series in chapter 5. Here, we will compare the generic properties of
section 2.4 to the generic features of the GBM model. We will then investigate in how
far non-equilibrium molecular dynamics can serve as an improved model for financial
time series. Thereby, GBM will serve as a benchmark tool.

2.3 Option pricing

Stock pricing models are based on a variety of underlying distributions for the returns
of assets, such as Lévy distributions, truncated Lévy flights, student t-distributions, log-
normal distributions, etc. Option pricing, however, can often be reduced to a single
underlying model, the Black-Scholes formula, on which a multitude of other models are
based. In this section we will derive the Black-Scholes equation and comment on its
strengths and its weaknesses. Other models of option pricing are also mentioned.
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2.3.1 What is an option?

An option is essentially a derivative financial product, for which the price depends on
another (more basic) underlying financial product. Other derivatives include forward
contracts, futures and swaps.

There are essentially two different types of options, put options and call options.

1. A put option provides the buyer with the right, but not the obligation, to sell the
underlying financial product at a certain pre-arranged price and date. The seller of
the option is obliged to buy the underlying financial product (if the buyer wishes
to exercise his option) at this pre-arranged price and date.

2. A call option gives the buyer the right, but not the obligation, to buy the underly-
ing financial product at a certain pre-arranged price and time instance. The seller
is again obliged to sell at this date and price.

The value of the option depends on the pre-arranged price, K, the strike price or exer-
cise price, but also on the expiration date 7', also called the date of maturity. Put and call
options enable one to speculate on the variations of the underlying financial product. If
one expects that prices will rise over time, a call option can be bought. If the price of
the underlying S(t¢) does rise above the strike price K, a profit of S(7') — K can be made
by the buyer. The total profit is thus determined by [max(S(T") — K,0) — ¢(S,0)], where
(S, t) is the value of the option at time ¢ (also called premium).

In Fig. 2.3 the total pay-off of a put and call option are shown, for the buyer and
the seller of the option. It is clear that these pay-offs are asymmetric functions, and
that the buyer of an option is always limited in his losses (¢(S,0)), but not in his gains
(S(T) — K —¢(S,0)). A seller, on the other hand, has only limited gains but could face

unlimited losses.

The options described in the above section are known as European call and put
options. There are many different styles of options, because the only limitation for
selling an option is that there needs to be another party who buys this option. Options
exist that can be exercised at any date before expiration (American options), or that can
only be exercised if the underlying asset passes a certain barrier during the lifetime of
the option (Barrier options). Apart from these, many other exotic types of options have

been developed in international markets.



2.3. OPTION PRICING 13

5 5
> >
[od ©
o o
c(S,0)
0 0
c(S,0)
S(t) St
5 5
> >
© ©
o o
c(S,0)
0 0
c(S,0)
S()

S(t)

Figure 2.3 Pay-off of a call option for the buyer (left top) and for the seller (right top) of the
option, for a strike price K, stock price S(¢) and option price (.5, 0). Pay-off of a put option for

the buyer (left bottom) and for the seller (right bottom) of the option, for a strike price K, stock
price S(t) and option price ¢(S,0).

2.3.2 Derivation of the Black-Scholes equation

The price of the option is the price that the two parties (buyer and seller) can agree
upon. When attempting to determine the value of an option, models can be used to

give an estimate for a fair and rational price ¢(S, t). The first reliable formula for option
pricing was proposed by Black and Scholes in 1973 [ 1.

To derive the B-S equation, some assumptions are made:

e The stock price follows the geometric Brownian motion of Eq. 2.2.

e There are no transaction costs.
e There are no dividends during the lifetime of the derivative.
e There are no arbitrage opportunities (there is no free lunch).

e The risk-free interest rate, r, is constant over the lifetime of the derivative.

e The trading is continuous.
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It is now possible to assemble a portfolio that behaves exactly like the price of the deriva-
tive. This portfolio will contain bonds, stocks or the derivative itself. The assumption of
the risk-free interest rate leads to a bond, B(t), which earns this rate r:

dB = rBdt . (2.11)

The stock price, S(t), is assumed to follow the SDE of geometric Brownian motion,
Eq. 2.2:

dS = pSdt + oSdz . (2.12)

With Ito’s lemma, the price increments of the ¢(S, ) are determined by:

2Q2

dc = <ct + puScs + 7 Css) dt + oScgdz . (2.13)

Making a portfolio, G(t), out of bonds and stocks can make the portfolio behave as
c(S,t):

G=u1S+yB, (2.14)

where x is the number of shares of stock S and y the amount of bonds B in the portfolio.
The investor is trying to find the correct ratio of . for which this portfolio mimics the
behaviour of the option price.

If we do not add or withdraw any money from this portfolio, the gain or loss due to
changes in the market (using Egs. 2.11-2.12) is

dG = xdS+ydB
= x(uSdt+ oSdz) + yrBdt
= (zpuS+yrB)dt+ xoSdz . (2.15)

Since the price of the portfolio G(¢) and the derivative ¢(S,t) are equivalent, the equa-
tions G = c and dG = dc should hold at all times. Since dt and dz are independent, the
coefficients of d¢ in Egs. 2.13 and 2.15 need to be the equal. The same holds for the
coefficients of dz. This results in three equations that establish relations between S, B
and c:

rS+yB = c, (2.16)
252
xS +yrB = ¢+ puScs + CSS » (2.17)

roS = o0Scg . (2.18)
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Eq. 2.18 readily reduces to = = ¢g, which can be inserted in Eq. 2.16:

1
y= E(C — Scg) . (2.19)

The B-S equation is found upon inserting this result in Eq. 2.17:

252

¢ +rScg + Csg =rc, (2.20)

where the price dynamics of the option depends on r, o and S(¢). Note that is does not
depend on .

2.3.3 Black-Scholes option pricing

A solution to the B-S equation gives the price of the derivative, without knowing the
exact time series of the underlying stock price. The boundary conditions differ according
to the type of option under study. In Appendix B the derivation of the B-S formula for a
European call option is shown. The B-S formula for a European call option is

c(S,0) = SyN(dy) — K exp[—rT|N(dy) , (2.21)
with
. 1 S[) 02 -
dl—aﬁ(ln[?]qt{r—F?]T),dg—dl—oﬁ. (2.22)

Since the B-S equation is based on some assumptions, real prices of options differ
from the prices based on the B-S formula. We present the assumptions underlying the
B-S equation together with their shortcomings.

e The stock price follows the geometric Brownian motion of Eq. 2.2:

As we will explain in section 2.4, stock prices are not log-normally distributed and
deviations from geometric Brownian motion should be included in the price of the
underlying stock. The variance o of Eq. 2.2 cannot be considered a constant and
this is remedied for example in GARCH models.

e There are no transaction costs:

This is not true in any market. Indeed, upon using the B-S formula to delta hedge
in a very volatile market, one has to trade many times thus accumulating trans-
action costs. Delta hedging is a technique derived from the B-S formula that
minimizes the risk of a portfolio (expressed as delta ¢§), by including the desired
ratio of options and underlying stocks. The value of § expresses the sensitivity of
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the option price to a change in the value of the underlying. If the investor buys an
amount of the underlying corresponding to this delta value, the delta value of the
portfolio can be made to sum up to zero.

e The risk-free interest rate, r, is constant over the lifetime of the derivative:

The risk-free interest rate is never known for the whole time window of the option,

and for large time windows it is not safe to assume it will remain at its initial value.

e The trading is continuous:

Trading on real markets is not continuous and it is therefore not always possible
to buy or to sell stocks, bonds or options at any given time. This can lead to
less-than-optimal hedging and increases the risk of the portfolio.

2.3.4 Option pricing models

The Black-Scholes formula is not the end-of-the-road for mathematical economists, but
only a starting point. The shortcomings of the B-S formula are an incentive to find mod-
els that incorporate these non-Gaussian distributions, non-constant volatility, volatility
clustering, varying risk-free interest rates, etc. A short summary of a selection of these
models is presented here.

GARCH models

GARCH (generalized autoregressive conditional heteroskedasticity) models [ ] are
based on a varying volatility in the geometric Brownian motion. In particular, the
GARCH(1,1) model has a volatility that depends on the variance of the model up-to
that time, a random factor and the squared value of past returns:

d;(%) = pdt; + o(t;)dz(t;)
O'(ti)Q = w52oza(ti_1)—|—ﬁe(ti_1)
et)? = (o(t;)d=(t))? . (2.23)

The variance in this model is an autoregressive process around the long-term average
variance &. This model can be generalized to a GARCH(p,q) model in which p previous
terms of the volatility and ¢ previous random terms determine the current volatility. The
result of this non-constant volatility is that the return distribution is non-Gaussian and
it can also exhibit volatility clustering.
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The GARCH model can be further enhanced and this results in exponential GARCH
(EGARCH) models, threshold GARCH (TGARCH) models, quadratic GARCH (QGARCH)
models, etc., that incorporate more terms in the determination of the volatility than the
GARCH model.

Jump diffusion models

Jump diffusion models are used to model the non-Gaussian tails of return distributions.
The introduction of additional Poisson jumps makes the return distribution leptokurtic.
The corresponding SDE for these models reads

dS(t) = pS(t)dt + oS(t)d=(t) + S(t)dJ(t)
dI(t) = (Ynw —1)dN(t) (2.24)

with N(¢) a homogeneous Poisson process with intensity A and Y; is the size of the j-
th jump, which are log-normally distributed. A Poisson process is a stochastic process
where events occur continuously and independently of each other. N(¢) measures the
number of events or jumps that have taken place up-to time ¢. The waiting time between
jumps is an exponential distribution.

A homogeneous Poisson process with intensity A is a process such that the number
of events in a timespan |[t,t + 7] follows a Poisson distribution with parameter A7

e (AT

P[(N(t+T)—N(t)):k]:T kE=0,1,.... (2.25)

Using this definition for N(t), the equation for the logarithm of the price is:

2

dlog S(t) = (u — %) dt + odz(t) + log(Yn()dN (1), (2.26)

and the solution for this SDE is

S(T) = S(0) exp Ku - %2> T+ az(T)} ]ﬁ) Y; . (2.27)

In this process, up-to time 7', N(T') Poisson jumps have occurred. The parameters of
this system can be calibrated so as to match a real stock price time series [ ]. This
model has the desired non-Gaussian, fat-tailed, return distributions but doesn’t display
the volatility fluctuations encountered in financial time series, see section 2.4.
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Variance gamma models

Instead of changing the probability of large events (as in the jump diffusion model)
or modifying the volatility (GARCH), one can play with the concept of time and intro-
duce time changing. Time changing makes a random process of the time through a new
process, a so-called subordinator. This philosophy can be supported by the interpreta-
tion that real time and financial time are not equivalent, because market activity is not
constant over time.

The SDE of the variance gamma model for the log-returns is

dlog S(t) = pdt + 0dg(t) + odz(g(t)) . (2.28)
In this model, g(¢) characterizes the market time and it follows the constraints:
Elg(t) — g(u)] =t —uand g(u) — g(t) >0 foru>t>0, (2.29)

where E is defined as the expectation value.
These conditions express that the market time is an increasing random process, but,
on average, the market time and physical time are equivalent. This model is a suitable

option for currency exchange rates time series.

Defaultable Bonds

In this model some sort of bankruptcy is taken into account. A bankruptcy is a sudden
event and modelling these events is ideally based on the discontinuous Poisson process
7. There are two important factors in this model, the interest rate r and the default
factor. These are modelled as

dr = adt+ bdz
dN = dr(a). (2.30)

The SDE for a default free bond B(T) is:

dB(T) = (By(T) + aB,(T) + %bQBTT(T))dt +bB,(T)dz . (2.31)
Then, the SDE for the default-able bond price becomes:

dB(N) = LB(N)dt + bB,.(N)dz + (B(N + 1) — B(N)(dn(a) — adt)) , (2.32)
with,

LB(N) = (Bt(N) + aB,(N) + %bQBTT(N) + a(B(N) — B(N + 1))) : (2.33)

This model can be incorporated into the above models to make them more realistic.
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2.4 Generic features of stock markets

In the previous sections we have noticed that attempts to describe various features of
financial markets in a mathematical way, date back to the early 1900s [ 1. We
have described the evolution from simple Brownian motion, over geometric Brownian
motion and the Black-Scholes equation, to rather complex and involved models for
option pricing. The complexity of these models obscures the intrinsic dynamics of the
system. For a physicist the internal dynamics, that drives the evolution of financial
markets, is of great interest and importance.

In this work, we wish to develop a simulation system that can reproduce the robust
and generic features of a financial market. In this way, we hope to learn more about the
dynamics of financial markets. We stress that we focus on the big picture and will point
out in Chapter 5 how refinements in the model can be implemented.

2.4.1 S&P 500 time series

We wish to illustrate the generic features of financial time series by making an analysis
of a well-known index, the S&P500. We adopt the view that generic features do not
require extensive data but can be distilled from data that are freely available on the
web. The data have been downloaded from finance.yahoo.com. The S&P500 is a
large and weighted index of 500 actively traded stocks of the United States of America.
During the lifespan of this index, the exact composition of the S&P 500 has been regu-
larly changed, so as to make the index match the evolution of the American economy.
The data from finance.yahoo.com spans the period from January 3, 1950 up to the
present. The data that entered our analysis end at September 28, 2009, and thus span
over 59 years of financial activity. The data from finance.yahoo.com are free of
cost, and are limited to intraday data. For every trading day, the opening and closing
prices, as well as the highest and lowest point of the day are given.

In Fig. 2.4 the S&P 500 daily closing prices are shown (Z(t)), together with the
absolute daily returns (|G(¢)|) and the volatility (V7 (¢)) over a period (1" = nAt) of 100

days. Here, we define the volatility at ¢ as in [ 1:
1 t'=t+nAt
t) =~ | . 2.
Velt) =~ > IG() (2.3

t'=t

This definition of volatility is not a unique definition. The concept of volatility tries
to capture the amount of fluctuations during a certain time window 7" of the time series.
This time window can be as small as a single time step, where the volatility becomes


finance.yahoo.com
finance.yahoo.com
finance.yahoo.com
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Figure 2.4 S&P 500 closing prices, Z(t), from 01/03/1950 to 09/28/2009 (bottom panel). S&P
500 absolute daily returns, |G(¢)|, from 01/03/1950 to 09/28/2009 (middle panel). S&P 500
volatility , Vp(t), with 7' = 100 days, from 01/03/1950 to 09/28/2009 (top panel).

the absolute return, upto an indefinite length. Smaller time windows focus on the
more instantaneous fluctuations and larger time windows capture the average amount
of fluctuations.

Another generalized definition uses higher or lower order values of |G(#)|:

t'=t+nAt
1

Vi (t) = — ; G| . (2.35)
Using v > 1 gives more weight to large values of |G(¢)| and 0 < v < 1 enlarges the
weight of smaller values.

Another definition of volatility uses the standard deviation of the returns over a

certain time window as precursor for the amount of fluctuations in this time window:

t'=t+nAt

VT,S@):% > (G(t’)—W)Q, (2.36)

t'=t

where G(t') denotes the average return in this time window. These definitions can
be used interchangeably because the generic features of the volatility remain present
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independent of the mathematical formula. We will use the first definition throughout
this work to maintain the simplicity of our approach.

A first observation of Fig. 2.4 is that there is an obvious long-term growth of the in-
dex Z(t) and that the index Z(¢) wildly fluctuates around this long-term trend. More in-
formation can be obtained by studying the intraday returns during the timespan of over
a half-century. The returns of Fig. 2.4 are predominantly small (0 < |G(t)| < 0.04), but
some very large returns are also observed. This contrast is typical for non-Gaussian pro-
cesses. Compare for example the returns of the geometric Brownian motion of Fig. 2.2
and the returns of real financial time series of Fig. 2.4. We can show the returns of both
processes by fitting 1 and o of the GBM model to the returns of the S&P 500 time series.
The resulting values, ¢ = 0.00032 and ¢ = 0.0097, are then used in a GBM simulation
for which the returns are calculated.
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Figure 2.5 S&P 500 absolute returns, |G(t)|, for the first 10000 time steps of the data set (top
panel), GBM model absolute returns, |G(t)|, with x = 0.00032 and ¢ = 0.0097 for 10000 simula-
tion steps (bottom panel).

A comparison of the absolute returns of the S&P 500 and the GBM model with this
constants is shown in Fig. 2.5 for the first 10000 time steps of both time series. It is clear
that the GBM returns are confined to a certain scale < 0.04, whereas the returns of the
S&P 500 have much larger extreme values.

The third observable is the volatility, which gives information about the fluctuations
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of the index during a time interval of 100 time steps. The volatility clearly has periods
where large fluctuations are present, for example in the periods around crashes. A
more detailed analysis of the volatility will be performed in the following sections and

in Chapter 5.

2.4.2 Heavy tailed return distributions

It has been pointed out that the returns of financial markets behave as non-Gaussian
processes. The returns of the middle panel of Fig. 2.4 clearly demonstrate that there
are more large events than one would expect for a Gaussian process. In Fig. 2.6 the
distribution of the normalised (divided by the standard deviation o of the distribution)
returns is shown for the S&P 500 data considered here. There are clearly more events
with |G(t)| > o than could be expected for a Gaussian distribution. The extreme event
of ‘Black Monday’ in 1987 falls beyond the adopted scales as it is a clear outlier of this
distribution because |G(”Black Monday”)| ~ 220.

T T T T T T T
4+
2
T
#
+ *
2 * L
10 L # + .
& #
il #
# 4
13
+5
+ +
A +
+t e
P R i
= * +
n
2 % v
3 + e
o + s
a 10'3 L L T4 E
r Fa, + 4 1
o +
Lt L
NRL 4+
+ + o+
o+ + o+ +
o+ . +
+ HH FRNT
+ + 4+ +
+ B e e G b +
104 | ;
1 1 1 1 1 1 1

S&P 500 daily normalised returns

Figure 2.6 Distribution of the normalised (divided by the standard deviation o of the distribu-
tion) daily returns of the S&P 500 data from 01,/03/1950 to 09/28/2009.

This characteristic of markets is also expressed in Fig. 2.5. The returns in the GBM
model have a definite scale to which 98% of the returns are confined, but no such scale
exists for the S&P 500 data.
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It is clear that a realistic simulation of a financial market should result in heavy-
tailed distributions that do not display the Gaussian behaviour of the early economic
models [ s 1.

2.4.3 Short memory of the returns

It is established that the distribution of the returns is highly non-Gaussian, but this could
result from different origins. One of the possibilities is that the intra-minute returns are
correlated in time, thus resulting in larger than Gaussian daily returns. This possibility
cannot be verified using the dataset that we consider here. We will use the study of

[ ] to verify this conjecture.
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Figure 2.7 Autocorrelation function of G(t) of the S&P 500 intra-minute data on a log-linear
scale. Taken from [ ]. A fit with an exponential distribution results in a decay time of 4

min.

In Fig. 2.7 the autocorrelation of the returns is shown, with the same dataset as ours,
but with intra-minute data. We see that after ~ 30 min, the autocorrelation function is
at the noise level, and the decay of the autocorrelation function can be approximated
by an exponential, with decay time of 4.0 min.

Free minute-by-minute data is available on-line for a limited amount of indices and
assets. We have analysed such a dataset from http://www.livecharts.co.uk,
with 2000 events during the interval 06/24/2010-02/07/2010. The calculated return
autocorrelation function is displayed in Fig. 2.8.

This autocorrelation function clearly displays the generic feature of a very short
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Figure 2.8 Autocorrelation function for the intraminute returns G(¢) of the S&P 500 for the
timespan 06/24/2010-02/07/2010. The data cover 2000 minutes of market time and are ob-
tained from http://www.livecharts.co.uk

memory for the returns. We see that after 5 min the autocorrelation function is at the
noise level and the information generated by the trades at ¢t = 0 has dissipated in the
market.

This behaviour of the autocorrelation function is what we expect from the no arbi-
trage argument (there is no free lunch!). If the returns would be highly correlated in
time, one could predict with a high degree of accuracy the returns of the future. The ef-
fect of using this information would result in the opposite effect, where the correlation
between returns vanishes, and thus the arbitrage opportunity is destroyed. In practice,
the decay time is so small that arbitrage is practically impossible. Indeed, exploitation
of the short correlation time leads to transaction costs that are higher than the profit
that could be made.

Another example of the unpredictability of the prices of stocks is shown in Fig. 2.9.
The figure displays the autocorrelation of price changes in the exchange rate of the
USD/Yen on the level of ticks. Ticks are the smallest increments by which the price
of stocks or other exchange-traded instruments can move. The time in the system is
changed from physical time to tick time, where every trade makes the tick time move
one unit. The autocorrelation function of Fig. 2.9 indicates that time correlations be-
come negligible after 5 ticks (or trades)!

This behaviour of the returns is a very general and commonly accepted characteristic
of financial markets, see [ , , ]. The no-arbitrage argument ensures
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Figure 2.9 Autocorrelation function of price changes in the USD/Yen exchange rate as a function
of the number of ticks. The data refer to the period 1992-1994. The figure is taken from
[ 1.

that the memory of the returns will be very short across all markets. This makes that
this generic feature is definitely a universal generic feature.

2.4.4 Long memory of the volatility

Another generic feature of financial markets is the behaviour of the volatility. As can
be observed in Fig. 2.4, the time intervals with a very large volatility are clustered, and
there are also very large periods in which the volatility, and thus the fluctuations, are
very small. The autocorrelation function of the volatility will mimic this behaviour and
will not decay exponentially as did the autocorrelation function of the returns.

In Fig. 2.10 the autocorrelation of the volatility is shown. We have chosen 7" = 1
which is the highest resolution possible with the dataset of the intraday S&P 500 index
contained in Fig. 2.4. This is equivalent to calculating the autocorrelation function of
the absolute daily returns |G(¢)|. It is clear that there are higher order correlations in
this function and we have fitted a power law to this function, C'(¢) ~ t~7, with v &~ 0.26.
The slow decay of the volatility autocorrelation function indicates that bursts of activity
are grouped together and calm periods, without much fluctuations, occur intermittently.
This generic feature is called volatility clustering or long memory of the volatility.

This generic property of financial markets is well-known in the financial literature,
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Figure 2.10 Autocorrelation function C(t) of the absolute daily returns |G(¢)| of the S&P 500
dataset on a logarithmic scale. Fitted with a power law: f(x) = 0.427%-26,

and is very important for the Black-Scholes calculations, since the volatility has to be
estimated for the lifetime of the option. There are multiple ways in which to model this
long-term behaviour, such as ARCH (autoregressive conditional heteroskedasticity) and
GARCH (generalized autoregressive conditional heteroskedasticity) models.

2.4.5 Universality

The generic features of the S&P 500, as described in the previous sections, are also
present in other indices and asset prices. The above mentioned analysis of the S&P
500 can be repeated for other financial indexes, such as the DAX, the Deutscher Ak-
tien IndeX, that comprises 30 major German companies traded on the Frankfurt Stock
Exchange. A complete analysis of the available data on finance.yahoo.com, from
11/26/1990 to 05/07/2010, results in the same generic features as observed in the S&P
500. A visual comparison of the time evolution of the essential variables of the S&P 500,
Fig. 2.4, and the DAX, Fig. 2.11, leads to equivalent observations.

From Fig. 2.11 it is clear that the DAX has non-Gaussian distributions for the returns.
During the latest stock market crisis, 2008-2009, particularly large returns (either posi-

tive or negative) occur.
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Figure 2.11 DAX intraday closing prices, Z(t), from 11/26/1990 to 05/07/2010 (bottom
panel). DAX absolute daily returns, G(¢), for the same timespan (middle panel). DAX volatility,
Vr(t), with T' = 100 days, for this time span (top panel). Data from finance.yahoo.com.

The DAX returns are equally unpredictable as any other index. Indeed, the time
series of the returns shows no apparent correlation in the returns, positive returns are
equally likely followed by negative returns as by positive returns.

The third generic feature, the long memory of the volatility, can be detected in the
time series of the volatility of the DAX. The long persistence of the peaks in the volatility
is a clear signal that the autocorrelation function of the volatility will have long time
tails. The magnitude of the volatility of the DAX is of the same order as the one observed
for the S&P 500.

A third index shown here is the Nikkei 225, Fig. 2.12, which is a stock market
index for the Tokyo Stock Exchange. It calculates a weighted average of 225 stocks of
companies across all Japanese industries.

The same generic features as in the S&P 500 and the DAX are present in this index.
The heavy tails of the return distributions, the short memory of the returns and the
long memory of the volatility can all be distinguished from Fig. 2.12. It is clear that the
long-term behaviour has no apparent effect on these generic features. Whereas the S&P
500 and DAX time series show a long-term growth, no such trend is observed in the
Nikkei 225 time series. One can also observe that trends in indices are not permanent
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Figure 2.12 Nikkei 225 intraday closing prices, Z(t), from 01/04/1984 to 05/07/2010 (bottom
panel). Nikkei absolute daily returns, G(t), for the same timespan (middle panel). Nikkei 225
volatility, Vi (¢), with T' = 100 days, for this time span (top panel). Data from finance.yahoo.
com.

and trend-switching occurs in the time series of the three indices.

The universality of these generic features is confirmed by comparing the three differ-
ent indexes presented here, see also [ , ]. These indexes represent different
economies from different parts of the world, with different taxes, costs and govern-
ments, but they share these three robust features, which shows that these features are
truly generic features that are universally present in stock markets.

2.4.6 Crash dynamics

Bubbles and crashes are well-known manifestations of financial market dynamics. De-
spite the fact that their rate of incidence is relatively low, they are a perpetual source
of stress for traders and investors. Crashes represent a major source of instability and
are of great concern to societies as they may have a severe impact on the lives of many
people. Not only the traders and investors are affected, but economies as a whole suffer
from market crashes. We simply have to mention the crash of the housing bubble in the
USA to exemplify this.

In the context of standard economic theories the origin of a crash has to be sought
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in the sudden revelation of a dramatic piece of information. Examples are sudden
outbreaks of war, terrorist attacks, natural disasters like earthquakes, sudden and unex-
pected drops in revenues of firms, ... .

Crashes have also attracted the attention of the econophysics community. In par-
ticular, one has tried to establish connections between the physics of phase transitions
and crashes. As an example we mention the work of D. Sornette and collaborators
[ s , , , , ]. They claim to discern universal be-
haviour in the time series of assets that are prone to a crash. It is conjectured that
crashes are not the result of a sudden influx of information but should be considered
as the end points of bubbles that are linked to cooperative behaviour of players in the
market over a rather long period of time (months or even years). The cooperativity
reflects itself in time series that can be described by log periodic power laws (LPPL) that
are reminiscent for the discrete scale invariance of the players in the market.
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Figure 2.13 S&P 500 from 2000/08/21 to 2005/03/21. Fit with Eq. 2.37, with parameters:
t. = 2000/08/17, m = 1.32, w = 13.72, ¢ = 1.31, A; = 545, A, = —10.28, A = 7.26, B =
—9.505 x 107, and C' = —4.224 x 1075, Taken from [ 1.

Fig. 2.13 shows a typical LPPL evolution of the S&P 500, which in this case describes
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an anti-bubble. The LPPL function that is fitted to it is described by (with 7 = ¢, — t):

2m
Br™ 4+ O™ cos {wln7+ Aay {1 +(z) } +¢}
I(t)=A+ ) (2.37)

2m
1+ (A—)

for which 9 parameters need to be determined. This large number of parameters partly

explains the universal occurrence of this formula, since a wide range of time series can
be described by a formula with this many parameters.

Scale invariance is a generic feature of phase transitions in physics and is reflected
in observables that are power laws as a function of a control variable [ 1. More
evidence for the scale invariant behaviour of markets near crashes is provided by the
analysis of the Tokyo group [ ]. This group has performed a multiscale analyses
of the S&P 500 time series and they analyse 'non-crash’ and ’crash’ data in an attempt to
distinguish the difference between the dynamics of a non-crash operation of the market
and the crash dynamics.

Their analysis focuses on the fluctuations of stock prices and they therefore use
detrended data. The detrending is performed by dividing the time series ({z(t)}, z(t) =
In Z(t)) into boxes of size s. In each interval [1 + s(k — 1), s(k + 1)] of length 2s they
fit z(t) to a linear function. The variable z*(t) = z(t) — x4 () represents the data with
the removal of the exponential trend of the original time window. For every time scale
s the detrended log returns read

AZ(t) = a"(t+s) — x*(t), Il+s(k—1)<t<1+sk. (2.38)

They then use a random multiplicative process to model the non-Gaussian distribu-
tions for these returns. Suppose the increments are described by the following form

A Z(t) = &(t) explws(t)] (2.39)

where &, and w, are both Gaussian variables with zero mean and variance o2 and \?,
respectively, and they are independent of each other. This leads to a probability density
function (PDF) of A Z(t) that is described by Castaing’s equation [ 1

P(AZ) = / R (2]

)=Gs(Ino)d(Ino) . (2.40)
The Gaussian distributions are represented by F, and G, which have zero mean and

o o

variance o2 and \?, respectively. The PDF P,(A,Z/c,) converges to a Gaussian distribu-
tion for A\, — 0.
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Figure 2.14 Evolution of Castaing’s equation for normalized variables ATf for different param-
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In using normalized variables %Z one can study the dependence of P;(A;Z/0,) on
the value of \;. Fig. 2.14 shows the function P;(A;Z/os) for a range of values \;. One
readily observes large deviations from the Gaussian distribution for large values of A,
and the convergence to a Gaussian distribution for \,.

The S&P 500 under non-crash market conditions

The Tokyo group has used the variable ), to quantify the non-Gaussian tails of distribu-
tions at different time scales. In Figs. 2.15 and 2.16, the core results of their analysis
is shown. In Fig. 2.15 they show the PDFs of A(%SZ of the S&P 500 intra-minute data for
different time scales s = 8, 16, 32, 64, 128, 256, 512, 1024, 2048 min, for the time
interval 1984-1995, but excluding the data from 1987, 1988, 1990 and 1991 identified
as crash periods: 1987 and 1988 includes Black Monday and the Gulf War also resulted
in crashes (1990-1991).

In these time periods without a crash, Fig. 2.15, returns at short time scales have
large, non-Gaussian tails, as opposed to the long time scales, where the returns are
almost Gaussian. The non-crash dynamics leads to values of )\, that decrease with

increasing time window s.
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Figure 2.15 P(A;Z/o) of the S&P 500 from 1984 to 1995 for different time scales s =
8, 16, 32, 64, 128, 256, 512, 1024, 2048, 4096 min from top to bottom, but without data
from 1987, 1988, 1990 and 1991. Taken from [ 1.

This is a very interesting feature because it means that during normal operation of
financial markets, the central limit theorem prevails because the non-Gaussian tails are
limited with a finite standard deviation and there are not enough time correlations to
sustain these tails.

The S&P 500 under crash conditions

In Fig. 2.16 the PDFs of the returns at different time scales are shown for financial data
of a quarter of the year which includes the 1987 stock market crash. One can clearly
see that the non-Gaussian tails of the return distributions do not vanish for long time
scales. The values of )\, are large at every time scale s.

This generic feature must stem from large time correlations during the stock market
crash. During normal operation of the stock market, these time correlations seem to
be small enough to be overridden by the central limit theorem. But, during the crash
timespan, the time correlations seem to be large enough to generate non-Gaussian dis-
tributions at all time scales, thus evading the central limit theorem. This scale invariant
behaviour is typical of a phase transition and a crash could be considered to be a critical
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Figure 2.16 P(As;Z/os) of the S&P 500 for different time scales s =
8, 16, 32, 64, 128, 256, 512, 1024, 2048 min from top to bottom, during a quarter of
the year which includes Black Monday. Taken from [KSY06].

phenomenon.

The dynamics present in Figs. 2.15-2.16 are very useful to evaluate the presence
of crashes in a model. Instead of defining crashes as outliers on a return distribution
[JLS00], or as draw-downs over several days [Sor03b], one is able to look at the time
evolution of the returns distributions and decide if a market model possesses the ability
to reproduce the dynamics that are present in real financial markets crashes.
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Chapter 3

Diffusion in Molecular Dynamics

Ever since Einstein made geometric Brownian motion famous [ 1, aliquid has been
the prime example of a system in which normal diffusion occurs. We will attempt to
recreate the properties of financial markets encountered in the previous chapter, where
anomalous non-Gaussian distributions are ever-present. Many models use interacting
agents to simulate the behaviour of markets, [ s , , s 1.
Interacting agents (molecules) are also present in a liquid and is therefore a candidate
whereupon a model can be based. We will use a powerful and widely used method in
physics to simulate the interacting agents of a liquid.

3.1 Molecular Dynamics

Simulations of thermodynamic properties of physical systems have centered around
two different methods: Molecular Dynamics (MD) and Monte Carlo (MC). MD and MC
are both methods that determine physical quantities by averaging over a finite set of
configurations of the system under study. By using the ergodic principle one can justify
this approach. The ergodic principle states that all accessible configurations of a system
are equiprobable over a long period of time. As a result, one can relate the average over
the configurations to the time average in a real system.

In the MD and MC method, the configurations are generated one after the other
and are not independent. MD and MC differ essentially in the way this succession of
configurations is calculated.

The MC simulation method is fully based on the underlying (Boltzmann) statistics of
the system under observation. In this way, a new configuration is accepted at random
but the random probability is based on the statistical probability of this new configura-
tion. Since MC methods have no inherent time, the new configuration is not linked in
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time with the previous one, it is difficult to simulate diffusion and time correlations in
a liquid with MC.

MD on the other hand relies, nomen est omen, on calculating the dynamics of a
(molecular) system based on solving the equations of motion via a specific algorithm.
This method has an indigenous time that links the next configuration to the previous
one via Newton’s equations (or the natural time evolution). As a consequence, a MD
simulation allows one to investigate many aspects of liquids and other systems such
as self-diffusion, phase diagrams, absorption of particles and viscosity [ , ,

b 5 ]‘

3.1.1 Standard MD

The MD technique solves the equations of motion for a number of particles (V) embed-

ded in a certain volume V:

d*7(t)  F

— Vi=1...N. 3.1
With 7; the position of particle i in the volume, m; the mass of this particle and F,
the force acting on this particle. This force is determined by calculating the sum of

interactions of one particle with all the other particles in the system:
N
Fo= Y F(i—7)é; ., (3.2)

with €;; the unit vector along 77;.

The solution to these equations describes the time evolution of a real system for a
given set of boundary conditions. There are of course some difficulties embedded in
this method.

e The computational cost of this simulation scales as N2. This means that it is
impossible to simulate real systems, which have N ~ 10?. In this way, only a
very small part of real systems can be calculated. This does not discredit the
results. Indeed, as long as the correlation length is smaller than the system size,
the produced statistical results are representative for the real results.

The effect of using only a small number of particles (up to 10000) manifests itself
by the presence of a boundary. This physical boundary results in a high percentage
of particles on the surface of the simulation system. In a 10 x 10 x 10 lattice, not less
than 488 particles are situated on the surface (the outer two layers). The solution
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Figure 3.1 Periodic boundary conditions for a two-dimensional system.

that is commonly adopted is to use periodic boundary conditions (PBC). In Fig. 3.1
these conditions are represented in the two-dimensional case. By using PBC, the
simulation system is surrounded by an infinite amount of equivalent systems and
0% of the particles are situated at the surface, because a particle leaving the box
enters the simulation at the opposite part of the box. The interaction between two
particles can be evaluated as the force between the first particle and the copy of

the second particle that is closest to the first one (minimum image convention).

Another factor that limits the capabilities of a MD simulation is the use of a re-
alistic force between two particles. The forces adopted in simulations are usu-
ally a parametric simplification of real systems. In simulations for ideal liquids
the Lennard-Jones potential (section 3.1.4) is widely used. The forces between
particles can incorporate quantum mechanical effects, but the interactions are de-
scribed in a classical way. The classical description can be justified in commonly
used systems such as galaxies and liquid Argon [ 1.

The equations of motion can only be solved at finite time steps. This is a source of
deviations between the “real” and "computed” dynamic evolution. The effect this
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has on the physical quantities is small because the configurations that are visited
will still average out into an approximation of the real system by using the ergodic
hypothesis.

For a typical classical liquid, the finite time step is usually equal to about 10~
seconds, which is only a small fraction of the real time over which a system is
studied. To avoid artefacts of this small time step, the temporal correlations in
the system should be smaller than the time over which the simulation is run. To a
certain extent, this can be resolved by using a larger time step, but this leads to a
greater inaccuracy in the time evolution of the system.

Integration algorithm

A very widely used algorithm to solve differential equations is the Verlet algorithm and
we will use a variant of this algorithm, the velocity Verlet algorithm or the leapfrog
method.
Based on the Taylor expansions of the position of a particle:
G)(AY)° bi(t)(At)?
2 6
and the equivalent expansion of the velocity of a particle, the velocity Verlet algorithm

7t + At) = 75(t) + Ui (t) At + + O(AtY) (3.3)

reads:

m(0) + (M) + (arpte)

2 )
At~ .
Gt + A ~ G() + [t + A + F(0)]

7i(t + At) 3.4

Q

where the acceleration @; is replaced by F;, for m; = 1. The advantage of the velocity
Verlet algorithm is that both the position and velocity are calculated at the same time.
Only the forces need to be evaluated twice to calculate the evolution of the system over
one time step.

The cumulative error of the above algorithm is O(At#?) and this algorithm is very
stable with respect to the total energy of the simulation system. The cumulative error
can be obtained by induction and is:

n(n+1)

error (7(t + nAt)) = O(AtY) (3.5)

and can be generalized to a time 7' = n x At:
T> n T
20482 2At

error (75(t +T)) = ( ) O(AtY) (3.6)

which results in a global error of O(At?).
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System units

To simplify the notation and the computational cost, all physical quantities are ex-
pressed in system units. The values of these units are determined by the use of the
LJ-potential:

Ups(r) = e((%‘))l? _ 2(%)6) . (3.7)

This potential links the energy and radius of the particles to those of the real mono-
atomic Argon liquid. The system units are therefore referring to a simulation of liquid
Argon with a LJ potential.

Setting ry = 1 and ¢ = 1 with particles that have unit mass, i.e. m; = 1, sets the

time and temperature of the simulation. Since energy is expressed in J = kgs'gnz and
temperature [T'] = kg[E] we can derive the system units:
€ar = 1.6537 x 107217,
(ro)ar = 3.405 x 107m ,
ma, = 6.63x 10" *kg ,
~ E
E = ,
€Ar
s x
T = ,
(TO)AT‘
ﬁ = p X (To)ir )
> €Ar
P =t /—2
mAT(TO)IQM'
N kgT
T = 25— (3.8)
€Ar
with kB =1.

Evolution of the system
There are three distinct phases in the simulation:

1. Initialization: The initial positions of the particles are drawn on a grid that is
energetically favourable for the molecules in the simulation. In the case of Argon
atoms an FCC grid, with four particles per unit cell, is a stable configuration. This
grid has 4k particles to fill a complete cubic simulation systems. Therefore it will
be convenient to chose the number of particles so as to fill the grid completely
(N = 8788 = 4 x 13%). Here k = 13 is chosen because it results in an amount of
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particles for which the simulation is computationally feasible. An initial density
and temperature have to be chosen, and in this way the unit cell length (via the
%) are set. We will use a

reference MD simulation in this thesis which has initial conditions: N = 8788, T' =

density) and the time step of the simulation (¢ =

0.7, p = 0.5. Unless otherwise mentioned, all simulations start with these reference
MD initial conditions. Given a temperature, the average velocity of the particles is
set, via T' = 2 Ej.

. Evolution to equilibrium: During this phase of the simulation the equations of

motion for the particles are solved using the Verlet algorithm. Since we have ran-
domly chosen velocities for the particles, and have placed them on a grid, there
will not yet be thermodynamic equilibrium in the system. Therefore we let the
system evolve for a certain time period (longer than the temporal correlations in
the system) until it reaches equilibrium. The equilibrium temperature reached by
the system can be different from the initial temperature. In order to run simula-
tions at some desired temperature we will rescale the velocities at regular time

intervals:

SN = )T,

Ek’in,avg

(3.9)

This rescaling ensures that we start the next phase with the initialized conditions.

. Production: Once the simulation system has reached equilibrium, we reset the

time and start the actual data taking. Physical properties from this phase can
be meaningfully linked with properties of real systems. The different physical
properties that can be evaluated are explained in the next section.

3.1.2 Various ways of reading a simulation

A MD simulation produces step-by-step data of the position and velocity of every parti-

cle. To analyse all this, one could rerun the movie of the entire simulation, which is not

practically feasible. Data storage is limited, so one has to chose carefully what to save

and what not to save. There are several ways to look at the abundance of information

stored in one simulation. In the following sections it will be pointed out how one can

cope with all this information.
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Distributions and moments and cumulants

A basic method to minimize the amount of data to investigate is to monitor the cumu-
lants of the distribution of the steps (Az;(t) = x;(t + At) — z;(¢)) and the velocities
(v;(t)). At certain time steps one can accumulate all the information about the distance
travelled, the instantaneous velocities and the positions and use the moments of the dis-
tribution to summarize the state of the system at this point. The gathered information
consists of the cumulants of the absolute step distribution and the velocity distribution
for all dimensions. These cumulants are: the mean, the mean squared displacement
(second cumulant), the skewness (third) and the kurtosis (fourth). The derivation of
these cumulants can be found in Appendix A.

These cumulants can give one a basic understanding of the time evolution of the
system, since for example one can look at the symmetry in the system (first and third
cumulant). Another property, the self-diffusion of the system, can be determined by
analyzing the second cumulant of the positions, see section 3.1.3.

Another basic method of limiting the amount of data to scrutinize is to focus on one
time step. This method enables one to store the temporal data and investigate how
the internal dynamics behaves. One can look at potential energy gain or loss of every
particle and the movement off all particles. This will be essential when investigating
the instantaneous self-diffusion in the system, as will be discussed in sections 3.1.3 and
4.3.

Thermodynamic information

One way of looking at a MD simulation, is to compute the thermodynamic variables of
the simulation. An essential variable during the initialization is the temperature, which
is calculated by averaging over the kinetic energies:

N
1
T =" 2 3.10
ST 2 (3.10)

Monitoring of this variable provides insight into global variations away from equi-
librium of the system. Indeed, during a normal simulation the temperature fluctuates
around its equilibrium value.

The potential energy of the system is determined by summing the potential energy
of the particle pairs in the system:

N

Epot(t) = Z Ul(ri(t)) - (3.11)

i<j=1
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The sum of these two energetic variables, the total energy, is constant using a Verlet
algorithm, and therefore it is very useful to track both these variables (there is only a
numerical deviation from the theoretical total energy). As we will see in chapter 4, these
variables also offer insight into the dynamics that restore equilibrium in the system.
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Figure 3.2 The total, potential and kinetic energy in a reference MD simulation for 100000 time
steps during the production phase.

In Fig. 3.2 we show a representative example of the time evolution of the total,
potential and kinetic energy of a reference MD simulation. The conservation of total
energy and the fluctuations of the kinetic energy (and thus also of the temperature)
during equilibrium are clearly visible.

Dynamic information

Another way of observing the internal dynamics of the system is by calculating the
(spatial and temporal) correlations in the system. The velocity autocorrelation function
(VACF) and the radial distribution function (RDF) display the correlations in time and
space respectively. The RDF can be calculated at every time step and can be averaged
over multiple time steps. Averaging over multiple time steps decreases the statistical
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fluctuations of the RDF. The pair correlation function (¢?(ry)) is defined as:

v

2 2 g LS _BU(F
Lo diy [dFy. .. [ difyeXics =AU
§7m) = (3 ) (D = 1) x L0 L O

== 3.12
[diy [diy ... [ difyesics —PUT) (3.12)

Since the potential energy only depends on the relative distances between particles
(712), one commonly writes the RDF as:

g(r) = 9(2)(7’12) = 9(2)(F1,F2) . (3.13)

With the definition of Eq. 3.12, g(r) is related to the probability for finding a particle
at a distance r from a reference particle. Integration of & ¢(r)4mrdr over the whole
simulation volume provides the total number of particles minus one:

/gg(r)élm'dr =N-1. (3.14)
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Figure 3.3 RDF in a standard MD simulation of a gaseous, liquid and solid phase. The red line
represents a simulation of a gas (p = 0.5,7 = 0.7), with no correlation between particles at
large distances, and thus only one peak in the RDF. The blue curve represents the simulation of
a solid system (p = 1,7 = 0.7), where particles have fixed positions, which results in clear peaks
of the RDF. The green curve is the RDF of liquid system (p = 0.5,7 = 0.4), with intermediate
correlations, and an RDF that has several fluctuations.



44 CHAPTER 3. DIFFUSION IN MD

The method used in MD to calculate the RDF is by using a histogram to count pairs
of particles. The maximal distance between particles, which equals half the box size, is
divided into P parts Ar = %22%¢ At any instance of time the number of pairs (n) with
r < r2 < 1+ Ar is stored in the histogram. The resulting histogram n(r) doesn’t have

the correct normalisation since

box size/2
> on(r) = w , (3.15)

r=0
the number of pairs in the system and not NV — 1, as in 3.14. Using 3.15 and 3.14, we
compute the RDF with the histogram as,
V 2n(r)
9(r) = N2 4qr
As illustrated in Fig. 3.3, in an MD simulation, the RDF can be used to discriminate

(3.16)

between the solid, liquid and gaseous phase of the system. In the solid phase there
are only a number of fixed positions on the grid, forcing the particles to fluctuate about
their equilibrium positions and resulting in a clear peak of the RDF at this distance, with
the height of the peak an indication of the number of neighbours at this position. This
behaviour is completely opposite to what happens in the gaseous phase, where there
is no discernible spacial correlation for lengths > 1.50. In the liquid phase, there is
competition between the order created in the solid phase and the freedom present in
the gaseous phase. This results in a RDF that has a couple of discernible peaks but also
a smooth tail where there is no more information.

A good method of investigating the temporal correlations in the system is by calcu-
lating the VACF,

VACE(h, 1) = 3 S (Gi(h) - (1)) (3.17)

with o3 = L 27 (T(t) - Ti(th)).

This autocorrelation function tracks the persistence of motion for the moving parti-
cles. The VACF behaves differently for the three phases (gas, liquid and solid) and is
heavily influenced by the density and the temperature of the system. In Fig. 3.4 the
influence of the density on the VACF is clearly visible. The larger the density the more
frequent the collisions and the harder it becomes for a particle to preserve its direction
of motion and size of its velocity. This results in a VACF that falls off relatively quickly
and can even make a particle travel in the opposite direction (= the VACF becomes
negative). For small densities the particles retain their velocity for larger time periods,
resulting in a VACF that falls at slow pace.
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Figure 3.4 VACF in an MD simulation of a gaseous (red solid curve), liquid (green dotted curve)
and solid (blue dotted curve) phase.

3.1.3 Diffusion in MD

Since we are interested in the self-diffusion properties of the simulation, we will explain
how this underlying property of the simulation can be revealed. There are several
ways of looking at the self-diffusion properties of the system. One way is via the mean
squared displacement and the subsequent diffusion parameter (D). This is a global
and very general method that focuses on the time-averaged behaviour of the system.
Another method is by looking at the instantaneous self-diffusion in the system, where
the relevant information is gathered for one or a few time steps.

Mean squared displacement

Diffusion in a system can be characterised by the mean squared displacement (MSD).
This function tracks how far, on average, a particle has moved from its original starting
point. Plotting this distribution as a function of time can determine whether the system
has a normal or anomalous (sub- or super-)diffusion regime:

<A7"2(t)> ~T0<y <2, (3.18)
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with v < 1 the subdiffusion regime, v > 1 superdiffusion and v = 1, normal diffusion.
An example of the MSD is shown in Fig. 3.5, where we can distinguish two different
regimes:

1. A first period where (Ar?(t)) ~ t?, t < 500, indicating that the particles move
freely. This free movement is only an artefact, because the data taking only starts
at the beginning of the production phase. The steps of a fraction of the particles,
that are not in a collision at the start of the production phase, dominate the MSD
for time steps < 200. After this initial period all particles have at least collided
with one other particle and are thus not moving freely. This clearly illustrates
that the MSD method for observing self-diffusion must be used as a global tool for
long time periods, otherwise the artificial (short term) effect of the unhindered
movement dominates the initial analysis.

2. A second period in where (Ar?(t)) ~ t'. This observation implies that during a
normal equilibrium MD simulation the self-diffusion properties are determined by
Brownian motion. This normal diffusion is the expected behaviour for liquids (=
gas + liquid phase). In the solid phase there is no self-diffusion since the particles
are anchored at a certain grid position and v = 0.

The MD method allows to determine the diffusion coéfficiént by calculating the slope
of MSD(t) = (Ar%(t)) = 6Dt, which was first calculated by Einstein [ 1.

Single time step displacement distribution

As explained, the global self-diffusion behaviour can be determined by studying the
time dependence of the MSD. The study of the instantaneous self-diffusion properties
requires an alternative technique. Consequently, we will have to search another way
of looking at this sort of self-diffusion. The single time step displacement distribution,
P(Ax), offers an elegant solution. This distribution gathers the information of the size
of the steps of the particles during the last time step. By comparing this distribution
to a normal distribution we are able to differentiate between normal and anomalous
instantaneous self-diffusion.

In Fig. 3.6 this distribution is shown for the momentary displacements along the
three axes during one time step. One can clearly see the Gaussian shape of the normal
distribution, and we are able to accurately fit a Gaussian curve to this distribution.

Since the size of the average steps during a simulation is determined by the density
and temperature of the system, the absolute displacements differ for different simula-
tions. An elementary method to eliminate the simulation settings from the single time
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Figure 3.5 MSD (r?(t)) in a reference MD simulation. Fit with f(z) = az+b, a = 1.136 +0.002,
b = —0.741 + 0.008 for the normal diffusion after long times (time steps > 3000). Inset: short
time quadratic fit, g(z) = c2?, with ¢ = 1.73 & 0.03 upto time step 200.

step displacement distribution is done by calculating the standard deviation (o) of every
P(Az) and use this to normalize the distribution. In this way, distributions P(Az /o) can
be compared against each other and against a normal distribution. The above normal-
ization of the P(Ax) of Fig. 3.6 is shown in Fig. 3.7. Remark that steps Ax > 30 are
very rarely seen.

Normal diffusion

We can conclude from the methods at our disposal that during a standard molecular
dynamics simulation of Argon molecules, the self-diffusion properties are those of a
normal, Gaussian self-diffusion process. To find distributions that behave like those in
2.4.2, and thus display anomalous self-diffusion, we will need to modify the reference
MD simulation methods. A first obstacle in generating conditions of anomalous diffu-
sion are the Lennard-Jones-like potentials.
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Figure 3.6 Single time step distribution P(Ax) of a reference MD simulation step, red points,
fitted with a Gaussian distribution f(x) = a x exp(—bz?), with a = 0.069 + 0.001 and b =
120 + 1 x 10* (green dotted curve).

3.1.4 Limitations of Lennard-Jones-like potentials

Lennard-Jones potential

The LJ potential of Eq. 3.7 reveals three major characteristics:

e It is of short range. As soon as r > 5, the potential vanishes, meaning we only
have to take in to consideration the particles that are close to each other. In an MD
simulation one usually only computes the forces for particles close to each other
by keeping track of which particles are within range, and storing this into a pair
list which is only updated after a certain number of steps.

e An attractive part for » > 1. This part of the potential tries to hold two particles
together and is commonly explained as a Van der Waals interaction. The balance
between this attractive force and the average kinetic energy of a molecule decides
whether the system is in the gaseous, liquid or solid phase.

e A hard core part: the potential approaches infinity as » — 0. This entails that
a particle travelling in the direction of another particle encounters a repulsive
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Figure 3.7 Normalized single time step distribution P(Az /o) on a semi-log-scale in a reference
MD simulation.

force from r < 1, and this force becomes larger the closer the particle gets. This
implies that an approaching particle will need an infinitely large kinetic energy to
overcome this potential barrier.

This hard core becomes a big obstacle when attempting to generate anomalous
self-diffusion. This results from the fact that the integration algorithm is not 100%
accurate. The combination of a finite time step and a very steep potential (Uy,(r)
for r < 1) results in an unstable handling of very fast-moving particles. Collisions
involving these fast-moving particles can result in even faster moving particles: a
particle with 7;; ~ 1 that moves towards the other particle with a large velocity,
will be able to penetrate the other particle more than would be theoretically possi-
ble. At r;; ~ 1, there is almost no force acting on the particle, and it will therefore
travel a distance |A7(t)| = (At) x |#;(t)|. To remedy this, one would have to update
At to a smaller value. This would eventually result in a simulation where only one
particle moves (the fastest), and the other particles seem to be frozen, due to a
very small At.

If this rescaling of At does not take place, some particles can attain an unphysical
amount of potential energy, resulting in an unstable system, where other particles



50 CHAPTER 3. DIFFUSION IN MD

too are given additional potential energy. In the end, the added kinetic energy
results in a temperature gain, which can’t be stopped and the simulation becomes
uncontrollable. Naturally, this is an unwanted effect and in the next section we
will look at a possible method of overcoming this vicious cycle.

3.2 Other potentials in Molecular Dynamics

We are looking for a soft core potential which reproduces most of the dynamics prop-
erties obtained with a LJ potential. Under study here are two different candidates, a
sinusoidal potential and a renormalized LJ potential. There are more soft core potentials
available, but we will restrict ourselves to these two that both have distinct advantages:
the sinusoidal potential has a mathematically simple description and the continuous
potential resembles most the LJ potential shape.

3.2.1 A sinusoidal potential
The potential that we consider is of the type:
Usin(r) = sin(br) x exp(—cr) , (3.19)

with b and ¢ parameters for the distance between peaks and the severity of the damping
respectively.

This potential has some of the features of the LJ potential and it can be tuned so
as to match the medium-range attractive force of the LJ potential. In Fig. 3.8 one can
clearly see the attractive part for r ~ 1. It also has the desired long-range cut-off, thanks
to the damping factor exp(—cr). Most importantly, it possesses a finite potential energy
at the center Uy;,,(0) = 0. However, this also creates a problem, because combining this
value with a peak before » = 1, creates another attractive part of the potential that is
not present in the LJ potential.

Now, we discuss the properties of a simulation system of particles that interact via
Usin(r). The thermodynamic and diffusion properties of this simulation are relatively
similar to those of a standard Lennard-Jones MD simulation. The correlation functions
are representative for the dynamics developed by the system. The RDF is displayed in
Fig. 3.9. The short-range attractive part of Uy, (r) makes the particles cluster in a very
small range. This cluster resembles a gaseous phase, because there are no more peaks
in the RDF.

One can use the VACF of Fig.3.9 to discern the phase of the system. We can observe
a steady decline in the VACF, implying a gaseous or liquid phase of the system. This
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Figure 3.9 RDF of a simulation system with a sinusoidal potential, Ug;,(r) (left). VACF of a
simulation system with a sinusoidal potential (right).

behaviour suggests the system is converted to a large gaseous cluster, where the whole
dynamics of the system are determined by the location and size of the first peak. This
is completely opposite to the behaviour of a simulation with an LJ potential, where the
dynamics are determined by the location and size of the first pit.

In Fig. 3.10, the self-diffusion properties are shown for a simulation with a sinusoidal
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system with a sinusoidal potential, (left). MSD of a simulation system with a sinusoidal potential
(right).

potential. Both the single time step displacement distribution and the MSD show the
normal, Gaussian properties of the self-diffusion of this system.

In conclusion, we have found a potential with the possibility of generating anoma-
lous diffusion via its soft core, but since the overall properties deviate much from the

normal MD simulation we will not use this potential in our further studies.

3.2.2 The renormalised LJ potential

A renormalised version of the LJ potential has been proposed in Ref. [ ]. This
potential has the long and medium range behaviour of the LJ potential and is finite at
r=0:

H

B (’I“—RA)Q
~ 1+expA(r— Rpg)

2% (3.20)

USC(T‘)

— Uy exp [—

A closer look at this potential reveals the role of the different parameters:

H
hd 1+exp(A(r—Rg))

the necessary kinetic energy for a particle to be able to penetrate into the core of

: This is the soft core of the potential. The value of H determines

another particle. If H — oo the core of the potential behaves as a LJ-like potential
and it becomes impenetrable.

The range of the soft core is determined by Rr. A modifies the slope of the
soft core, the larger A the steeper the descent of the slope and the larger the
instantaneous force. This parameter will have to rise for a rising H, because a
larger soft core implicates a steeper descent to the fixed minimum.
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minimum of the potential is however not entirely determined by this parameter,

o Ujyexp [— } is a Gaussian attractive part that is centred around R4. The
because a slow descent of the soft core can dominate the shape of the Gaussian
cavity.

The width of the Gaussian pit is determined by § and can be fitted to the LJ slope
of the attractive part.

The parameter U, is the depth of the potential pit and in order to be able to

compare our results to a normal simulation, we will take U, = 1.

Since H determines the height of the potential barrier, this parameter is considered
essential for the simulation behaviour and below we will investigate the influence of
this parameter. The parameters A, Rr, R4, Ua, 4 were optimized so as to match the
medium- and long-range part of U ;(r) and are listed in table 3.1.

This potential gives us the opportunity to look at different methods of generating
anomalous diffusion in a MD simulation without having to worry about the hard core
of the LJ that makes the simulation to go out of control.
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Table 3.1 Fitted parameters for the soft-core potential for five different values of H.

H (in units Uy,) 5 10 20 50 200
A (inunits R, || 36.7 319 394 26.0 283
U, (in units Uy) 1 1 1 1 1

20% (in units k%) || 0.089 0.090 0.062 0.096 0.089
R4 (in units R4) 1 1 1 1 1
Ry (inunits Ry) || 0.85 0.82 0.79 0.73 0.70

3.3 MD simulation with softcore potential

First, we wish to discriminate between the dynamical properties of the mono-atomic
liquid for Uy ;(r) and Ugc(r). To this end, the potential Ug(r) of (3.20) is used in an MD
simulation program. We investigate the thermodynamic and self-diffusion properties,
the velocity auto-correlation function (VACF) and the radial distribution function (RDF).

3.3.1 Thermodynamic properties of softcore simulations
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Figure 3.12 Temperature in the production phase for reference MD simulations with different
softness parameters H.

In Fig. 3.12 the temperature of the system is shown for simulations with different
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heights of the softcore potential, . As one can see clearly there is a qualitative dif-
ference between H = 5 and the other simulation results. All the softcore systems tend
to have a higher effective temperature than the initial temperature of the initialisation
phase. This slightly higher temperature could be a result from the shape of the poten-
tial and the soft shoulder of the potential. There is however one big exception, with
temperatures that are a factor 5 higher than the initialised temperature, for H = 5. This
system doesn’t reach equilibrium, even in simulations with a large amount of particles
over long time periods. In this case, the ratio of the potential barrier to the potential
well is 5. Thus, particles with a larger than average kinetic energy will have enough mo-
mentum to penetrate another particle, even under normal simulation conditions! This
characteristic results in the same unstable system as a LJ potential with fast-moving
particles.

The simulations with H # 5 have the same drift in temperature at the beginning
of the simulation (in the production phase!), but the temperature rise stops at a new
equilibrium value, without going completely out of control. Another important thermo-
dynamic property is the conservation of energy, which is ensured for every parameter
H.

3.3.2 RDF in a softcore simulation

Since the shape of the potential well of the softcore potential and a LJ potential are
different, one can expect to see this difference reflected in the RDF. In Fig. 3.13 the
RDFs for different softcore parameters H are shown. We can see that all RDFs have the
same robust features as a liquid RDF of Fig. 3.3. For example, the RDF knows about
the length scale of the molecules which is reflected in the bump of g(r) for r ~ 1. The
height of the first peak depends on the softcore parameter H, which is easily explained,
since the wells of the softer potentials are broader than those with a higher H-value.
For H < 20, we notice that the RDF doesn’t vanish for » — 0. This indicates that
the softcore can be penetrated even under those conditions. For H > 20 there are no
qualitative differences with the RDF of a LJ simulation.

The case of H = 5 is not shown in Fig. 3.13 because for this small value of H the
RDF is almost completely dominated by a peak at » < 1. This behaviour results again
from the low peak-to-well ratio of this potential, which results in a significant number
of particles that are almost situated on top of each other.
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Figure 3.13 RDF of a reference MD simulation and a soft core potential with different softness
parameters

3.3.3 VACEF in a softcore simulation

The VACF of a simulation is influenced is influenced by the shape of the potential, and
will therefore also notice the effect of a changing soft core parameter H. In Fig. 3.14 one
sees that the VACF for H = 20 and H = 200 differ only marginally and are very similar
to the VACF of simulation with an LJ potential (see Fig. 3.4). This difference stems
probably from the different steepness of the slope of the core. Indeed, the hardness of
the collisions is determined by the derivative of the potential.

The only inconsistency comes from H = 5, where the VACF deviates more from the
other VACFs. During the first 1000 time steps, the VACF fluctuates wildly, whereafter it
decays very slowly. This indicates that the time correlations in this simulation will be
much larger and could influence the self-diffusion properties of the system. This will be
confirmed in the next sections.

3.3.4 Mean squared displacement in a softcore simulation

In this section, we investigate the influence of the softcore potential on the mean
squared displacement of the particles in the simulation. In Fig. 3.15 the MSD for dif-
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Figure 3.14 VACF of an MD simulation with different softness parameters.

ferent values of H is shown. One striking characteristic is the behaviour of the MSD
for H = 5. Since the temperature of this simulation is never in equilibrium (Fig. 3.12),
the average displacement versus time is characterized by a stronger than linear depen-
dence. This translates in a MSD that never gets to the second stage, (Ar?(t)) ~ t!, of
the normal diffusion regime. The fact that this simulation is never in equilibrium is
further illustrated in Fig. 3.16, where the diffusion parameter D is calculated during
simulations with different softcore parameter H. For the high values of H, the diffusion
parameter reaches an equilibrium value before ¢t = 10000, whereas for H = 5 this equi-
librium is still far away at ¢ = 100000. Fig. 3.16 illustrates that even for high values of H,
the simulation system doesn’t instantaneously reach its new equilibrium temperature,
and the diffusion parameter D will only be stable after equilibrium has been reached.

For large values of H, the simulation system reaches a normal diffusion regime but
there remains an influence of the softcore parameter on the MSD. For softer values of
H, it is easier to penetrate another particle and it is harder to deflect another particle of
its present trajectory. This properties result in a larger MSD (and diffusion parameter)
for smaller values of H. From Fig. 3.16 it emerges that there is some critical value for
the softness parameter H below which the self-diffusion is no longer normal.
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Figure 3.15 Mean squared displacement for different softness parameters

3.3.5 Single time step displacement in a softcore simulation

Since the MSD of the softcore simulations show that the normal diffusion regime is at-
tained for large values of H, we expect to see Gaussian single time step distributions for
this simulations too. In Fig. 3.17 the P(Az/0) for different parameters H are shown.
By comparing these distributions to the normalized LJ distribution (which was perfectly
Gaussian), we can conclude that these step distributions are also normally distributed.
These contradicting results (anomalous self-diffusion and normal single time step dis-
placement distributions) can be explained by the time correlations. The displacements
at every time step are normally distributed, but due to correlation in the steps, Fig. 3.14,
the MSD is not normal.

Since we use the normalized distributions, the size of the standard deviation is hid-
den in this plot. We find that the smaller the soft core parameter H, the higher the
standard deviation of P(Ax), which results in a higher diffusion parameter D.
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Figure 3.16 Diffusion strength in an MD simulation for different softness parameters.

3.3.6 Conclusions

To summarize, we have tested two different potentials with a soft central part that
could replace the Lennard-Jones potential in a Molecular Dynamics simulation. The first
(sinusoidal) potential was discarded because it altered the simulation output to much,
especially the RDF showed that there was clustering of particles at small distances. The
renormalised LJ potential reproduces the original results in a qualitative way for certain
values of parameters. However, the low values of the softcore parameter H result in
strange and abnormal properties in the RDF, VACF, temperature and diffusion of the
system. This uncontrollable behaviour is unwanted in our simulations since our search
for anomalous diffusion centres around the internal (non-equilibrium) dynamics of the
MD simulation and with H = 5 and H = 10 there is already anomalous self-diffusion,
Fig. 3.15. Excluding these potentials means that possible anomalous self-diffusion will
come from the dynamics of the system and not from a characteristic of the underlying
potential.

From now on we will use as a soft core potential, the renormalised LJ potential with
soft core parameter H = 20. This potential has a high enough ratio of the maximum
to the minimum to resemble a LJ potential, but the most important aspect, however,
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Figure 3.17 The normalized single time step distribution P(Axz /o) for different values of H
(with H = 20 and H = 200 respectively scaled up and down by a factor 10) and for a LJ
potential.

is the ubiquitous presence of the Gaussian statistics in the self-diffusion properties in

simulations with this potential.



Chapter

Out-of-equilibrium MD

In the previous chapter we have observed that during a reference molecular dynam-
ics simulation, with a force that has a balanced amount of short-range repulsion and
medium-range attraction, normal self-diffusion is an ubiquitous feature. However, in
order to link our simulation system to a financial market, we need heavy-tailed, non-
Gaussian single time step distributions that are only present when the simulation system
has anomalous self-diffusion regimes. These regimes are hard to find in an equilibrium

MD simulation. One needs to find ways to evade the central limit theorem, which can

be done using a special background, with for example traps [ , , ]
or percolating clusters [ , ] or via long-range interactions [ , ,
1.

We turn to a method which doesn’t use this background, but which centers around
the concept of out-of-equilibrium simulations. The concept of out-of-equilibrium is in-
herent the financial system, since there is no conservation of wealth [ , ,

] and there is a steady amount of information influx. A normal way of generating
out-of-equilibrium conditions is by changing the system from a closed to an open sys-
tem, but we will present a method in a closed system that doesn’t alter the basics of a
MD method, but still has out-of-equilibrium periods [ 1.

4.1 Radial rescaling

We introduce non-equilibrium conditions by driving the system and modifying the inter-
particle interaction. This can be achieved by rescaling the radial distances in the soft-
core interaction Usc(r) — Usc(A(t)r) with A(¢) < 1. This is equivalent to an effective
increase in the size of the molecules. During the simulation, we adopt a stepwise change
in A(t) at regular intervals (the length of the intervals gets determined by the variable
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7). We use the protocol
A(t) = [\t = 0)]1, (4.1)

where [£] rounds £ towards positive integer values (< £). The values for 7 and A(t =
0) are fixed at the start of the simulation. The two parameters 7 and A\(¢ = 0) can
also be made to vary during the simulation (e.g. by drawing them from a Gaussian
distribution). We have verified that this does not lead to sizeably different results and
makes the subsequent analysis more convoluted. For the results shown here, we have
adopted fixed values for 7 and A(t = 0).

4.1.1 Energy evolution after a radial rescaling

We now turn to simulations in out-of-equilibrium conditions. Under equilibrium condi-
tions, the energy is conserved and the temperature fluctuates mildly around a certain
value. The forced rescaling allows the dynamics of the system to be changed dramati-
cally, because particles that were attracting each other end up repelling each other due
to the driven change in the inter-particle interaction range. As the imposed changes
in the inter-particle interactions occur under conditions of constant density, the system
develops regions of high energy density.
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Figure 4.1 A typical spatial distribution of the potential energy changes AE,,(r;) in one time
step. We show the projection onto the zy-plane for |z;| < 0.5 under conditions of (a) a soft-core
potential just after rescaling with A(t = 0) = 0.7, (b) a soft-core potential during equilibrium.

To illustrate the effect of the radial rescaling on the internal dynamics of the system,
the potential energy fluctuation of the system during one simulation step is shown in
fig. 4.1. We consider results for Ugc(r) under typical equilibrium conditions and a
situation just after a radial rescaling. For every particle the difference in potential energy
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with respect to the previous configuration is shown

ABpo(t;) = U (ry (t+ At)) = U (r; (1)) .
JF#i

4.2)

The panels of fig. 4.1 represent a projection of a slice (Vi : |z;| < 0.5) onto the zy-
plane. Fig. 4.1 indicates that through a sudden rescaling of the radial distances one
creates regions in which the total amount of potential energy gain is much larger than
the average value. Fig. 4.2 shows that the hard core of Uy, ,;(r) results in values of AE,,;
as high as 800, whereas this is not seen in fig. 4.1. With energy fluctuations of this size,
the velocities of the particles attain values that are not compatible with a finite time
step, thus eliminating the use of U, ;(r) in out-of-equilibrium regimes. A similar type of
projection for typical equilibrium conditions is observed in both fig.s 4.1-4.2. The scale

of AE,, is clearly much smaller than in the non-equilibrium situations.
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Figure 4.2 A typical spatial distribution of the potential energy changes AE,,(r;) in one time
step. We show the projection onto the zy-plane for |z;| < 0.5 under conditions of (a) a LJ
potential just after rescaling with A\(t = 0) = 0.7, (b) a LJ potential during equilibrium.

4.1.2 Temperature evolution after a radial rescaling

Through the dynamics of the system, the local energy surplus dissipates into sizeable
kinetic energy and an increase in the temperature of the system is observed. Fig. 4.3
shows the evolution of the temperature with time for a simulation that undergoes a
rescaling of the soft-core interaction of the particles. It is clear that the driven change
in the radius of the molecules has a large effect on the temperature. After rescaling the
radial distances, it takes of the order of a few hundred time steps for the temperature

to reach a new equilibrium value.
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Figure 4.3 Temperature as a function of time for a simulation in which a radial rescaling with
A(t = 0) = 0.75 and 7 = 500. When the temperature reaches 50, the radii and the temperature
are reset to their original value (T;,; = 0.7).

The regular rescaling of the inter-particle distances drives the system’s thermody-
namic properties such as the temperature and the energy away from equilibrium, i.e.

mild fluctuations around a constant value.

As repeatedly increasing the radii is not an attractive option (because of the finite
size of the simulation system), after some time we reset the system’s original temper-
ature and particle radius. If the temperature exceeds a certain threshold, the radii are
rescaled to their original value (A(t) = 1) and the velocities are rescaled so that the
starting temperature is restored (fig. 4.3 has a threshold temperature of 7" = 50). This
is achieved by rescaling the velocities (v;) with a factor determined by the average tem-
perature (7,,,) and the average kinetic energy (Ekn avg),

Ekin,avg

3(N — DkgTy,
V; —>Vi\/2( ) B g . (43)

Influence of \ on the temperature evolution

The value of A has an impact on the equilibrium temperature that is eventually reached.
Fig. 4.4 illustrates that a low value of \ results in a higher equilibrium temperature.
A lower value of \ implies a bigger potential energy gain for particles close to each
other. The resulting differences between equilibrium temperatures in Fig. 4.4 are almost
equidistant on a logarithmic scale, which could stem from the fact that it is essentially
the density p A3 that determines the new equilibrium temperature.
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Figure 4.4 Temperature evolution of a simulation with 7 = 500 and different values of \.

4.2 Correlation functions in out-of-equilibrium MD
Radial distribution function

One can expect that changing the length parameter of the simulation will affect the RDF
of the system. The data for the pair distances are updated before each rescaling, so the
RDFs shown here incorporate the non-equilibrium as well as equilibrium time periods
after a rescaling.

In Fig. 4.5 the effect of the radial rescalings on the RDF is shown. Since a radial
rescaling with A\ < 1 is equal to enlarging the particle radius, the first peak in the RDF
shifts to a higher value of r after every rescaling. It should be stressed that the obtained
RDFS are reminiscent for a liquid.

After several rescalings, the simulation system becomes very dense and some parti-
cles can penetrate the core of other particles, thus resulting in a peak for » < 1 in the
RDF, see Fig. 4.5 after 5 radial rescalings. For these particles, the potential energy will
be much higher than average and one could expect that the dynamics of the system will
eventually lead to a number of particles that could produce anomalous self-diffusion.

In [ ] it was shown that soft potentials with a finite height at the origin of
the coordinates can display a so-called H-instability. The H-instability was observed to
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Figure 4.5 The RDF as a function of the radial distance at various time instances in a simulation
with 7 = 500 and A(¢ = 0) = 0.75. RDFs are shown for the reference simulation system (upto
time step 500, red curve), and after 1 radial rescaling (500 < time steps < 1000, green curve),
3 radial rescalings (1500 < time steps < 2000, blue curve) and 5 radial rescalings (2500 <
time steps < 3000, pink curve).

occur for certain combinations of the parameters in a generalized Morse potential. Our
Usc(r) has a balanced amount of short-range repulsion and medium-range attraction.
During all stages of the simulations we have monitored the RDFs. The RDFs obtained
with Ugc(r) display all characteristics of a typical liquid and we find no signatures of a
collapse as is illustrated in Fig. 4.5.

Velocity autocorrelation function

It is difficult to predict how the VACF will change under influence of the radial rescalings
since the VACF specifically measures the time correlation in the system and is not related
to the radial structure of the simulation system.

The VACF is usually computed using a convolution over the starting point, which
will interfere with the analysis of the influence of the radial rescalings. As we recall
from Chapter 3, the normal VACF at ¢, depends on the starting time #;:

1 N
VACF (11, 12) = - > (Bi(t) - Tilta)) (4.4)

)
0 ;=1
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Figure 4.6 Time evolution of the VACF in a simulation with 7 = 400 and A\ = 0.75. The VACF
with convolution (Eq. 4.5) is the red curve. The VACF without convolution (Eq. 4.4), with¢; =0
is the green dotted curve.

with 03 = L 3% (G(t) - Ti(t1)).
In stationary systems the VACF is only determined by the time difference 7 = ¢, — t;,
and the VACF can thus be averaged over the starting point:

tmaz/2

tmam
VACF(r) = =7 > VACF(ty,t, + 7). (4.5)
t1=0

In the non-equilibrium simulation system, there are shocks at discrete time instances,
and calculating the VACF with convolution will result in averaging out these discrete
shocks over time, thus hiding the influence they have. The VACF without convolution
has more statistical fluctuations, but the shocks at discrete times are still present, giving
an accurate influence of the shocks on the VACF.

From Fig. 4.6 the influence of the radial rescalings on the VACF can be appreciated.
The VACF that is calculated using a convolution over the starting time, doesn’t deviate
from the VACF of the reference MD simulation in Fig. 3.4. The other VACF, that is
calculated without using this convolution, diverges from this reference VACF. Every
400 time steps, a discontinuity in the VACF can be observed. At these points there is
a noticeable influence of the radial rescalings. A radial rescaling results in a denser
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simulation system and will therefore reduce the average correlation time of the system
and produces a drop in the VACF, because larger particles result in more collisions.

In using the VACF with convolution, these drops are stretched out over the entire
time range and will disappear. It is therefore desirable to use non-convoluted VACFs in
analysing out-of-equilibrium systems. The VACFs of Fig. 4.6 resemble the VACF of the
liquid reference MD simulation. Together with the information gathered from the RDF
we can conclude that during the whole simulation time, our simulation system is in the
liquid phase.

4.3 Self-diffusion in out-of-equilibrium simulations
Mean squared displacement

The higher temperature of the out-of-equilibrium conditions leads to a larger average
velocity, which results in a larger MSD. This effect is shown in Fig. 4.7, where a simula-
tion with a lower value of A has a higher temperature and results in a larger MSD.
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Figure 4.7 Evolution of the MSD ({r?(t))) in a simulation with 7 = 500 and different values of
A

Closer observation reveals that the MSDs deviate from (Ar?(t)) ~ t! for a very small
time window, < 100 time steps. During these out-of-equilibrium periods anomalous dif-
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fusion can occur, but the MSD is a function that calculates global self-diffusion charac-
teristics, and is not suited to determine the properties during these small time windows
of out-of-equilibrium behaviour.

Single time step displacement distribution

The single time step displacement distribution is much more suited to finding the prop-
erties of the out-of-equilibrium self-diffusion since it focuses on one time step. Fig. 4.8
compares P(Ax /o) for a typical equilibrium time instance with one obtained at a rep-
resentative non-equilibrium time instance. Under non-equilibrium conditions, the tails
of P(Az /o) are considerably heavier than under equilibrium conditions. Moreover, a
higher concentration of particles in the centre of the distribution is observed. These
characteristics are typical for a leptokurtic distribution. The kurtosis of the out-of-
equilibrium P(Azx /o) are larger than the typical noise level under equilibrium condi-
tions.

We have found that after effectively enlarging the particles, anomalous character-
istics can be found in the single time step displacement distributions P(Ax /o). After
rescaling the interaction four times with A(¢ = 0) = 0.75 and 7 = 500, we have obtained
anomalous distributions in P(Ax /o).

To establish the non-Gaussian shape of the tail of P(Axz/0) under non-equilibrium
conditions, we have fitted it with an exponential because a power-law is notoriously

hard to observe in a sample of finite size [ 1, such as ours:
P(&) = aexp (—bg> : <E > 1.5> . (4.6)
g g g

As can be seen in fig. 4.8, the distributions are well fitted by (4.6). This result confirms
that the P(Axz /o) have heavier tails than a Gaussian distribution.

The distributions of fig. 4.8 are obtained by taking data during one time step. Sum-
ming these distributions for different time steps results in better statistics. Fig. 4.9
shows the result for P(Az/o) after summation of 50 distributions during anomalous
and normal (Gaussian) simulation conditions. Remark that 'AT” > 4 events are one
order of magnitude more likely under anomalous (non-equilibrium) conditions than
under Gaussian (equilibrium) conditions. We find a fair amount of 50 events and some
rare 8o events. The normalized cumulative distribution of fig. 4.9 clearly illustrates that
the self-diffusion properties of the liquid are distinctive during the non-equilibrium and
equilibrium periods of the simulation. In non-equilibrium conditions, small Az /o are
more likely, medium Az /o less likely and large Ax /o far more likely.
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Figure 4.8 P(Ax/o) for two typical equilibrium (Gaussian) and non-equilibrium (anomalous)
situations with initial density p = 0.5, temperature 7" = 0.7. The upper panels are for \(t = 0) =
0.7 after four rescalings. The lower panels are for A(t = 0) = 0.75 after four rescalings. The
right panels are a fit of P(Az/o > 1.5) with (4.6). The best fit parameters are a = 0.090 + 0.005
and b = 0.14 £ 0.01 for the upper right panel and a = 0.072 £ 0.006 and b = 0.13 £ 0.01 for the
lower right panel.

Trajectories of the particles

We now wish to study the trajectories of the individual particles during the complete
simulation that alternates equilibrium with non-equilibrium conditions. To this end, we
selected two particles: particle #1524 for which |Axz/o| does not exceed 5 during the
simulation (since this limit isn’t attainable in a Gaussian simulation regime) and particle
#3329 for which this is not the case. Fig. 4.10 illustrates that the random character of
the trajectories for both particles is maintained over the simulation time. The range in
>, Ar(t)/o(t) is equivalent and doesn’t discriminate between a particle that has a large
peak of |Ax/o|, since this peak is only present for a small time window.

Fig. 4.11 shows Ax /o as a function of time for these particles. The "anomalous”
behaviour of particle #3329 is confined to the time period 32000 - 33000. By contrast,
no anomalous behaviour is discernible in the behaviour of particle #1524. This confirms
that the anomalous behaviour of the particle is too short-lived to influence the global
diffusion properties of this particle of Fig. 4.10.
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Figure 4.9 Left: Normalized summation of 50 ’anomalous’ and ’Gaussian’ distributions of
P(Az/c). Right: Normalized cumulative distribution of the sum of 50 ’anomalous’ and ’Gaus-
sian’ distributions P(Az /o).

Sensitivity to the parameters \ and 7

To establish the robustness of our technique to generate conditions of anomalous self-
diffusion in a mono-atomic liquid, we have investigated its dependence on the param-
eters of the simulations. The non-equilibrium conditions are determined by the size
of the rescaling parameter \(¢ = 0) and the time intervals 7 between two subsequent
radial rescalings. During a simulation of 100000 time steps, the system goes through
different periods of non-equilibrium conditions. The kurtosis of P(Az /o) is computed
for every time step and the maximal kurtosis is saved for every set of parameters. In
fig. 4.12 the maximum kurtosis of the simulation is plotted as a function of ﬁ and
7. The parameter 7 is chosen between 100 and 1500 time steps, since equilibrium is
always reached after 1500 time steps. A(f = 0) is confined to 1 < 1/A(t = 0) < 1.4,
which means that the density change in one step is limited to 1 < Ap < 2.7. Fig. 4.12
clearly shows that the anomalous character of P(Ax/o) remains present independent
of the rescaling parameters. The time interval between two subsequent rescalings has
only a minor influence on the maximal kurtosis (k,,..). The adopted value of A(t = 0),
on the other hand, has a larger influence on k,,,., but the anomalous characteristics are
present in the entire A\(¢ = 0) interval.

The influence of the parameter A\(t = 0) on the system is further illustrated in
fig. 4.13. Although A(¢t = 0) has an influence on the height of the peak of the kurtosis
during the non-equilibrium periods of the simulation, one can clearly see that the main
characteristics of this non-equilibrium period remain roughly the same. In fig. 4.13, the
non-equilibrium periods all have a period of ~ 200 time steps during which the kurtosis
is equivalent to zero. This can be interpreted as the system requiring some time to con-
vert the injected potential energy into kinetic energy. For 200 < ¢ < 500, the kurtosis
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Figure 4.10 Projection on the zy-plane of >, Ar(t)/o(t) of particles #1524 and #3329 during
a simulation of 100000 time steps.

features a steep ascent. For ¢ = 600, we observe a gentle decline to the equilibrium
value. This reflects the fact that our simulation system has relaxed to an equilibrium
situation with Gaussian self-diffusion properties.

The same robustness in the results applies to variations in the initial density and
temperature of the system, provided that they generate a system in the liquid phase.
The short range order and particle mobility typical for a liquid are necessary condi-
tions. They generate the required balance between mobility and interaction, allowing
the system to dissipate the potential energy surplus after being driven.

The robustness of the anomalous character of the self-diffusion properties under
non-equilibrium conditions is a very useful result. It indicates that the qualitative fea-
tures of the self-diffusion properties of the system are rather insensitive to the two
parameters (A(t = 0) and 7) that characterise the non-equilibrium behaviour. As a con-
sequence, we can ascertain that it is the internal dynamics of the system that causes the
non-Gaussian properties of P(Ax /o).

Robustness

We have also tested the robustness of our results to changes in the potential. To this
end, we have performed simulations with the following potential: a LJ for r;; > 0.9
and a polynomial ar® + b for r;; < 0.9 [ 1, we refer to this force as a polynomial
soft core (Upey(7)). The U,y (r) potential has the long-range LJ properties and a very
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a simulation of 100000 time steps.
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F1gure 4.12 Maximal kurtosis (k;,q,) of a simulation as a function of the rescaling parameter
and the time interval 7 between two subsequent rescalings.

(t 0)
basic soft core. We have obtained non-Gaussian distributions almost identical to those
obtained with U (r), see Fig. 4.14.

A further test of the robustness of our technique can be done in dimensions other
than three. In two dimensions we obtain inherent anomalous self-diffusion of the sys-
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Figure 4.13 Kurtosis during a typical non-equilibrium period for three different values of \(¢ =
0), with 7 = 1500. Time step 0 corresponds with a driven rescaling of the size of the molecules.
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tem even in equilibrium conditions and with a LJ potential, as expected [ , 1.
Fig. 4.15 shows the results of an MD simulation in two dimensions. The kurtosis of
the single time step displacement P(Axz/c) is shown for the duration of the simulation.
It shows that, during equilibrium time steps, there is non-Gaussian behaviour present.
This is confirmed by P(Axz /o), where many particles have Az > 30.
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Figure 4.15 Kurtosis of the single time step displacement distribution in a reference MD simu-
lation in two dimensions with N = 5000, without radial rescalings (left). Normalized P(Ax /o)
for a two-dimensional simulation with 5000 particles,for a typical equilibrium (Gaussian) time
step (right).

Fig. 4.16 shows the result of a simulation in four dimensions. We have used the same
technique as the one adopted for the 3D results of Fig. 4.9. From fig. 4.16 it is clear that
during the non-equilibrium time periods the self-diffusive properties are non-Gaussian.
This provides further evidence for the robustness of the proposed technique.
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Figure 4.16 Normalized P(Az/o) for a four-dimensional simulation with 4375 particles,
summed over 350 time instances, for a typical equilibrium (Gaussian) and non-equilibrium
(anomalous) situations, with A(t = 0) = 0.8 and 7 = 1000.
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4.4 Conclusion

In summary, we have presented a computational method, based on out-of-equilibrium
MD simulations with a soft-core potential, that generates dynamical conditions of anoma-
lous diffusion for the distribution of the one-dimensional displacements of the particles.
This behaviour arises because the driving mechanism, i.e. the potential energy artifi-
cially injected into the system by increasing the radius of the particles, generates regions
of increased potential energy. The dissipation of this potential energy under conditions
of constant energy results in a small amount of very fast particles. For a broad range
of the parameters involved, our technique generates anomalous diffusion in the simu-
lation. In this way we have created a simple and solid method to achieve anomalous
self-diffusion in an interacting system. This emergence of global behaviour that can-
not be determined from local properties is also a property of self-organized criticality
[ , ], to which our model bears similarities. In the proposed simulation
system equilibrium circumstances correspond to single-step displacements that are con-
fined to a certain scale o (Gaussian-like). Upon slowly driving the system and having it
dissipate locally injected bursts of potential energy, we observe displacements Az in a
much more extended range and no characteristic size for Az exists any more. In other
words, the single-step displacement distributions P(Az /o) obtain heavy tails. We find
that this emergent feature does not require any fine tuning of the interaction parameters
or of the driving protocol. Therefore, we deem that during the non-equilibrium simu-
lation periods the system reaches a self-organized dynamical state. Available computer
models that display self-organized criticality (e.g. sand-pile models [ 1) are typi-
cally characterized by two time scales. The external driving needs to be much slower
than the typical time scale required for internal relaxation. The computer model that is
described in this paper shares this property: between two subsequent (forced) swellings
of the molecules we need to leave sufficient time for the system to relax. In order to
observe the emergent behaviour of the heavy tails in the P(Ax/o) during the non-
equilibrium periods we need to have a time evolution whereby bursts of activity are
separated by relatively calm periods. Upon driving the system too fast we do not ob-
serve any general characteristic feature emerging in the P(Az /o).

For the above-mentioned analogies, we deem that the proposed simulation system
may serve as another computer method to study self-organized criticality. Whereas there
is no fundamental understanding of self-organized criticality and metastable states at
the very fundamental level, it is worth pursuing its study. After all, an abundant amount
of phenomena in economics, earth sciences, biology and physics are characterized by
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phenomena that are not confined to a certain scale.
markets.
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Chapter

Non-equilibrium MD as an economic
model?

We wish to investigate the possibility to map the non-equilibrium dynamic behaviour
of classical liquids as discussed in Chapter 4 to the dynamics of markets as presented
in Chapter 2. We view markets as non-equilibrium driven systems that are subject to
more than average influxes of information, that are represented by the radial rescalings
of the simulation system.

In Chapter 2 we have presented the geometric Brownian motion (GBM) model, on
which the Black-Scholes option pricing model is based, and we have outlined the generic
features of markets: the heavy tails of the return distributions, the short memory of
the returns, the long memory of the volatility (or absolute returns), and the different
behaviour of the return distributions at large time scales for crash or non-crash time
windows.

First, we will quantify how the GBM model performs when it is tested against these
generic features. We will then evaluate the generic features generated by an equilibrium
molecular dynamics (MD) simulation, and discuss the advantages of this MD model
when compared to GBM. We will subsequently test the generic features of the non-
equilibrium MD model and compare these results with the previous models, GBM and
equilibrium MD.

A second step in developing a non-equilibrium MD model consists of mapping the
variables of the non-equilibrium MD simulation to those of the financial time series. In
a financial time series there are essentially only two variables: value (or position) of
an asset versus time. Whereas time can be expressed in terms of fixed units, the unit
of value is subject to various changes like inflation, modifications in currency exchange
rate, devaluation of currency, ...In the MD model, on the other hand, both time and
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space can be expressed in terms of fixed units that represent physical time and space.
To link both time series, a formal procedure should be established so as to match the
scales of both sets of variables.

Finally, we investigate in how far non-equilibrium MD can display crash character-
istics. This will be accomplished by evaluating the evolution of the simulated return
(displacement) distributions at different time-scales. To confirm the presence of crash
dynamics, the scale-free behaviour of the S&P 500 return distributions during crash time
periods, as presented in section. 2.4.6, should also be discernible in non-equilibrium
MD.

We will then discuss how this model can be used for understanding the dynamics
of financial markets and the significance of volatility and information in our set-up.
Different schemes are also proposed, that could make the non-equilibrium MD more
realistic in its description of real financial markets. To conclude we will introduce two
methods that could produce the desired crash dynamics in non-equilibrium MD.

5.1 The generic features of geometric Brownian motion

Geometric Brownian motion, as presented in section 2.2, is based on the SDE of Eq. 2.2:

dS = pSdt + o0Sdz . (5.1)

This model describes the evolution of a stock price as a multiplicative process, with
a certain trend y, and stochastic Gaussian fluctuations of size o.

The time evolution of GBM is at first sight similar to the time series of the S&P 500,
as shown in Figs. 2.2 and 2.4. The statistical properties of the GBM model are based
on Gaussian dynamics whereas stock markets display size-able non-Gaussian character-
istics. In order to quantify how the statistical properties of the GBM model compare to
those of the S&P 500, we will generate an artificial financial time series like that of the
S&P 500 and evaluate the similarities and differences in the generic features of GBM
and the generic features of the S&P 500.

5.1.1 Return distributions in the GBM model

The first generic feature under study here is the presence of non-Gaussian tails in the
return distributions of financial time series. To get returns in the GBM model one has to
rework Eq. 5.1 so as to get returns (d1n S!). This is discussed in section. 2.2 and results
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in:

dlnS = (u— 0*/2) dt + oeVdt with e ~ N(0,1). (5.2)
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Figure 5.1 Probability distribution of the normalized (and detrended) returns P(d1In S/c) in a
GBM simulation with ;= 0.005 and o = 0.08.

The long-term behaviour is determined by the first term of Eq. 5.2, and is called the
'drift’ term. If we neglect this term, i.e. an economic model without real growth, the
returns are determined by a Brownian motion process with width o.

A typical time series of the returns of the GBM model is plotted in Fig. 2.2. In
Fig. 5.1, a distribution of the so-called detrended (i.e. without the drift term) normal-
ized returns of the GBM model are shown. This plot readily indicates that the detrended
normalized returns are, as expected, normally distributed. The first generic feature of
the representative index, the S&P 500, is not reproduced by the GBM model. This major
shortcoming was already mentioned in the discussion of the Black-Scholes formula in
section 2.3.3. It is only substantiated by the results contained in Fig. 2.2.

This proves that the initial, visual, assessment of the GBM model is not supported
by the statistical data. The similarities in the time evolution of the GBM and the S&P
500 of Figs. 2.2 and 2.4 are not reproduced in the return distributions. Using the GBM
model will therefore lead to substantial deviations from reality.



82 CHAPTER 5. NON-EQUILIBRIUM MD AS AN ECONOMIC MODEL?

5.1.2 Time correlations of the returns in the GBM model

The second generic feature of the analysis of the S&P 500 data presented in Chapter 2
is the short memory of returns. The return autocorrelation function of financial time
series shows an exponential decay, and the correlation time is of the order of minutes. As
discussed in section 2.4.3, this is short enough to ensure that no arbitrage opportunities
arise. Here, we will turn our attention to the memory of the returns in the GBM model.

As becomes clear from Eq. 5.2 and Fig. 2.2, there is no correlation between subse-
quent price changes in the GBM model.
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Figure 5.2 Autocorrelation function of the returns in a GBM simulation with 4 = 0.005 and
o = 0.08.

Fig. 5.2 shows the resulting behaviour of the autocorrelation function of the returns
in the GBM model. It is clear that no time correlation exists in the GBM model. The
correlation function returns immediately to the "noise level”. This is not the behaviour
of the generic feature of financial time series, where short time correlation exist. This
provides another argument against the use of the GBM model in economic models.

Since there are no time correlations in the GBM simulation and the returns are
normally distributed, we can conclude that the return distributions at all time scales
will be Gaussian based on the central limit theorem. This excludes the presence of
crash dynamics as defined in section 2.4.6.
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5.1.3 Volatility in the GBM model

As discussed in section 2.4.4, financial markets display long time correlations in the
volatility. In the GBM model, the time correlations for the fluctuations are governed by

the stochastic term odz, with ¢ a constant.
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Figure 5.3 Time evolution of the volatility in a GBM simulation with x4 = 0.005 and o = 0.08.

Fig. 5.3 shows the typical evolution of the volatility (of Eq. 2.34) in a GBM simu-
lation. It is clear that the volatility fluctuates around a constant value and no periods
of high and low volatility, as observed in the S&P 500 time series for example, are
discernible. The constant value around which the volatility fluctuates deviates from
o = 0.08 because the volatility is calculated over 100 time steps. The time correlations
in the volatility of the GBM model are infinite and the volatility autocorrelation function
in the GBM model takes on a constant value. The power law, observed in the volatility
autocorrelation function of the S&P 500, is not present in the GBM model.

As discussed in section 2.3.4, the GARCH-type models vary the value of ¢ in such
a way that volatility clustering occurs. The standard GBM model is an inadequate de-
scription of the volatility of financial markets.
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5.2 Generic features of equilibrium molecular dynamics

In Chapter 2 we have shown that diffusion processes have been used extensively in
economics models and that one can intuitively understand that the time evolution of
prices can be considered as a diffusion process. In Chapter 3 we have used the molecular
dynamics technique to model self-diffusion in a liquid. In this section we will present
the behaviour of the generic features of Chapter 2 in an equilibrium molecular dynamics

simulation.

5.2.1 Step distribution

We have established in Chapter 3 that the self-diffusion properties of a liquid simulated
in equilibrium MD are Gaussian. Accordingly it turns out to be impossible to generate
the heavy tails of the return distributions in this model. The normalized single time step
displacement distribution of Fig. 3.7 clearly illustrates that no improvement of the GBM
model can be achieved in the return distributions of equilibrium MD.

Linking the normalized single time step displacement distributions to return dis-
tributions assumes some sort of mapping of the spatial and temporal values of both
systems. This mapping is not straightforward and will be discussed in section 5.5.

5.2.2 Velocity autocorrelation function

A major improvement upon the GBM model are the time correlations in the MD sim-
ulation. As discussed in the previous section, the returns in the GBM model are not
correlated, but returns in real financial time series have a short correlation time. The
time correlations in the velocities of an equilibrium MD simulation of a liquid are also
short as is clear from Fig. 3.4. Only in the gaseous phase does the VACF have an expo-
nential decay. Because velocities are defined as a spatial step divided by the time step,
the VACF can be considered to be the autocorrelation function of the single time step
displacements. This link is not formally established, but is based on intuitive reasoning.
A more firm understanding of return autocorrelation functions in MD is presented in

section 5.3.2.

5.2.3 Autocorrelation function of the absolute velocities

A measure for the volatility in an equilibrium MD simulation can be the absolute ve-
locities of the particles. High mobility of the particles corresponds to high absolute
velocities and large fluctuations in the simulation system. Low absolute velocities result



5.3. GENERIC FEATURES OF NON-EQUILIBRIUM MD 85

in small fluctuations. In this way, absolute velocities and volatility describe equivalent
properties of their systems and it is valid to use the absolute velocities to evaluate the
memory of the volatility in equilibrium MD.

10° .
c
.2
©
o
S
O
S
>
©
(]
Q0
.*(-3
o
(]
>
(0]
5
©
(%]
QO
<
10-1 R | R | ] N
1 10 100 1000 10000

Time steps

Figure 5.4 Autocorrelation function of the absolute velocities in a reference MD simulation.

Fig. 5.4 shows the autocorrelation function of the absolute velocities in an equilib-
rium MD simulation. It is readily observed that a long persistence in the magnitude of
the velocities of the particles exists. This long-time behaviour of the equilibrium MD
simulation compares well to the behaviour of the volatility in financial markets.

We can conclude from the velocity autocorrelation function and the autocorrelation
function of the absolute velocities, that the equilibrium MD model emulates the time
correlations of financial time series, as described in Chapter 2, much better than the
GBM model.

5.3 Generic features of non-equilibrium MD

As discussed in Chapter 4, non-equilibrium MD simulations lead to conditions of non-
Gaussian self-diffusion in liquids. As we have seen in the previous section, this is the
only generic feature in equilibrium MD that is not qualitatively similar to the generic
features of the S&P 500. This equilibrium MD model is already an improvement on
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the GBM model that has no time correlations. Here, we present a rigorous comparison
between the generic features of financial time series and the behaviour of the non-

equilibrium MD simulations.

5.3.1 Heavy-tailed distributions

One apparent difference between equilibrium and non-equilibrium MD simulations is
the presence of non-Gaussian self-diffusion. We have shown in chapter 4 that our non-
equilibrium MD model produces non-Gaussian single time step displacement distribu-
tions. These distributions can be interpreted as the return distributions of our model.
We refer the reader to section 5.5 for a rigorous mapping of the variables in the liquid
model and those used in financial markets.
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Figure 5.5 Distribution of the normalized (divided by the standard deviation o) daily returns
of the S&P 500 data from 01/03/1950 to 09/28/2009. Fit with a normal distribution: f(z) =
aexp(—bz?), with @ = 0.018 + 0.001 and b = 0.95 & 0.01 (left). Normalized summation of 50
’anomalous’ and ’Gaussian’ distributions of P(Az /o) in non-equilibrium MD (right).

It is clear from Fig. 5.5 that our model reproduces similar non-Gaussian distributions
as the return distributions. Both distributions deviate from the normal distribution for
returns and steps > 3o. In section 4.3 it was pointed out that the tails of P(Az/o) can
be nicely described with an exponential function. For the description of the heavy tails
in return distributions a variety of functions have been proposed: exponential [ 1,
Levy [ 1, truncated Levy flights [ ] power law [ , 1, ...

5.3.2 Short memory of the returns

The MD simulations generate time correlations in the single time step displacement dis-
tributions. We have shown in the previous section that the short return correlations are
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reproduced in equilibrium MD. We can expect that in non-equilibrium MD simulations
the short time correlations persist.
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Figure 5.6 Autocorrelation function of G(¢) of the S&P 500 intra-minute data on a log-linear
scale. Taken from [ ]. A fit with an exponential distribution results in a decay time of 4
min (left). Autocorrelation function of Az /o in non-equilibrium MD (right).

In Fig. 5.6 the autocorrelation function of Ax/c is compared to the autocorrelation
function of the returns. We notice that for a short time period, the autocorrelation
function exponentially decays like the autocorrelation function of the returns. As will
be explained in section 5.5, from the decay time of our simulation system and the decay
time of the S&P 500 we will be able to link the simulation time of our model and the
financial time.

5.3.3 Volatility in non-equilibrium MD

In the equilibrium MD section, we have assumed that volatility and absolute velocities
describe the same characteristics of a system. To quantify the link between volatility in
financial markets and volatility in MD, we have to define the volatility in MD in a way
similar to the volatility of financial time series.

Before we determine the time correlations of the volatility in MD, we will determine
the distribution of the volatility and compare it with the volatility distribution of the
S&P 500.

Distribution of volatility

Based on [ ], we can compare the probability distribution of the volatility in fi-
nancial markets to the probability distribution of the volatility in non-equilibrium MD.

The volatility in our MD set-up can be defined as a volatility at a certain time instance



88 CHAPTER 5. NON-EQUILIBRIUM MD AS AN ECONOMIC MODEL?

for a certain particle:

1 t+Th—1
VTM(tvi) = T_M Z ‘A‘rl(tlﬂ ) (53)
t'=t

where T), is the time window over which the volatility is calculated (in Chapter 2
the time window was 100 trading days for the plain volatility and one trading day for
the autocorrelation of the volatility). We can choose the time window that resembles
real financial markets. The return autocorrelation function links the time scale of our
simulation to the financial time, where of the order of hundred simulation time steps
are required to simulate a couple of trading minutes. Therefore, we choose a large time
window, T, = 3600, which represents a couple of trading hours to one trading day. This

volatility should have the same characteristics as the volatility defined in [ 1.
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Figure 5.7 Probability density function of the volatility of the S&P 500 for a time window of
100 trading days (left). Probability density function of the volatility in non-equilibrium MD for
a time window of 3600 simulation steps (right).

In Fig. 5.7 the probability density functions of the volatility are shown together with
a log-normal fit in both figures. It is clear that the volatility distributions are similar in
non-equilibrium MD and in the S&P 500. The order of magnitude of the average of the
log-normal distributions and the width of the log-normal distributions differs, and this
can be used to map the physical extension of our simulation space to the spatial variable
(tick size) of financial markets.

From,

(In(Ve) = pr)* _ (n(Viy) — pay,)° (5.4)

2 2 ’
2074, 207,

we find a formula to match volatility in non-equilibrium MD to volatility in financial

markets:

g
VT — (VTM)OT/UTM X exp (MT _ O__T/’LT]M) .

T

(5.5)



5.3. GENERIC FEATURES OF NON-EQUILIBRIUM MD 89

Since volatility is expressed in unit of space, this formalism relates the spatial variables
of the non-equilibrium MD simulation system to the tick size in financial markets. It
is worth stressing that the rescaling relies on a power law (or/or,,), which, if applied
on the absolute coordinates, would alter the single time step displacement distribution.
This rescaling is therefore only applicable to relative values (Ax).

Long memory of the volatility?

The long memory of the volatility seems to be causing our model a problem. In Fig. 5.8
the volatility autocorrelation of our model doesn’t decay at the same rate as the volatil-
ity autocorrelation of the S&P 500. Part of this can be explained by looking at the
time-scale. The volatility autocorrelation function is at one tenth of its original value
after approximately 100 trading days. One trading day is 390 minutes (there are six
and a half hours of trading in the S&P 500), and minutes are linked to our system at
a time-scale of hundred simulation steps. 100 days is therefore of the order of 1 mil-
lion simulation steps and this length of simulation is not attainable with our current
simulation and the availability of computing power.
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Figure 5.8 Autocorrelation function C(t) of the absolute daily returns |G(¢)| on a logarithmic
scale (left). Autocorrelation function C(t) of the volatility |G(¢)| in non-equilibrium MD, on a
logarithmic scale (right).

We have shown that in an equilibrium MD simulation, the volatility autocorrela-
tion behaviour can be reproduced by the absolute velocity autocorrelation function of
Fig. 5.4. This definition of volatility is mathematically less correct, but can be used as
a measure for the fluctuations in the simulation system. The behaviour of the absolute
velocity autocorrelation function is equivalent for equilibrium or non-equilibrium MD
simulations. We can therefore conclude that the non-equilibrium MD simulation system
produces volatility distributions and volatility autocorrelation functions that are similar
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to those of financial markets.

5.4 Non-equilibrium MD and crash dynamics?

The previous sections have demonstrated that the non-equilibrium MD model of Chap-
ter 4 displays the desired behaviour to emulate the generic features of financial time
series. As discussed in section 2.4.6, it has been suggested that the non-Gaussianity of
the return distributions can be used to discriminate between the "normal” and ”crash”
behaviour of markets.

The multi-scale analysis of [ ] shows that the return distributions for long time
windows converge to a normal distribution during non-crash time periods of the S&P
500. The crash dynamics, on the other hand, leads to return distributions that are
non-Gaussian at all time scales.

5.4.1 Kurtosis for different time windows

As discussed in section 2.4.6, in [ ] one uses Castaing’s equation and the value of
As to determine the deviation of a distribution from normality. Here, we will use the
kurtosis to quantify the deviations from normality. As shown in Appendix A, a large
kurtosis refers to more tail events than a normal distribution, which is what we wish to

€express.

Fig. 5.9 displays the time evolution of the kurtosis for displacement distributions
with different time windows during a typical non-equilibrium time period. The dis-
placement of one particle is calculated by a summation of the steps of this particle over
the desired time window. These displacements of all particles form the displacement
distributions of Fig. 5.9.

For T); = 1 the time evolution of the kurtosis is that of Fig. 4.13 for the single time
step displacement distribution. The bigger the time window, the smaller the maximal
kurtosis, which suggests that for large time windows the displacement distributions
evolve into normal distributions, with zero kurtosis. One can also observe a shift in the
position of the maximum. Since the absolute values of the displacements grow for larger
time windows (~ /1), it is harder for the anomalous steps to dominate the distributions
for large time windows, which results in the shift of the position of the peak.



5.4. NON-EQUILIBRIUM MD AND CRASH DYNAMICS? 91

1 time step

100 time steps
500 time steps
1000 time steps
10000 time steps

Kurtosis

. |
- ."‘.‘.‘. 'Ih%""m“w” - i *“:f::’: .... "'95‘- - "}‘j'%’% .
: T -'3:,' “:‘.’-"*‘"".': I ’-.,,_. paainn 2 s o @ ’sawuu.n@-'"w‘"’"ia,:.
0.0 [ \\f\,ﬁ’v\ FRSSTY, i PP
05 1 1 1 1
0 2 4 6 8 10

Time steps (x103)

Figure 5.9 Time evolution of the kurtosis of the displacement distributions for different time
windows (1, 100, 500, 1000 and 10000 time steps), during a typical non-equilibrium time period
after a radial rescaling. The time axis is repositioned so the radial rescaling has time step 0.

5.4.2 Displacement distribution for different time windows

The displacement distributions should show that the behaviour of the kurtosis is no
artifact and that they qualify as a measure for the non-Gaussianity of the distributions.
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Figure 5.10 P(Ax /o) for different time scales without the 1987 crash data (left). P(Ax /o) for

different time scales in non-equilibrium MD (right).

In Fig. 5.10 the evolution of the return distributions for different time windows is

shown for the S&P 500 during non-crash time periods and the non-equilibrium MD
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model. It is clear that the return distributions for large time windows are converging to
a Gaussian distribution.

The speed of convergence in both system gives us another opportunity to establish a
link between the simulation time and market time. From the size of the time windows
where Gaussian distributions are observed, we are able to link our simulation time to
the real financial time, see section 5.3.2.

Both figures suggest that the time correlations in the non-equilibrium MD simu-
lation system do not lead to the crash dynamics of the S&P 500. The central limit
theorem is valid for this simulation system and leads to Gaussian distributions for large
time windows. We can conclude that non-equilibrium MD mimics the typical non-crash
characteristics of the standard operation of the S&P 500.

5.5 Space-time structure of MD simulations and finan-
cial data

We have established that the universal non-crash characteristics of financial stock mar-
kets are present in our non-equilibrium MD set-up. In the previous sections we have
also hinted at the various methods we can use to link the essential variables of time and
space to the time and space (tick size) of financial markets. Here, we will clarify how
this methods can be utilized in establishing a precise one-on-one relationship between
the spatial and temporal variables of the financial markets and non-equilibrium MD.

5.5.1 Simulation time and financial time

In some of the generic features of Chapter 2 time and the time scales take on a central
role. The autocorrelation functions display characteristic behaviour at certain short or
long time scales, and the evolution of the return distributions for different time windows
also possesses a strong dependence on the time scale. Both properties can be used to
fix a time scale that links our simulation time with the trading time.

Autocorrelation of the returns

As shown in Figs. 2.7-2.9, the autocorrelation time of the returns in the S&P 500 is of the
order of minutes. Other studies of a wide range of assets have obtained similar findings,
[ s , ]. In our non-equilibrium MD set-up, the autocorrelation time of
the displacements is of the order of 100 time steps (Fig. 5.6). Both estimates can differ
depending on the initial conditions: in financial markets, it depends on the tick size, the
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activity on the market, the time window, ... . In the non-equilibrium MD set-up, the
autocorrelation time of the displacements is influenced by the temperature, the number
of particles and the density of the simulation system. Time in the MD simulation is
linked to physical time based on the movement of Argon molecules.

As pointed out in section 5.3.2 a mapping of the time scales can be established by
means of the autocorrelation times of the returns and the displacements.

One cannot use the autocorrelation of the volatility to verify this estimate because
we have established that a power law should be present, Fig. 5.4. This long memory is
replicated in Fig. 5.8, but no time scale can be coupled to a power law because a power
law is an inherent scale free process.

Convergence to Gaussian statistics

The behaviour of the returns at different time scales, during time periods without a
crash, is mirrored in the MD set-up, where the returns converge to a Gaussian distribu-
tion for large time windows. In [ ], the returns are calculated for time windows
of 8,16, 32,64, 128, 256, 512, 1024, 2048, 4096 min, shown from top to bottom in Fig. 5.10.
Comparing both figures shows that for large time scales, both systems display the con-
vergence to a Gaussian distribution that is expected from the central limit theorem, in
the absence of large correlations.

The financial curves resemble a Gaussian for time windows > 512 min. In the MD
simulation, only the curve with 7" = 10000 time steps resembles a Gaussian distribution,
but even this distribution has a kurtosis larger than the noise level, see Fig. 5.9. A
very rough estimate could be 10000 time steps ~ 512 — 1024 min. This estimate is in
agreement with the analysis of the autocorrelation of the returns: 100 time steps in the
MD simulation can be associated with a few minutes of market time for the S&P 500.

What is time in the MD system?

There are two different ways of interpreting time in the MD system. Starting from the
non-Gaussian distributions, the displacement of every particle in the MD simulation at
a fixed time step is linked with a return of the S&P 500 at a certain time step. In this
way, displacements are considered to be events that occur at various time steps, but are
not linked in time with each other. The other interpretation is perhaps a more natural
interpretation, where the physical time of financial markets and the physical time of the
MD simulation are linked. This link results in a comparison of the time scales of the
systems, via the autocorrelation function of the returns and the evolution of the return
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distributions for large time windows.

It is clear from the analysis of the generic features of the S&P 500 and those of non-
equilibrium MD that both interpretations of time can be combined and generate the
desired behaviour. In the analysis of the heavy tails and the short memory of the returns,
the displacement distributions at one time step are compared to the return distributions
over the complete time series. This uses both the first and second interpretation of what
time is. The first interpretation is used because it treats the displacements as events.
The second interpretation is used when the distributions are taken for different time
windows, because it uses the time steps of the simulation as physical time.

We can conclude that the displacement of a particle at a certain time step can be
interpreted as a return (event) at a certain time, and that the time steps of the MD set-
up can be linked with the physical time of financial markets, provided that some scale
transformation is performed. The fact that both methods for establishing this link result
in the same order of magnitude for the ratio of the two time scales, confirms the validity
of this approach.

5.5.2 Mapping the spatial variables

The other fundamental variable in both simulation systems (with time being the first),
is the spatial variable. In financial markets this is expressed in terms of money (prices,
tick size). We try to establish another link between both systems by matching the spatial
variables onto each other. The distributions under consideration in this work are always
distributions of relative variables (returns, normalized displacements), which are the
natural variables of the respective systems. The absolute spatial variables (price, posi-
tion), are not used in the analysis of the generic features and we will not now consider
linking these variables directly.

Before attempting to establish a link between both spatial variables, we will look at a
fundamental property of the relative variables. In MD, displacements obey the addition
rule

with

In Ax;(t1,2At), t; denotes the starting time and 2At the time window over which the
displacement is monitored and 7 is the number of the particle.
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This addition rule is a direct consequence of our assumption of a homogeneous
medium, or no background. In [ ] it is shown that inhomogeneous systems can
generate conditions of anomalous diffusion.

In financial markets, a similar addition rule applies to the returns

Gar(t + At) + Gar(t) = In(Z(t + 2At)) — In(Z(t + At))
+ In(Z(t+ At)) —In(Z(t))
= In(Z(t + 2At)) —In(Z(t)) = Gan(t) , (5.8)

where Goa(t) denotes the return at time ¢ over the time interval 2A¢.

The relevant properties under observation in the probability distributions, are the
normalized relative variables: Ax/o and G(t)/o(t). A natural way to link the positions
in the MD system to the values of a financial system is consequently:

A%i(tl, At) . G(t/, At/>

ot AD) o (AF) (5.9)

where o;(At’) is the standard deviation of the return distribution under observation
over time window At’ and o(¢;, At) is the standard deviation of the displacement dis-
tribution at time ¢; over time window At.

A naive implementation of this link cannot account for the summation rules of
Egs. 5.6 and 5.8. Indeed, one has

Aay(t,2At) G/, 2A¢)

= 5.10
o(t1, 2At) or(t', 2At) (5.10)
o(t,2At) B ar(t, 2At)
Aﬂﬁl(tl -+ At, At) -+ A.TZ (tl, At) Of (t, -+ At/, At/)
Ax;(ty, At
o(t1, 21 7 Aaille, A e o (1 2A0)
os(t', Al')
Ax;(ty, At 5.11
+ At )a(tl, At)o (', 2A¢) (5.11)
with Af(it(fl%t) = Oi((tt/,’%,)) and Af(ﬁfﬁ;) = i((tg,iitg,’itg,)). The right hand side equals the left
hand side under the following two conditions
Ax;(t; + At, At) ot + At/ At)
o(t1, 2AAt) it )a(tg, At)os(t', 2At)
/ /
! = oy ,A) (5.12)

o(ty,2At) o(ti, At)os(t',2At)
These equations are not satisfied for all times and a simple linking of displacements to

returns is therefore excluded. To make a rigorous link between both systems one must
therefore use the absolute spatial variables, value and position.
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Local coordinate transformation

A local coordinate transformation can provide a way around the problem of linking
positions to prices. The suggested local transformation scales the MD simulation space
with an exponential function:
explalnz;(t;)] = z3(t1) = Z(t)
explalnz;(t; + At)] = zf(t1 + At) = Z(' + At') . (5.13)
Converting this into returns, which are relevant for financial markets results in another
equivalent relationship:

In (zf(t1 + At)) — In (a(¢1)) In(Z(t' + At')) —In(Z(t)) (5.14)
aln (M> = G(t',At)

G(t', At)

~ xl(tl + At) - xl(tl) _ / /
~ ot = G(',At)
Axi(tl) _ / /
) G(t', At')
AIZ(tl) G(t/, At/)

o(t) ot AY)
In this way, we can link the price and the price changes (returns) of financial markets

to our observables, if we choose « := %
l’?(h) = Z(tl + tz) (515)
Azx;(ty) G(t', At')
= —= . 5.16
o(ty) or(t, At') ( )

At this point we are in the position to link the position (space) in the MD system to
the value (space) in financial markets. This link is however a cumbersome local coor-
dinate transformation, with a complex scaling of the spatial variables by an exponent
« that depends on the location (z;(¢;)) and the width of the distributions of the spatial
changes (co(¢;)) and price changes (o(t', At')). In Eq. 5.5 some sort of local coordinate
transformation has to be performed to match the volatility behaviour in MD with the
volatility of financial markets. We see that the exponent is similar to the exponent alpha
derived here, but the standard deviations are those of the volatility distribution and not
the displacement distribution. The transformation of Eq. 5.5 is also not dependent on
the absolute position because it only involves spatial steps. In this way it resembles
more a global coordinate transformation, which we will explore in depth in the next

section.
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Global coordinate transformation

The local transformation is rather confusing to capture and link the dynamics of the
financial markets to the dynamics of our MD set-up. It does, however, provide an es-
sential stepping stone for incorporating an essential feature of financial markets. This
feature of financial markets, and its models, is the long term growth (or decline) that is
visible in the global picture of the S&P 500 in Fig. 2.4. This global trend is captured by
the GBM model presented in this chapter.

In this GBM model of financial markets, the following equation holds:

dS(t)/S(t) = pdt + odz(t) , (5.17)

where the index value is determined by taking a weighted average of the underlying
stocks. At the intial time ¢, this becomes S(t):

<Z ZZ’SO>> — S(to) (5.18)

i=1

with « the weighting factor.

The drift term is important for the overall evolution of the financial market. The
short term properties of the financial markets are not dominated by this term, they are
dominated by the random fluctuations of the second term. One can isolate the first term
by taking a long-term average value such that the contribution from the random term
vanishes. This results in an approximate expression for the cumulative return between
toand t

</t: o %dt/> ~ (= 072) X (t—to) . (5.19)

In our non-equilibrium MD set-up, there is no long term evolution because there
are only fluctuations on the position of the centre of mass. Computing similar average
(Eq. 5.18) over the positions of the particles results in eliminating these fluctuations,
but no global trend:

<in(t>> =0, (5.20)

because our system is symmetrical, with —L/2 < z; < L/2. The above equation states
that all positions are equally populated, or that the simulation system is homogeneous.

The results from the previous section and [ , , ] suggest that using
a global coordinate transformation, one can succeed in emulating trends of financial
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markets. A first step consists of matching the initial condition of Eq. 5.18 via a transla-
tion:

v, —x,=x;+L/2, (5.21)

so the system boundaries are: 0 < z; < L and all positions become positive. The average
value becomes,

<i x;(t)> = NL/2 . (5.22)

This translation shows that, using the correct initial conditions, our system can be
linked to the initial value of the index. A global coordinate transformation can lead us
to the correct initial value of Eq. 5.18:

25 (to)
NL

25 (to)
NL

= (z; + L/2) x : (5.23)

1 /
Tp — T = T; X

which leads to the desired average position:

<Z x;'(t0)> = S(to) . (5.24)

The averaged time evolution of a financial system is governed by Eq. 5.19 and we
wish to incorporate this into our simulation set-up. This means that at every time step
we have to perform a global gauge transformation:

" " o’ 25 (t0> o’
wi(t) — ' (8) = (0) % (= D) x (t—to) = (D) +1/2) x 2 x (=T x (t—1)
(5.25)

In this way, the desired average value (Eq. 5.19) can be achieved:

<ZZ:;$;//(15)> = (u— %2) X (t—to) X <;x;/(t)> = (u- %2) X (t—t0)S(to) - (5.26)

The result of this rescaling is shown in Fig. 5.11, where the position of a particle is
shown, together with a rescaling of this position and the total coordinate transforma-
tion of Eq. 5.25. In the first part of Fig. 5.11, the time evolution of the position of an
arbitrarily selected particle during a MD simulation is shown. The location of the parti-
cle is not constrained to its original position, and the deviations from this positions are
determined by random collisions and, on average, the particle will remain at its original
position.
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Figure 5.11 (Top left) Position (z(t)) of a particle as a function of time. (Top right) Modified

position of a particle, with the rescaling z; — z = a(t)z; = 2%?) X (p— U—;) X (t —tg) X x;.

Here, a(t) = 0.002xtime steps was chosen. (Bottom) Modified position with added global trend:
wi = 2 (1) = a(t) x @+ () = (wi(t)+L/2) x 38 x (u—F) x (t—to). Here, a(t) = 0.002xtime
steps and (3(t) = 5xtime steps was chosen.

We notice that the first rescaling of the second panel in Fig. 5.11 is necessary because
it increases the fluctuations over time. Without this rescaling, the global trend would
dominate for large time steps, and almost no fluctuations would be discernible.

The global gauge transformation derived in this section allows us to link and visu-
alize a global trend in a financial system to a spatial stretching and translation at every
time step in the MD set-up. This global gauge transformation can be executed after the
simulation and therefore doesn’t alter the dynamics of the simulation, but it does justify
our use of Ax/co. In using this normalized value, we have captured the anomalous be-
haviour of financial markets, but not the global trends. The global gauge transformation



100 CHAPTER 5. NON-EQUILIBRIUM MD AS AN ECONOMIC MODEL?

fixes this shortcoming.

5.6 Applications of the non-equilibrium MD model

The above derived mapping between the non-equilibrium MD model and a financial
market index makes this model a good candidate for further investigations into the dy-
namics of financial markets. A major advantage of this model is the way it handles the
evolution of time. It has a simple algorithm, with interactions based on Newton’s equa-
tion of motion, that gives the simulation a natural simulation time. This time, that can
be linked to the physical time of financial time series via two different methods, allows
one to evaluate the dynamics for different time scales. It also allows one to compute
time correlations for both the return and volatility variables in MD. The robustness of
the out-of-equilibrium dynamics ensures that various types of financial assets can be
modelled with this technique.

In this section we will identify which factors of this model are suitable for explaining
the behaviour of financial markets. Other improvements of the model are suggested.
These suggestions mainly center around making the building blocks of the model more
realistic.

5.6.1 Understanding the dynamics of financial markets

Some questions about the dynamics of financial markets can be related to the dynamics
of non-equilibrium MD. The topics of concern here are the information in markets, and
the volatility of financial time series. We will show that these topics are related to the
following questions about non-equilibrium MD. What exactly are the shocks that drive
the MD simulation out-of-equilibrium? What is temperature in the MD system and how
can we relate it to a variable of financial time series?

Entropy and information of shocks

The factor that makes the MD simulation go out-of-equilibrium is the shock that is
applied to the size of the particles. These shocks change the potential energy of the
particles and in this way change the collisions that are taking place at this time instance.
An interpretation of what these shocks represent in a financial market is essential for
the interpretation of the non-equilibrium MD model in financial terms.

Up to this point, we have not yet analysed an essential variable of statistical physics:
entropy. For a system in thermal equilibrium, there exists a relationship between the
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energy, temperature and entropy of a system

oF
T=— 5.2
55 (5.27)

with S, the entropy of the system.

The entropy of a system captures the underlying statistical uncertainty of disorder
on the microscopic scale. A system where only one microscopic configuration is possible
has zero entropy. One can rephrase the second law of thermodynamic and state that the
entropy of an isolated system can only increase in time, not decrease. The entropy S of a
MD simulation system can be defined by

S=—kpPInP,, (5.28)

where kg is the Boltzmann constant and P, is the probability for the system to be in the
i-th micro-state [ 1.

Applying a radial rescaling to the simulation system leads to higher temperatures,
or a higher average velocity. If we associate a micro-state with a particular distribution
for the velocities, then a higher average velocity leads to more available micro-states
for this temperature. This leads to a higher uncertainty about the exact micro state the
simulation system is in and thus a higher entropy after a shock.

This higher entropy can be interpreted as an information flow in the system and in
this way we can associate a shock in the MD simulation with a piece of information
made available on the financial market under investigation.

If we compare this to a standard economic theory, such as the efficient market hy-
pothesis, we find one essential difference. According to the efficien market hypothesis,
every player in the market has access to all the information in the system. This can be
connected with a situation whereby the entropy is a global variable. In our set-up we
find local fluctuations in energy density that can be connected to entropy fluctuations,
making entropy a local variable! This non-homogeneous entropy distribution means
that not all players in the market receive an equal amount of information. In this way,

out-of-equilibrium dynamics are essential to explain the non-Gaussian distributions.

Volatility

One could link the shocks to information flows in financial markets, but they change
more than just the entropy of the system. Since the rescalings change the temperature,
they also change the fluctuations in the simulation system. In the MD system, we could
use the temperature as a precursor for these fluctuations.
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In this way, a natural link between the volatility and the temperature could be es-
tablished [ ]. Both variables vary with time and are dependent on the initial con-
ditions of their system. The initial density, particle number, interaction strength, ...all
contribute to the initial amount of fluctuations. The volatility of financial time series,
on the other hand, is influenced by the tick size, activity, liquidity, regulations, ... of
the particular market [ ]. Consequently, one could study the variations in initial
conditions for both simulation systems and investigate their influence on the overall

non-equilibrium behaviour.

5.6.2 To a more realistic simulation system

In Chapter 4 we have modified the standard MD simulation, based on a simulation of
Argon molecules, so as to produce non-Gaussian single time step displacement distribu-
tions. This non-equilibrium MD model can be used to replicate some generic features
of financial time series, but the initial configuration and interaction do not resemble the
financial markets we wish to simulate. Here, we will propose some modifications to the
non-equilibrium MD simulation that make it correspond more to a financial index. In
this way, we could also learn more about the dynamics of these systems, and the role of
the volatility in particular.

Different interactions

A big difference between the MD simulation and a financial market index is that the for-
mer system is homogeneous while the latter is a heterogeneous system, with a multitude
of investors who, for instance, each utilize a different time scale for their investments.
To mimic this behaviour in the MD simulation system one has the option to modify the
interactions between different sorts of particles as in [ 1.

Fig. 5.12 shows some preliminary results of changed interactions in a reference MD
simulation. We have created two types of particles (#1 and #2) and modified the
ranges of the different interactions. In this example, only the interaction range of #1-
#1 interactions is modified by adjusting the potential scale to a lower value. This shifts
the minimum of the potential to a lower value and should result in smaller distances
between #1 particles. The RDF of figures #1 from Fig. 5.12 reflects this behaviour,
with a peak in the RDF at a lower value. The #2-#2 and #1-#2 RDFs remain those
of a normal liquid in a reference MD model. The overall RDF, that includes all pairs of
particles is modified to some extent because it is a weighted sum of all 3 previous RDFs.

Changing the interactions between groups of particles does not affect the qualita-
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Figure 5.12 RDFs for a reference MD simulation with two different sorts of particles. Interaction
length for particles #1 is smaller, the interaction length for particles #2 and mixed interactions
(#1-#2) remains 1.

tive global behaviour of the simulation system. Fig. 5.13 shows that the temperature
evolution and the VACF of a simulation with different interactions remain qualitatively
similar to those of a reference MD simulation, chapter 3.

In this way, we could link the non-equilibrium MD system with the agent-based
models of financial markets [ , s ]. These models use heterogeneous
investors with different strategies that trade on an artificial market to emulate the be-
haviour of financial time series. The two basic sort of investors are the trend-followers
and the fundamentalists. The trend-followers do not analyse the firm or index in which
they are investing but base their decision on the evolution of the time series and extrap-
olate the observed trend into the future. The fundamentalists determine a value for the
stock based on an analysis of the firm and expect the value of the stock to always return
to this fundamental value. They will only invest if the fluctuations drive the actual value
far from their fundamental value, which (theoretically) enables them to make a profit.

Another interpretation of such a heterogeneous system is that an index is composed
of different stocks and that the groups of particles that have the same interaction rep-
resent one item of this index. In this way, an index is composed of a number of small
groups of particles with different characteristics. The correlations between different
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Figure 5.13 Temperature for a reference MD simulation with two different groups of particles.
Overall temperature and temperature for the two different groups of particles is shown (top
panel). VACFs for a reference MD simulation with two different groups of particles. Overall
VACF and VACFs for the two different groups of particles are shown (bottom panel).

stocks and groups of stocks can be seen as correlations of atoms in molecules [ 1.

Different magnitude of the shocks

As mentioned in the previous section, the shocks can be seen as volatility indicators
and it is therefore unrealistic to use a constant value for this throughout the simula-
tion. A possible way of varying the magnitude of the shock is by using the volatility of
the GARCH model. This leads to the correct volatility clustering observed in financial

markets.

Another possibility is using historical volatility data as input for the simulation. In
this way, the return distribution can be compared with the step distribution based on
the same volatility time series. An evaluation of different volatility time series can be
made to observe the effect this has on the respective distributions. If these distributions
behave in the same way for different volatility time series one can conclude that the
magnitude of the shocks is a good measure for the volatility of financial time series.



5.6. APPLICATIONS OF THE NON-EQUILIBRIUM MD MODEL 105

Different timing of the shocks

As in the variance gamma model of section 2.3.4, the time interval between the shocks,
7, could be made to vary to have a more realistic simulation of a financial index. This
would again lead to more volatility clustering and a more realistic description of the
financial market under observation. A random value for 7 does not directly influence
the single time step displacement distributions as long as 7 is large enough so as to
allow a return to equilibrium of the simulation system.

Varying the number of particles

If the interpretation of ’particles are investors’ is upheld, it is consequently not realistic
to assume a constant number of particles in the simulation system and this should be
changed. It is possible to allow particles to enter the simulation system, with some re-
strictions on the position of the entering particle so that it doesn’t superimpose another
particle. Particles that disappear from the system can be chosen at random and no re-
strictions need to be made, but every removal of a particle will influence the dynamics
of the system and violates the energy conservation of the system.
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Figure 5.14 Evolution of the active number of particles in a reference MD simulation, with
initially 8788 particles. The procedure for changing the (active/passive) status of particles is
performed every 20 time steps.
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To illustrate the feasibility of this extension, we have developed a toy model where
particles are selected at random to change from active to passive particles. Passive
particles remain in the simulation but do not contribute to the overall statistics such
as temperature, displacement, etc. Particles are made passive when the fraction of
nearest neighbours from a different type is < 0.2, with two different types defined
as in section 5.6.2. Passive particles are made active at random with a probability
1/20. Fig. 5.14 displays the evolution of the active number of particles in the simulation
system. It is clear that large deviations in the number of particles can be achieved by
using such a set-up. This could be used as a tool to take into account the investors that
enter or leave a certain stock market.

5.6.3 Crash dynamics

One generic feature of financial markets that wasn’t replicated by the non-equilibrium
MD simulation is the crash dynamics as observed in the S&P 500 by [ 1. In order
to have a complete understanding of the dynamics of financial markets in terms of
a non-equilibrium MD simulation system, this feature should be incorporated in this
model.

Volatility time series of crash time window

As we have mentioned in the previous section, the magnitude of the shock in the MD
simulation could be used as a measure for the volatility of the financial time series. The
first condition that has to be met is the usage of the volatility time series as input for
the magnitude of the shock as in section 5.6.2. If this results in the correct behaviour
for the single time step displacement distributions during non-crash time windows, we
can investigate what happens when the volatility time series of a crash period is used.
In this way, we assume that volatility is the main contributor to the crash dynamics. If
this method fails to reproduce these dynamics we could conclude that the volatility is
not the main contributor to the crash dynamics.

Phase transition

As is clear form [ 1, the crash dynamics of the S&P 500 behave like a different
phase of the dynamics of the financial market. Because of the presence of the scale-
free behaviour in the return distributions, one should look to emulate this property by
making the MD simulation system scale-free.
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A natural way of making a scale-free simulation system is by forcing it to make a
phase transition. A phase transition from the gaseous phase to the liquid phase is rather
ill-defined in the MD simulation set-up because there is no strict way to identify the
different phases. The RDF of the solid phase, on the other hand, is clearly different
from those of the gaseous and liquid phase is distinctly different from those of the
gaseous and liquid phase. One can use this to create a liquid-solid phase transition, by
controlling the density and temperature of the system. In this way, one can investigate
if there is a possibility of scale-free behaviour in the displacement distributions during
this phase transition.
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Chapter 6

Conclusions and outlook

Now this is not the end.

It is not even the beginning of the end.

But it is, perhaps, the end of the beginning.
Sir Winston Churchill

In the previous chapters, we have tried to connect the dynamics of financial time series
to the dynamics of a non-equilibrium MD set-up in the liquid phase. In doing this, we
have pointed out that many processes in economics, such as the evolution of option
prices, can be interpreted as a diffusion process. We have chosen to model such pro-
cesses via an MD simulation in the liquid phase, which has well-known self-diffusion
properties. In order to develop a MD model that could reproduce the generic features
of financial time series, we had to abandon the equilibrium MD simulation system and
turn to a non-equilibrium MD model. In a next step, the behaviour of the generic
features of this model are examined and a possible mechanism to match the essential
variables in both the financial system and the MD model is proposed. Finally, some
possible extensions and refinements of the model are introduced.

6.1 Diffusion in economics

We have shown in Chapter 2 that, from the earliest attempts to model the time evolution
of financial variables, diffusion processes can be used to understand the dynamics of
financial markets. The first mathematical attempt to model financial time series was
Bachelier’s Brownian motion model, which is essentially a diffusion process of an option
price. Geometric Brownian motion (GBM) is a major improvement of this model. It
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uses a diffusion process for the returns (relative price changes) and not for the absolute
price changes. The GBM model is a fundamental piece of input in the derivation of the
Black-Scholes (B-S) formula for option pricing. Indeed, it models the time evolution
of the price of the underlying stock. All further improvements of the B-S model are
based on diffusion processes, be it for the evolution of the price of the underlying or the
evolution of the volatility or the evolution of the interest rate. This is further illustrated
in section 2.3.4.

Because of the ubiquity of diffusion processes in the modelling of financial time
series, one can conjecture that models from physics which are powerful at simulating
diffusion are interesting to model financial time series. One such powerful model is the
molecular dynamics model, presented in Chapter 3. This technique offers a very natural
way of simulating interactions between a large number of particles (or agents). It also
has the distinct advantage of having a physical discretized time step that separates two
subsequent configurations of the simulation system. Diffusion in a liquid is a typical
topic that can be examined using the MD technique. In this way, it is also a candidate
for simulating financial markets. Indeed, both systems are essentially a large group of
agents that interact with each other and have emergent properties on the macro scale,
such as crashes or phase transitions, that are not directly encoded in the interactions on

the micro scale.

In order to assess the quality of performance of a model designed for financial mar-
kets, it is of the utmost importance to put forward a number of generic universal fea-
tures of financial time series that can be used as a benchmark. To identify those generic
features we have analyzed the time series of some well-known financial indices from
different parts of the world: the S&P 500, the DAX, and the Nikkei 225. This analysis
identified four well documented generic features of the time series of financial assets.

The first feature is the presence of non-Gaussian return distributions. This points
towards anomalous diffusion as the underlying dynamical process that governs the time
evolution of stock prices. The second feature is the short memory of the returns (of the
order of minutes) which expresses the fact that no arbitrage opportunities are present in
the market. The third feature is related to the observed volatility of financial markets.
While there is only a short memory for the returns, a long memory (of the order of
hours) is observed for the volatility.

The fourth feature touches upon an aspect in the dynamics of financial markets
that is of concern to every investor and even almost every human being on this planet:
market crashes. The multi-scale analysis of the S&P 500 time series by the Tokyo group
[ ] identified two phases in the operation of the S&P 500 between 1984 and 1995.
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During non-crash time periods, there is a convergence of the return distributions to
normality for large time windows. No such convergence is observed for crash time
periods, where the return distributions are scale-free and retain their non-Gaussian
character over long time periods.

Testing an MD simulation involves testing the behaviour of the equivalent features
in MD. A comparison between these properties in MD and the behaviour of the generic
features in the GBM model is given at the start of Chapter 5. Both models (GBM and
MD) are governed by the dynamics of normal diffusion and this results in Gaussian
distributions for the returns. In the MD simulation, the single time step displacement
distributions are the equivalent of the return distributions of financial time series. The
MD model outperforms the GBM model on the aspect of time correlations in the system.
In the GBM model, there are no correlations in the returns, and an infinite correlation
(in time) in the volatility (because it is a constant value). The dynamics of MD, on
the other hand, result in finite correlations in the steps and a long memory for the
correlations of the absolute velocities. In this case, the absolute velocities are used
to examine the behaviour of the volatility, since they have the same properties as the
volatility in financial time series. Since both models already have Gaussian distributions
at the shortest time scale, one cannot expect to observe the scale-free behaviour of the
return distributions that is reminiscent of the crash dynamics.

6.2 The need for out-of-equilibrium MD

To improve the equilibrium MD model, we need to address the problem of the Gaussian
single time step displacement (dx) distributions. In equilibrium MD, the §z are governed
by Gaussian dynamics and are of a certain scale determined by the diffusion coefficient.
In markets, one observes a small amount of returns that are much larger than average.
This points to non-Gaussian dynamics. We wished to develop a rather simple simulation
system to generate non-Gaussian self-diffusion. In this way, we could emulate the heavy
tails in the return distributions of financial markets. In order to remedy this problem,
we have developed a non-equilibrium MD set-up that produces anomalous single time
step displacement distributions. The occurrence of these distributions results in a proper
modelling of the first generic feature. An important property of this set-up is the soft-
core interaction of the particles. This soft-core potential is introduced to be able to
handle fast-moving particles, which is impossible with hard-core potentials. A hard-core
potential (like the Lennard-Jones potential) combined with out-of-equilibrium dynamics
gives rise to unstable systems.
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The MD simulation system is driven out-of-equilibrium via a rescaling of the length
scale of the interaction. This rescaling results in local regions of higher-than-average
potential energy that dissipates partly into kinetic energy during the evolution to a
new equilibrium state. The effect of this rescaling of the spatial coordinates onto the
properties of the MD simulation are outlined in Chapter 4. It is shown that the method
for generating anomalous self-diffusion is very robust, and produces comparable results
for a broad range of the parameters that can be tuned. This robustness makes it a
suitable candidate to simulate the variety of financial time series that exists worldwide.

The out-of-equilibrium MD model thus simulates the proper behaviour for three
of the four benchmark features of financial time series. Examining the dynamics of
the displacement distributions for larger time windows determines whether the non-
equilibrium MD simulation mimics the normal operation or the crash dynamic of the
S&P 500. The observed distributions display a convergence to the normal distribu-
tion for large time windows. We can consequently conclude that no crash dynamics is
present in this set-up. The out-of-equilibrium MD model mirrors the normal operation
(non-crash) dynamics of financial markets.

6.3 Linking MD to financial variables

We deem that reproducing the generic features of financial markets cannot be consid-
ered as a sufficient condition to establish out-of-equilibrium MD as a valid model for the
underlying dynamics of financial time series. One has to establish a firm link between
the variables in both systems in order to be able to learn more about the dynamics of
financial markets. The two variables that are involved in the S&P 500 time series are
the time and the price (value) of the index. These need to be mapped onto the time and
spatial variables of the MD simulation.

The time variables can be linked via the autocorrelation functions of the returns and
the displacements. Indeed, both functions have a finite autocorrelation time. The ratio
of these autocorrelation times can be used to scale the MD time onto the physical time
of the S&P 500 time series.

Another way to verify the mapping of the time units is via the multi-scale analysis
of the return and displacement distributions. These distributions converge to a normal
distribution for a certain magnitude of the time window. The sizes of the time windows,
at which point this evolution is finished, can be used to construct another ratio for the
time scales. The resulting ratios of both methods have the same order of magnitude and
this strengthens the validity of the linking between both time scales.
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Linking the spatial variables requires a more elaborate approach. Comparing the
return distribution with the single time step displacement distribution (by examining
the behaviour of the first generic feature) implies a mapping of the normalized returns
onto the normalized displacements. This mapping is, however, not consistent on all
time scales. To make such a link, one has to perform a local and time dependent coordi-
nate transformation, that is too involved to be manageable. A maneagable mapping is
proposed in the form of a global coordinate transformation. In this way, the long-term
trends of financial time series can be captured in the parameters of the global coordinate
transformation.

These links establish a firm connection between both simulation systems, which en-
ables one to use the non-equilibrium MD set-up to model a preferred financial time se-
ries. This model captures the dynamics of this financial time series up-to a certain level.
The presence of the three generic features, that are not dependent on some fine-tuning
of parameters is a major advantage of the model. At this point, our non-equilibrium MD
system cannot reproduce the peculiar features of the return distributions during typical
crash periods.

6.4 Outlook

Interpreting what the radial rescalings represent in a financial context will be of ut-
most importance in progressing this model. The ‘shocks’ have profound effects on the
simulation system and they correspond with more-than-average influxes of entropy or
information. The magnitude of the shocks could also be linked to the magnitude of the
volatility in financial markets. In this way, the simulation system can be made more
realistic by varying this magnitude, as is for example done in GARCH-like models.

Another way of progressing the model is by making the basic building blocks of the
model more realistic. For instance, the number of particles in the simulation system can
be made to vary so as to better simulate the changing number of investors or stocks in a
financial system. Different types of particles can also be introduced, which could make
the simulation behave as an agent-based model. In this way, both homogeneous and
heterogeneous set-ups can provide insights into the dynamics of markets.

One essential feature that is not emulated by this model is the crash dynamics. Using
the volatility time series of crash periods as input for the simulation system could be
instrumental in generating these dynamics. The main principle of these dynamics is the
scale-free behaviour of the return distributions. Replicating this scale-free behaviour
could be done by driving the simulation into a phase transition.
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These different suggestions ensure that out-of-equilibrium MD simulations will re-
main interesting for modelling financial markets and will provide many challenges of
which crash dynamics forms only a first step.



Appendix A

Diffusion in Physics

Diffusion problems are omnipresent and have a long history in physics. Here we present
some basic equations and insights.

A.1 Diffusion equation

Diffusion equations date back to Fick’s laws of 1855 [ 1. Without any prior knowl-
edge of the structure of matter he was able to link, on a macroscopic basis, the flux

—

J(7,t) and the density p(7,t). This is known as Fick’s first law:

—

with D the diffusion constant, 7 the position vector and time ¢.

In combination with the mass balance:

ap(r>t) +V. j(ﬁ t) =0, (A.2)
ot
Fick’s first law leads to Fick’s second law:
apg;’ D _ DV t) + VD - Valit) | (A.3)

This partial differential equation relates the changes in time of the density to the diffu-
sion in space.
A solution in one dimension and for constant diffusion parameter D can be found:

1 r?
p(rv t) = \/m exp |:_4_l)t:| ) (A4)

which is a Gaussian density function with mean zero and variance 4Dt. Historically,
this equation could for the first time establish a link between Gaussian distributions and

normal diffusion.
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A.2 Brownian motion

A classic example of a diffusion process is Brownian motion. Brown [ ] observed
that large particles that are floating around in a liquid, could still move around and
are not stationary by any means. It was Lord Rayleigh [ ] who showed that the
probability of travelling a distance between R and R + dR in N steps is

Py(R) ~ %e’ﬁ , (A.5)
but his research was not related to Brownian motion but was about sound waves in
heterogeneous materials. The term random walk and Brownian motion are practically
interchangeable and the first was originally proposed by Karl Pearson in 1905 [ 1.
In his article he addressed the question how mosquito’s are distributed in a forest given
that they had travelled a fixed length multiple times. It was Einstein [ ] who made
Brownian motion famous with his 1905 article. This work resulted in one of the proofs
for the molecular structure of nature [ 1.

A random walk (in d dimensions) is determined by the time step At and the step 7.
Every step is drawn from a probability distribution p;(7). The global positions after N

time steps is the sum of all the steps:
Ry =7 + 74 ...+ 7y . (A.6)

If the magnitude of step 7; depends on the previous steps, the conditional probability
has to be used:

pi(FlTi—1, Timay ..y T1) = Prob(ri|Fi—1, Fi—ay ..., T1) . (A.7)

In the case of a Markov chain, the conditional probability only depends on the previous
step, and the probability of finding the particle at R after N steps becomes

Py(R) = /pzv(ﬂﬁ — 7)Py_1(R — 7)d'7 . (A.8)

If the transition probability is translationally invariant, one has py (7| R) = py(7), which
means that the step does not depend on the current position. This reduces the integral
in the right hand side of Eq. A.8 to a convolution and gives us Bachelier’s equation:

Py(R) = / pn(F)Py_1(R — 7)d*7 . (A.9)

Using a Taylor expansion, it can be shown that

Py(R) — Py1(R) (7% _, 5
N = s VP (B (A.10)
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with d the dimension of the system. Taking the limits N — oo and At — 0, and with
the density p(R,t = NAt) = Py(R), this becomes Fick’s second law:

ap(R> t) — DVQIO(F’ t) . (All)
ot
From this equality an expression for the diffusion constant can be found:
_ (™)
Y INE (A.12)

This derivation gives another link between the random walk, normal diffusion and
the Gaussian distribution. A more formal link between the random walk and the Gaus-
sian distribution can be found via the Central Limit Theorem (CLT). After defining mo-
ments and cumulants of a distribution we will derive the CLT.

A.2.1 Moments and cumulants

To calculate the moments and cumulants one rewrites the probability distribution func-
tion (PDF),

Py =Pyxpisxpy*xps*...xpN , (A.13)

where * denotes the convolution and P, is the PDF of the initial position.
Convolutions are best treated in terms of Fourier transforms, where they become
simple products.
fg(k) = f(k)g(k), (A.14)
with ~ denoting the Fourier transform.
For a fixed initial position (ﬁo = 1) the PDF after N steps PN(E) becomes

) = Bu(R)Ba(K) ... v (F) = [] Bulk) - (A.15)

n=1

~

PN(

!

If the distributions are identical for every step, i.e. in a stationary system, one can write:

~ oW

Pu(k) = (Bu(F) - (A.16)
There is one boundary condition for these PDFs,

B(d) = / P@E)dT =1, A17)

as P(Z) is normalized.
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A.2.1.1 Moments

In the one-dimensional case, the moments of a random variable are defined as

m; = (x)
my = (o)
m, = (z") (A.18)

In probability theory a characteristic function ﬁ(E) is often referred to as a moment
generating function, because the moments can be calculated by means of a Taylor ex-

pansion around the origin. For the one-dimensional situation one has:

—~ n!
1
with,
onp
M = 1" (0) ( )

the n-th moment of the PDF.

A.2.1.2 Cumulants

Cumulants form a very natural way of describing PDFs because they give basic informa-
tion about the width and shape of the distribution. The cumulant generating function is
defined as

(k) =1In P(k) . (A.21)

P(7) = / FE B IE _ / UL (A.22)
The cumulants ¢; are given by:

1
Y(k) = —ick — 5@1{:2 + ... (A.23)



A.2. BROWNIAN MOTION 119

Since the moment generating function and the cumulant generating function are linked,
we can also link the cumulants with the moments of the PDF. Writing ¢ (k) in terms of
the moments results in:

i

~ 1 1
(k) = InP(k)=1In <1 —imyk — =mak® — —mask® + _m4k4)

2 6 4
) :
= —imk+ §(m% —mgy)k? — é (ms — 3myms + 2m7) k?
1
+ 2 (ma — dmimz — 3m3 + 12mam; — 6m7) k* + O(k°) , (A.24)
with,
2 .3 4

hm+@:x—%+%—%+0@ﬂ. (A.25)

From the above derivations it is clear that the first four cumulants are related to (m,

ma, ms, my) by means of:

G = My

c, = mg—mi

c = Zmi’ — 3mimsg + ms

cs = —6m‘11 + 12m?m2 — 3mg —4dmims + my . (A.26)

A.2.2 Skewness and kurtosis

The third and fourth cumulant are better known in their normalized variants:

C3
3/2
&)

A= (A.27)
G

As =

The skewness \; presents a measure for the asymmetry of the tails of the distribu-
tion, see Fig. A.2.2. If a distribution has more tail-events to the right of the peak than
to the left, the skewness will be positive. A negative skewness is characteristic for a dis-
tribution with more tail-events to the left of the peak of the distribution. The kurtosis
A\, represents the ratio of the number of tail-events to peak-events (Fig. A.2.2). For a
normal distribution, the kurtosis vanishes. A leptokurtic distribution is a distribution
with more tail events and less peak events than a normal distribution and has a kurto-
sis A, > 0. A mesokurtic distribution has less tail events and more peak events than a
normal distribution, A\, < 0.
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Skewness Kurtosis

a7
OfZ)

o1 L " L L L L L —01

Figure A.1 Skewness (< 0, 0, > 0) for different distributions (left). Kurtosis (< 0, 0, > 0) for
different distributions (right).

A.3 Central limit theorem

The CLT states that the sum of n random variables that are independent and identically
distributed, converges to a normal distribution, irrespective of the shape of the underly-
ing distribution, as long as it has a finite mean and variance. A formal statement of the
theorem uses S,,, the sum of n independent and identically distributed random variables
with mean y and variance o2:

S,=X1+Xo+--+X,. (A.28)

With this, a new random variable Z,, can be defined as

Z, = Sj‘;\/g“ , (A.29)
that can be shown to converge to a standard normal distribution:

Zn — N(0,1) . (A.30)
The convergence of the random variable can be expressed as

lim P(Z, <z)=®(z), (A.31)

n—oo

with ®(z) the cumulative distribution of N(0, 1).
For a finite number of random variables, the CLT can be used to define a central
region where the convergence to a normal distribution can be expected.
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A.3.1 Stable functions

For distributions that don’t have a finite variance, a generalized central limit theorem
can be used. It states that the sum of random variables will converge to a stable distribu-
tion, with parameters that depend on the tail behaviour of the underlying distribution.
A stable distribution is a distribution for which the sum of two independent variables
has a distribution with an identical shape as the original distribution. The normal dis-
tribution is an example of such a stable distribution.

The most general way of describing stable functions is via the «a-stable Lévy distri-

bution (L(z)) [ 1. It only has an analytical expression for its Fourier transform:
o(k; p,c,a, B) = exp | ikp — |ck|® <1—zﬂ sgn(k) tan(%)) } : (A.32)

which uses four parameters «, (3, 11, ¢ to define its shape. The parameter that defines the
behaviour of the tail is a, that is limited to the interval |0, 2]. The power law tails of the
distribution are governed by

L(x) ~ 2z~ @) for z — 400 . (A.33)

In this way, anomalous diffusion can be described by an «-stable Lévy distribution.

A.4 Anomalous diffusion in physics

Normal diffusion has the typical property that the variance of the travelled distance
grows linearly with time as in Eq. A.12:

o?(t) = (F2(t) — (F())*) ~ ¢t . (A.34)

Anomalous diffusion on the other hand is characterised by a non-linear growth of the
variance with time

o2 (t) = (F2(t) — (F)*) ~t", v>0, v#1. (A.35)

A.4.1 Different types anomalous diffusion

Anomalous can be characterised by the coefficient v. There exist two different cate-
gories of anomalous diffusion: subdiffusion and superdiffusion, with normal diffusion
the boundary between both phenomena.
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A.4.1.1 Subdiffusion

Subdiffusion occurs for v < 1. Here, the diffusion process is slower than the normal
diffusion process. Subdiffusion is a process that typically takes place for diffusion in a
medium with traps, in which particles are bound for a certain time. This kind of process

is described by the continuous time random walk (CTRW) model [ s 1.
The CTRW can also be used to describe financial time series [ s ,

]. Other examples include diffusion in photocopiers [ ] and diffusion in cells
[ , 1.

A.4.1.2 Superdiffusion

If the coefficient v is larger than the value for normal diffusion (v > 1), superdiffu-
sion occurs. Again, the CTRW model can be used to describe processes that display
superdiffusion [ , ]. Typical examples include the search patterns of animals

[ , 1.



Appendix B

[to’s Lemma

Ito’s lemma gives a description how to compute the differential of a composite function
f(z,t), if x follows a stochastic differential equation (SDE).

B.1 Chain rule of calculus

In standard calculus, a differential equation is simple to write for an ordinary function
()
dx

pri a(x,t) . (B.1)
For a more involved function f(z(t),t), the chain rule applies and the derivative of f
becomes:

df(z(t),t) Ofdx Of ,dx

2 —%a‘FE—me‘i‘ft, (B.2)

with &L = f, and 4 = f,. Using Eq. B.1, the derivative becomes:

df (x(t), t)

This simple chain rule doesn’t apply to a stochastic differential equation, such as Eq. B.5,
essentially because Brownian motion (z) isn’t differentiable. This results from the
stochastic factor of dz ~ V/dt.

B.2 Ito’s Lemma for brownian motion

Ito’s Lemma allows to compute the differential of a function f(x(¢), ), when the SDE of

x(t) is known.
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An elegant way of deriving Ito’s Lemma is by starting from the Taylor expansion of

df.

o = f(t+do),t+dt) — fla(t),)
= fult+ fude o fulde o () + et + (B.4)

Using the SDE of z(t):
dr = a(x,t)dt + b(z, t)dz (B.5)
the differential becomes

df = fidt+ fo(a(x,t)dt + b(x,t)dz) + %ftt(dt)2 + %fm(a(x, t)dt + b(x, t)dz)?
+  fula(z, t)dt + b(x, t)dz)dt + . ..
fedt + fra(z, t)dt + f.b(z, t)dz + %ftt(dt)2

+ %fm (a®(z,t)(dt)* + 2a(z, t)b(z, t)dtdz + b*(z,t)(dz)?)
+  fur (a(z, 0)(dt)® + b(z, t)dzdt) + . .. (B.6)

We can now perform an essential approximation, which restricts the differential to first
order in dz and dt. To do this, we need to realize that terms in dz are of the order of
dt'/?, and keep terms upto dz>. This restricts the differential to

df = fdt + fra(x,t)dt + f.b(x,t)dz + %fxbe(x,t)(dz)Q : (B.7)

Replacing (dz)? = dt this becomes Ito’s lemma:

df = (fi + fea(z,t) + %fme(x,t))dt + fub(x, t)dz . (B.8)



Appendix C

Black-Scholes formula

We will derive the Black-Scholes formula for a simple European call and put option
using two different methods. The first methods uses techniques drawn from physics.
It is based on solving a simple diffusion equation with adequate boundary conditions.
The second method uses the risk-neutral interest rate r, to define the price of the stock
at time 7.

Once the B-S formula for a European call option is derived, we can use put-call
parity to derive the corresponding formula for a European put option.

C.1 Solution using a diffusion equation

It is possible to rearrange the B-S equation so as to make it into a diffusion equation,
for which standard methods exists to compute the solution. The B-S equation in its

standard form is
2 S2

¢ +rScs + Csg =Trc . (C.1)

The payoff of a European call option is max(Sy — K,0), with Sy the stock price at
expiration date 7" and K the strike price. Another boundary condition is:

c(0,¢) =0 ,Vt (C.2)

which simply states that the option is worthless if the underlying is worthless. The last
boundary condition states that for very large stock prices, the strike price is negligible:

c(S,t) = Sif § — oo (C.3)
The following change in variables:

S = Kexp(z) (C.4)

= T-n2 (C.5)

)
02



126 APPENDIX C. BLACK-SCHOLES FORMULA

leads to differentials of the form:

% i (C.6)
dt = —%dT, (C.7)
g

Thus Eq. C.1 can be written as a general linear parabolic equation for the function
u(z, 7) = Kc(S,1):

ou  Ou? ou
B = oar T T €8

with a = % —land b = ;—22’“ The boundary condition for the price of the derivative
becomes not an end condition (¢ = 7°), but an initial condition 7 = 0:

u(x,0) = max(e” — 1,0) . (C.9)

The standard way of reducing a linear parabolic equation to a diffusion equation:

o v
5= 53 (C.10)
is by using:
v(z,7) = exp(ax + Br)u(x, T) . (C.11)
In this case, the parameters « and [ are:
v = uexp [%] exp [(a®/4 - b)T] . (C.12)
The derivatives of this function are:
dv ([ Ou 9 ax 9
5 <E + (a”/4 — b)u) exp [?] exp [(a®/4 — b)7] (C.13)
0*v Pu  Ou  a® ax )
el <@ + e + Zu) exp [7} exp [(a®/4 = b)T] . (C.14)
And the eventual boundary condition is:
1 1
v(x,0) = max <exp i(k + 1)z —exp §(k — 1)z, 0) . (C.15)

The diffusion equation can now be solved via a Fourier transform:

1 Feo —y)?
oy UL = ©16)

v(z,T) =
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The boundary condition can than be used to limit the integration range of y (see section
C.2) and the eventual result becomes:

c(S,t) = SoN(dy) — K exp[—r(T — t)|N(d2) , (C.17)
with
dy = _ (111 {&] - [7‘ + 0—2} (T — t)) dy=d, —oVT —t. (C.18)
oVT —t K 2 7
With,
1 @ g2
N(z) = E /Ooexp[T]dy , (C.19)

the cumulative normal distribution.

C.2 Derivation using risk-neutral pricing

Using risk-neutral pricing means that we expect the first term of the SDE, which deter-
mines the long-term behaviour of the stock price, to be equal to the risk-neutral growth:
u = r. This eliminates the need to solve the B-S equation as a diffusion problem.

The stock price under the risk-neutral condition is:

2
St = Spexp l(r — %)T + aﬁY} , (C.20)

with S the stock price at the initial time and Y a gaussian random variable drawn from

N(0,1). Using this risk-neutral pricing, the price of the derivative is:
2

+
c(S,0)=eE (So exp {(r - %)T + O'ﬁY:| — K) : (C.21)
where the + denotes this value if it is greater than 0 and 0 otherwise. The factor e™"*
reduces the amount of money at time 7" to an initial amount of money, via the risk-
neutral return rate. The expectation value E[ | of this function can be written as an

integral over the possible values of Y':

00 2 + 2
c(5,0) = e_’"T/ (S() exp {(r - %)T + aﬁx} - K) \/12_7re_z2dx : (C.22)

The boundaries for x are [—oo, o], but this can be reduced using the condition that the

—00

integrand has to be larger than 0:

2
So exp {(r - %)T—i—aﬁx} -K >0
2
& exploVTz] > SE exp|—(r — %)T]
0

=T

v

(5] [2)r) . e
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We can use this lower boundary on z: T} = #T <ln [sﬁo] — [r — %1 T), which reduces

the integral to:

oo 2 )
o(S,0) = e / (Soexp {(r—%)T+aﬁ4 —K> L

/A \/%
So exp (_UQTT) o0 x? Kexp(—rT) [ x?
- el g B e
Sy [ 1 )
— Ton A exp {—ﬁ(x —oVT) } dx — K exp[—rT](1 — N(T}))
_ \/5207 - exp[—1?]dy — K exp[—rT](1 — N(T1))
= So(1 = N(Ty — oVT)) — K exp[—rT)(1 — N(T})) , (C.24)

with a transformation of variables: y = z — o/T.
The arguments of the cumulative normal distribution can be reworked to

1—N(Ty—oVT) = N(—(Ty —oVT)) = N (ﬁ (m {SO] + {H "—T T)) , (C.25)

K 2
and,
1 SO 0'2
This eventually results in the Black-Scholes formula:

c(S,0) = SyN(dy) — K exp[—rT|N(dy) , (C.27)

with
. 1 S(] O'2 .
dl_m(ln [?1 + [7‘—1—;] T) L dy=dy — VT . (C.28)

C.3 Put-call parity

Put-call parity is an essential property to derive the price of a put option, using only the
price of the call option.

Suppose there are two different portfolios. One has a European call option and K
bonds (with maturity 7', the same as the option) that each get the risk neutral (and con-
stant) interest rate r. The other portfolio consists of a European put option and a share
of the underlying stock. Each portfolio is worth the same at each time, independent of
the value of the underlying stock. The value at expiration is:

K if K > Sr
St if K <Sr. (C.29)
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Indeed, the second portfolio’s value at maturity 7" is max(K — Sy, 0) + St and the first is
max(Sr — K, 0)+ K. During the lifetime of the portfolios there can thus be no difference
in their worth, because one could otherwise make a risk-free profit.

Put-call parity thus becomes:

C(S,t) +e " TOK = S(t) + P(S,t) . (C.30)

Since the price of the stock and the call option is known at ¢ = 0, the price of the put
option is
P(S,0) = C(S,0)+e ™K~ S,
= SyN(dy) — Ke "'N(dy) + e ™K — S,
= Ke7' (1 - N(dy)) = So (1~ N(dv))
= Ke "™'N(—dy) — SoN(—d,) , (C.31)

with

2
g = (m P} n {r+“—} T) dy=dy —oVT. (C.32)
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Nederlandstalige Samenvatting

De menselijke analytische geest en zijn nieuwsgierigheid is de basis van de huidige
wetenschappelijke kennis. Van in het begin der tijden zijn mensen geinteresseerd in
wat zich rondom hen afspeelt in de natuur. Bliksem, regen, sterren, blauwe lucht,...
waren eens onverklaarbare verschijnselen die nu perfect worden begrepen in de fysica.
Vele natuurlijke fenomenen kunnen in geteste en betrouwbare wetten gegoten worden.
Er is echter ook een grote uitzondering, en dat is het gedrag van de mens. Verwonderd
kijkt men soms naar wat andere mensen doen en deze gedragingen kunnen niet in
harde wetten gegoten worden. Sociale wetenschappers proberen hiervoor verklaringen
te vinden en zoeken regelmatigheden in het gedrag van mensen.

Een onderdeel van de sociale wetenschappen is de economie. Economie, van het
Griekse oikonomia, “beheer van een huishouden”, houdt zich bezig met het bestuderen
van menselijke interacties op financieel vlak, van de allerkleinste eenheid (één persoon)
tot het complexe geheel van de wereld (vb. wereldhandel). In de huidige wereld spui-
en economieén hopen data, van de lokale verkoop van bananen in Guatemala tot de
verkoop van iPhones wereldwijd.

Econofysica

Zo'n hoeveelheid data wekt niet alleen de interesse van economen, maar ook die van
statistische fysici. In het begin van de jaren 90 werden er dan ook verschillende poging-
en vanuit de statistische fysica ondernomen om modellen op te stellen die eigenschap-
pen van economische data konden verklaren. Onder andere concepten geleend van
percolatietheorie, zelfgeorganiseerde criticaliteit, faseovergangen,... werden gebruikt
om bijvoorbeeld financiéle crashes te verklaren. Dit was geen nieuw fenomeen, want
door de eeuwen heen hadden wetenschappers al meerdere malen de grenzen tussen
‘harde’ en ‘zachte’ wetenschappen overgestoken. Adolph Quetelet [ ], Louis Ba-
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chelier [ 1, Vilfredo Pareto [ ] en Benoit Mandelbrot [ ] zijn enkele van
de meer bekende wetenschappers die fysica binnen brachten in de economie.

In 1995 werden de interdisciplinaire onderzoektechnieken gebundeld in de term
‘Econofysica’. Deze term, die gekozen is door E. Stanley, bundelt alle onderzoektechnie-
ken die methodes van de fysica toepassen op economische problemen. In tegenstelling
tot mainstream economie ligt de focus bij econofysica op empirische observaties en het
testen van modellen op economische data. Deze aanpak leent zich uitstekend voor
gebruik in de econometrie (het verwerken van economische data via wiskundige me-
thodes) en het analyseren van beursdata. Dit laatste is vaak te herleiden tot de analyse
van tijdreeksen.

Diffusie in de economie

Een accurate beschrijving van de evolutie van beursdata is noodzakelijk voor het kwan-
tificeren van de prijs van een optie. Een optie is een afgeleid financieel product. Het
biedt de eigenaar van de optie het recht om een goed aan een vooraf bepaalde prijs te
verkopen of te kopen. De prijs van deze optie wordt bepaald voordat de evolutie van
de prijs van dit onderliggend goed gekend is, waardoor een statistische voorspelling
noodzakelijk is om een goed inzicht te krijgen in de waarde van de optie.

De eerste persoon die op een mathematische wijze de evolutie van beursdata be-
schreef was Bachelier. In zijn wiskundige doctoraatsverhandeling veronderstelde hij
een random walk voor de evolutie van de prijzen op de Franse beurs. Zijn oplossing
voor dit diffusieprobleem was een Gaussische, normale distributie. Deze wiskundige
beschrijving van de random walk of Brownse beweging vond plaats nog voér Einstein
zijn wereldberoemde afleiding neerschreef [ 1.

Bacheliers beschrijving van beursdata had echter één grote tekortkoming. Onafthan-
kelijk van de startprijs geeft de normale distributie altijd een kans op een negatieve
prijs. Dit kan opgelost worden door geen Brownse beweging in de prijzen, maar in
de returns te veronderstellen. Returns kunnen gedefinieerd worden als relatieve prijs-
veranderingen, wat belangrijker is voor investeerders dan de prijsveranderingen zelf.
Beide beschrijvingen kunnen echter geinterpreteerd worden als diffusievergelijkingen
en kunnen dus gelinkt worden met fysische systemen. De beschrijving van diffusie in
de fysica kan gevonden worden in Appendix A.

Het model waarin de returns een Brownse beweging volgen, wordt geometrische
Brownse beweging (GBM, geometric Brownian motion) genoemd. Simulaties van mark-

ten kunnen we toetsen aan dit model. Daarbij wordt er een poging ondernomen om de
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empirische eigenschappen van financiéle tijdreeksen beter te beschrijven dan het GBM
model.

Black-Scholes formalisme

Een belangrijke mijlpaal in de theorie van opties was het Black-Scholes formalisme. Ge-
baseerd op twee verschillende portfolio’s die dezelfde opbrengst moeten hebben, waren
zij in staat om een stochastische differentiaalvergelijking op te stellen voor de evolutie
van de prijs van een optie, de Black-Scholes vergelijking. Zij vonden ook een oplossing
voor deze diffusievergelijking: het Black-Scholes formalisme. Appendix C behandelt de
uitwerking van dit formalisme.

De Black-Scholes vergelijking kan uitgebreid worden met een waaier van complexere
processen, die dichter bij de realiteit van de beursdata liggen. De mens lijkt echter
steeds in staat om complexere afgeleide producten uit te vinden, zodat de modellering
hiervan vaak tekort schiet.

De complexiteit van de diffusievergelijkingen van deze modellen vindt zijn oor-
sprong in de moeilijke modellering van distributies met groter dan normale staarten.
De aanwezigheid van deze leptokurtosische distributies in beursdata is een universeel
terugkomende observatie. In plaats van de vorm van deze distributies op te leggen via
een diffusievergelijking, gaan we in dit werk op zoek naar een formalisme waarbij deze

distributies dynamisch gegenereerd worden.

Universele karakteristieken van beursdata

We zullen het voorgestelde formalisme toetsen aan enkele universele karakteristie-
ken van de beursdata. De kenmerken die in aanmerking komen, zijn deze die ro-
buust zijn, die eenvoudig af te leiden zijn uit de data en die in ongeveer elke markt
voorkomen. In de afleiding van deze karakteristieken gebruiken we beursdata van
finance.yahoo.com, en meer specifiek de 59-jarige tijdreeks van dagelijkse S&P
500 indexprijzen. Om de universaliteit aan te tonen werd een gelijkaardige analyse
uitgevoerd op de tijdreeksen van de Nikkei225 en de DAX.

Het eerste universele kenmerk zijn de hierboven aangehaalde ‘vette’ staarten van de
return-distributie. De extreemste evenementen in de staarten zijn gelinkt aan beurs-
crashes zoals Black Monday. Een ander kenmerk van returns is dat deze een verwaar-
loosbare tijdscorrelatie hebben. Dit houdt in dat de beste voorspelling voor toekomstige
returns altijd nul is.

Tegengesteld gedrag vindt men in de tijdscorrelatie van de volatiliteit, die een maat
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is voor de fluctuaties van het systeem. De eenvoudigste definitie van volatiliteit is de ab-
solute waarde van de return. De autocorrelatiefunctie van deze volatiliteit vertoont wél
een merkbare tijdscorrelatie. Voor lange tijden kan men een machtwet fitten aan deze
distributie. Dit wil zeggen dat hoewel de returns ongecorreleerd zijn, er wel correlatie
is in de fluctuaties, en dit is gekend als volatility clustering.

Een laatste kenmerk dat we hier nog aan willen toevoegen is het verschillende ge-
drag van beursdata in tijden mét en zonder crash. Wanneer er zich geen crash voordoet
in een bepaalde tijdsspanne, dan zullen de return-distributies voor grote tijdsschalen
convergeren naar een normale, niet-leptokurtische distributie. Voor tijdsspannes waar-
in zich een crash voordoet zal er geen convergentie zijn en is de return-distributie een

schaalvrije eigenschap van de beursdata.

Anomale diffusie in moleculaire dynamica

In een poging om de universele kenmerken van beursdata te reproduceren maken we
gebruik van een gekend model uit de fysica, moleculaire dynamica (MD). Het model
beschrijft de dynamica van de moleculen in een gas of een vloeistof. De basis van
het model ligt in de manier waarop het de interactie tussen deze moleculen bepaalt.
MD lost de interactie van deeltjes op via het Verlet algoritme, en is in staat om, via
periodieke randvoorwaarden, het gedrag van systemen met een groot aantal deeltjes te
simuleren. Op deze manier is er een natuurlijke tijdsevolutie in het simulatiesysteem
aanwezig, in tegenstelling tot bijvoorbeeld de Monte Carlo techniek, waar er niet echt
sprake is van een tijdstap bij de overgang tussen opeenvolgende configuraties van het
simulatiesysteem. Op deze manier kan men de tijdscorrelaties in een systeem eenvoudig

berekenen in MD.

Zachte-kern potentialen

In de simulatie van een vloeistof met een Lennard-Jones (LJ) potentiaal resulteert MD
traditioneel in normale diffusie-eigenschappen van deze vloeistof. Het centrale limiet
theorema zorgt ervoor dat alle distributies met een eindige variantie en zonder tijds-
correlatie convergeren naar een Gaussische distributie. In een eindig simulatiesysteem
zal daardoor voor lange tijdsspannes steeds een normale distributie bekomen worden
in MD. Er is echter nog een onderdeel van een normale MD simulatie dat een obsta-
kel vormt bij het genereren van leptokurtische distributies: de harde kern van de LJ
potentiaal.
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Simulatie van anomale diffusie resulteert in deeltjes met een extreem hoge snelheid,
groter dan verwacht volgens een normale distributie. Het Verlet-algoritme kan deze
hoge snelheden opvangen door de tijdstap te verkleinen, waardoor botsingen accurater
worden weergegeven. Dit leidt echter tot een simulatie waar bijna alle deeltjes stil staan
en alleen de meest extreme snelheden niet verdwijnen. Indien dit niet gebeurt, kunnen
deze extreem snelle deeltjes de harde kern van de LJ potentiaal van andere deeltjes
binnendringen en op die manier een onfysische hoeveelheid potentiéle energie krijgen.
Dit kan een vicieuze cirkel in werking zetten waarbij een oncontroleerbare hoeveelheid
energie in het systeem gepompt wordt.

Om dit probleem te omzeilen zullen wij gebruik maken van een zachte-kern potenti-
aal, die een eindige waarde heeft in de oorsprong. Vergelijking van potentialen leert dat
de zachte-kern potentiaal van [ ] een goede kandidaat is. De variabelen van deze
potentiaal kunnen gefit worden aan de LJ potentiaal en simulaties met deze potentiaal
resulteren in kwalitatief gelijklopende eigenschappen met een LJ simulatie.

Niet-evenwichts MD

In een standaard MD simulatie kunnen reeds enkele van de universele karakteristie-
ken van beurzen gereproduceerd worden. Zo zijn de tijdscorrelaties van de stappen die
deeltjes zetten eindig, en vertoont de correlatiefunctie dezelfde kwalitatieve vorm als de
return autocorrelatiefunctie. Ook de tijdscorrelaties van de volatiliteit kunnen terugge-
vonden worden in een MD simulatie. In dit opzicht is MD reeds een beter model dan het
eerder vermelde GBM basismodel. Om het belangrijkste universele kenmerk te kunnen
simuleren moet het MD formalisme uitgebreid worden. We doen dit door het systeem
uit evenwicht te dwingen. Deze stap is een natuurlijke stap in de simulatie van beurzen,
aangezien dit systemen zijn waar er typisch geen evenwicht is. Er is bijvoorbeeld geen
wet die stelt dat er een behoud van geld is in een economie!

Niet-evenwichts MD wordt bekomen door op bepaalde tijdstippen de deeltjes in de
simulatie te vergroten. Dit geeft aanleiding tot regio’s met een sterk verhoogde po-
tenti€le energie. Dit verstoort het evenwicht tussen potentiéle en kinetische energie
en resulteert in een omzetting van een deel van deze potentiéle energie in kinetische
energie. De verhoging van kinetische energie is niet dezelfde voor elk deeltje waardoor
sommige deeltjes abnormaal hoge snelheden kunnen bekomen. Op deze momenten kan
men anomale diffusie observeren in de stapdistributies.

Dit leidt ertoe dat niet-evenwichts MD reeds drie universele karakteristieken van
beurzen reproduceert: het korte geheugen van de returns, het lange geheugen van
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de volatiliteit en de niet-Gaussische return distributies. Het laatste kenmerk dat we
wensen terug te vinden zijn de crashes. Hiervoor moeten we schaalvrije stap-distributies
observeren, maar dit gedrag wordt niet waargenomen. Voor grote tijdsschalen zullen
de stap-distributies steeds convergeren naar een Gaussische distributie.

Uit-evenwicht MD model voor de S&P 500

Om een goed model te ontwikkelen voor financiéle markten is het essentieel dat tijd en
prijs kunnen gelinkt worden aan de modelvariabelen.

De tijdsschalen van beurzen en MD kunnen in verband gebracht worden met el-
kaar via de tijdscorrelaties. Zowel in financi€éle tijdreeksen als in MD is er een eindige
correlatie waarneembaar voor respectievelijk de returns en de stappen. Een eindige
correlatietijd betekent dat na een eindig tijdsinterval de informatie over de returns of
over de stappen van de deeltjes opgelost is in de rest van het systeem. De verhouding
van deze correlatietijden kan gebruikt worden om de tijdsschalen van beide systemen
op elkaar af te stemmen.

Een tweede methode om de tijdsschalen aan elkaar te linken is via de convergentie
naar een Gaussische distributie voor grote tijdsspannes. Voor beide systemen bestaat er
een grootte-orde van tijd waarbij de return/stapdistributies Gaussisch worden. Verge-
lijking van deze grootte-ordes resulteert opnieuw in een afschatting van de verhouding
van beide tijdsschalen. Uit onze resultaten blijkt dat de schattingen van deze verhou-
ding overeenstemmen met de schattingen die gevonden werden met de vorige methode.
Deze gelijklopende schattingen versterken deze link, wat deze aanpak valideert.

Het linken van de ruimtevariabelen moet via een andere methode gebeuren. Het is
niet mogelijk om de genormaliseerde returns rechtstreeks te linken aan de genormali-
seerde stapgroottes omdat dit geen consistente resultaten oplevert. Dit is nochtans de
meest natuurlijke manier om deze link tot stand te brengen, aangezien het deze vari-
abelen zijn die uitgezet worden in de niet-Gaussische return- en stapdistributies. De
inconsistenties komen voort uit het feit dat beide variabelen reeds afgeleid zijn uit meer
fundamentele variabelen: prijs en positie. Deze kunnen wel gelinkt worden aan elkaar
via een lokale coordinatentransformatie. Dit blijkt echter in de praktijk geen werkbaar
resultaat op te leveren. Een afgeleid resultaat hiervan is wel dat het mogelijk is om
de trends in het lange-termijn gedrag te reproduceren in niet-evenwichts MD. Hiervoor
moet er na iedere tijdstap een globale coordinatentransformatie uitgevoerd worden.
De resulterende tijdreeksen zijn op het zicht niet onderscheidbaar van een financiéle
tijdreeks.
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Vooruitzichten

Op dit punt aangekomen zijn we dus in staat om de tijdreeks van een beurs te simule-
ren. Inderdaad, zowel de gesimuleerde tijdreeks als de typische tijdreeks in financiéle
markten delen drie universele karakteristieken. Het simuleren van crashes zou echter
van grote waarde zijn voor het bekrachtigen van het niet-evenwichts MD model als een
goed dynamisch model voor beurzen. Om dit te bereiken, kan een mogelijke uitbrei-
ding erin bestaan om een fasetransitie te simuleren. Tijdens een fasetransitie treedt er
schaalvrij gedrag op, hetgeen exact is wat er geobserveerd wordt in beursdata.

Verdere uitbreidingen van het model kunnen meer realistische veronderstellingen
bijbrengen. Zo kan bijvoorbeeld het aantal deeltjes in de simulatie gevarieerd wor-
den, zoals ook het aantal investeerders en het aantal producten in financiéle markten
constant varieert. Ook kunnen de herschalingen realistischer gemaakt worden door ze
zowel van grootte te laten veranderen als de tijdsintervallen tussen de herschalingen
te veranderen. De grote waarden van de volatiliteit kunnen dan meer gegroepeerd zit-
ten, zoals ook het geval is in beurzen (volatility clustering). Mogelijke uitbreidingen
kunnen ook gezocht worden op het vlak van de interacties. Zo is het mogelijk om ver-
schillende types deeltjes te definiéren met elk hun specifieke interactieparameters. Zo
een benadering sluit aan bij de agent based modelling techniek: modellering gebaseerd
op beslissingen van individuele agents met elk hun specifieke veronderstellingen over
de evolutie van de beurs. Deze manier van simuleren valt onder de categorie hetero-
geneous agents. Simulaties met slechts 1 type investeerder vallen onder de categorie
homogeneous agents. Beide benaderingen kunnen informatie leveren over de dynamica
van beurzen.

Dit alles biedt voldoende uitdagingen om te blijven werken aan niet-evenwichts MD
om er zo een volwaardig financieel model van te maken.
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