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Samenvatting
— Summary in Dutch —

Communicatienetwerken zijn verweven met bijna ieder aspect van ons privé- en
werkleven. Nieuws uit de wereld, maar evengoed uit onze sociale kring bereikt
ons via het web, we gebruiken IPTV op onze televisie, laptop of tablet, en delen
allerhande informatie en bestanden via cloud services. De nood aan bandbreedte
groeit dan ook jaarlijks aan een tempo van 30 tot 40 procent. Bovendien stellen
allerhande realtime toepassingen zoals (video-)telefonie steeds strengere eisen aan
de beschikbaarheid van de netwerkinfrastructuur. De vuistregel van ’vijf negens’
stelt dat we slechts 5 minuten op jaarbasis aan netwerkpannes tolereren (99.999
procent van de tijd).

Oorspronkelijk werd het internet nochtans niet ontwikkeld om aan dergelijke
strenge eisen te voldoen. Het was immers onvoorspelbaar dat een experimentele
netwerkinfrastructuur tussen een viertal Amerikaanse universiteiten uit de jaren
70 zou uitgroeien tot het internet van vandaag met 2 tot 3 miljard eindgebrui-
kers, en miljoenen tussenliggende switches en routers. De technische uitdagingen
die dit met zich meebrengt zijn dan ook niet te verwaarlozen en hebben geleid
tot een kluwen van verschillende technologische oplossingen van al bijna even-
veel verschillende fabrikanten. Een hedendaagse router is uitgegroeid tot een duur
en complex toestel dat zowel een grote datadoorvoer moet garanderen als onder-
steuning moet bieden voor een grote verscheidenheid aan controleprotocollen voor
routering en signalisatie. Het voorzien van efficiénte en foutbestendige netwerk-
connectiviteit wordt hierdoor steeds moeilijker voor de hedendaagse netwerkbe-
heerder van grotere communicatienetwerken. Om toch aan de strenge eisen te
voldoen, wordt dan ook vaak voor de eenvoudigste en meestal duurste oplossing
gekozen: overvoorziening van het netwerk door het reserveren van te grote band-
breedtes en ondergebruikte reservepaden.

In een eerste studie onderzoekt dit proefschrift daarom de complexe netwerk-
structuur van het internet en de daarbijhorende problemen met betrekking tot rou-
tering en foutherstel. Hierbij stellen we vast dat er een kloof te vinden is op gebied
van kostprijs en complexiteit tussen drie technologieén: de Ethernet-technologie
in LAN-netwerken (Local Area Network), de IP-gebaseerde routers, en de cir-
cuitgebaseerde optische technologie in aggregatie- en kernnetwerken (de internet-
backbone). Anderzijds merken we dat er een spanning en vervaging optreedt met
betrekking tot de functionaliteit tussen diezelfde technologieén. Voor grotere be-
drijfsnetwerken, aggregatienetwerken of delen van de internetbackbone, ontstaat
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dan ook het idee dat Ethernet-technologie met een beperkt aantal uitbreidingen een
(kost-)efficiénter alternatief zou kunnen bieden op de complexere IP-gebaseerde
of SDH-gebaseerde technologie (Synchronous Digital Hierarchy). Vanuit dit per-
spectief wordt in deze thesis Ethernet Label Switching (ELS) uitgewerkt en geéva-
lueerd. Deze technologie laat toe om connecties op te zetten op basis van het
bestaande concept van Virtual Local Area Networks (VLAN’s). In een emu-
latieomgeving werd hiervan een prototype geimplementeerd, en werd onder andere
aangetoond dat het resulterende ontwerp en de implementatie ervan in staat zijn om
netwerkenfouten te herstellen in minder dan 50 ms, gebruikmakend van het foutde-
tectieprotocol BFD (Bi-directional Forwarding Detection) en de GMPLS-controle-
protocollen (Generalized Multi-Protocol Label Switching). Samen met de vrijheid
die dergelijke technologie aanbiedt om verschillende paden doorheen het netwerk
te configureren (traffic engineering), kan de resulterende technologie gebruikt wor-
den als geschikt alternatief in transportnetwerken. Dit geeft aanleiding tot de term
Carrier Ethernet. In de context van dit onderzoek werd zowel de point-to-point
connectiviteit als de multipoint connectiviteit ge€valueerd en gedemonstreerd op
verschillende internationale evenementen. In samenwerking met de Japanse Keio
universiteit werd bovendien de interoperabiliteit van de geimplementeerde Ether-
net Label Switching-technologie aangetoond.

Waar (kost-)efficiénte en foutbestendige connectiegeoriénteerde switching cen-
traal staat in het eerste deel van het geleverde onderzoekswerk, wordt in het tweede
luik van het onderzoek de nadruk gelegd op adaptief en automatisch configure-
rend foutherstel binnen connectieloze IP-netwerken. Vaak wordt er nog geopteerd
voor het gebruik van connectieloze IP-routering op basis van traditionele kort-
ste-pad-routeerprotocollen zoals Open Shortest Path First (OSPF) omwille van de
schaalbaarheid. Deze protocollen configureren automatisch kortste-pad-routes in
de verspreide routers van het netwerk. Helaas is deze oplossing niet zomaar in
staat om carrier grade” foutherstel te realiseren, omdat het vinden van nieuwe
kortste paden in een veranderde netwerktopologie vaak seconden tot minuten in
beslag kan nemen. Daarom wordt in dit proefschrift een techniek voorgesteld
en ge€valueerd die zowel snelle foutopvang kan garanderen, als volautomatisch
geconfigureerd en geactiveerd ingezet kan worden met behulp van foutdetectie-
technieken. Omdat routers in IP-netwerken dikwijls worden verbonden via mul-
tipoint Ethernet-netwerken, werd in het onderzoek een Ethernet-gebaseerde uit-
breiding op het detectieprotocol Bi-directional Forwarding Detection (BFD) ont-
worpen en gegvalueerd op de testinfrastructuur van de onderzoeksgroep. Hier-
door kan foutdetectie over deze media efficiénter verlopen. In combinatie met de
voorgestelde herrouteringstechniek, kunnen op die manier zelfs netwerken van een
paar honderd routers voorzien worden van kortstepadroutering en snel herstel van
mogelijke netwerkfouten, met een minimum aan configuratie.

Naast het automatiseren van snelle foutvang, gaat het onderzoek ook na in
welke mate het gebruik van “netwerkverkeersinformatie” kan bijdragen tot het ef-
ficiénter opvangen en behandelen van netwerkfouten. Het vertrekpunt hierbij is dat
bij het optreden van een netwerkfout vaak meerdere elektronische verkeersstromen
worden aangetast. Waar bestaande methoden voor foutathandeling zich vaak toe-
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spitsen op enerzijds de snelle foutdetectie, of anderzijds het snel activeren van een
alternatief pad, is het de bedoeling van deze studie om vanuit het perspectief van
een enkele router zo snel mogelijk die verkeersstromen te herstellen die er het
meeste nood aan hebben. Hiermee wordt verwezen naar de verkeersstromen die
een grote bandbreedte consumeren en dus mogelijks tot aanzienlijk pakketverlies
kunnen leiden op het ogenblik dat hun pad doorheen het netwerk wordt onderbro-
ken. Dit lijkt eenvoudiger dan het is, omwille van de grote verkeersvariatie die kan
optreden in erg korte tijd. In deze context werd enerzijds een wiskundige formu-
lering opgesteld om het mogelijke pakketverlies te karakteriseren bij verschillende
herstelvolgordes, en werd anderzijds aangetoond dat het pakketverlies resulterend
bij een netwerkfout, kan gereduceerd worden aan de hand van een heuristiek die
gebruik maakt van een voorspellend “netwerk-verkeersmodel”.

Met het geleverde onderzoek reikt dit proefschrift een aantal componenten
aan voor meer (kost-)efficiénte en meer beheersbare routering en foutherstel in
het kader van de steeds complexer wordende internetinfrastructuur. Hierbij wordt
aangetoond dat connectiegeoriénteerde technologieén zoals Ethernet Label Switch-
ing voldoende routeer- en foutherstelmogelijkheden bieden, en dat de concepten
van automatische configuratie en adaptatie met betrekking tot het getransporteerde
netwerkverkeer van bijzondere meerwaarde kunnen zijn bij het athandelen van
netwerkfouten.






Summary

Communication networks impact almost every aspect of our private and business
environment. World news, as well as news within our social circles, reaches us
via the web. We use IPTV on our television, laptop or tablet, and share various
information and files via cloud services. It is no surprise that the resulting need for
bandwidth is growing at an annual pace of 30 to 40 percent. In addition, all kinds
of real-time applications such as (video-) telephony impose ever stricter demands
on the availability of the network infrastructure. The rule of thumb of "five nines”
suggests that we only tolerate 5 minutes of network outage on an annual basis
(99.999 percent of the time).

However, originally the Internet was not developed to meet such stringent re-
quirements. It could not be predicted that an experimental network between four
American universities from the 70s would grow to the Internet of today with 2 to
3 billion end users and millions of intermediate switches and routers. The techni-
cal challenges that emerge from this situation cannot be ignored, and have led to a
tangle of different technological solutions from almost as many different manufac-
turers. A contemporary router has become an expensive and complex device that
combines high data throughput with support for a wide variety of control protocols
for routing and signaling. Providing efficient and fault-tolerant network connec-
tivity is becoming increasingly difficult for the network administrator of larger
networks. To still meet the stringent requirements, the easiest and often most ex-
pensive solution is used: over-provisioning of the network by providing too large
bandwidths and under-utilized backup paths.

In a first study this thesis examines the complex network structure of the In-
ternet and the associated problems related to routing and network recovery. We
note that in terms of complexity, cost and efficiency, a large gap occurs between
three technologies: Ethernet technology in LANs (Local Area Network), IP-based
routing and the circuit-switched optical technology in aggregation and core net-
works (the Internet backbone). On the other hand, a tension and blurred situation
is emerging between the same technologies with respect to their functionality. For
larger enterprise networks, aggregation networks or parts of the Internet backbone,
this gives rise to the idea that Ethernet technology could possibly be upgraded
with a limited number of extensions, forming a (cost-) efficient alternative for
more complex and expensive IP-based or SDH-based technology (Synchronous
Digital Hierarchy). From this perspective, Ethernet Label Switching (ELS) was
further designed and evaluated in this thesis. This technology allows establish-
ing connections, relying on the existing concept of Virtual Local Area Networks
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(VLANSs). An ELS prototype is developed in an emulation environment, and it
has been demonstrated that the resulting design and implementation is capable of
performing network recovery in less than 50 ms, relying on Bi-Directional For-
warding Detection (BFD) for failure detection, and Generalized Multi-Protocol
Label Switching (GMPLS) for controlling the network. Along with the support
for traffic engineering, ELS can be used as a suitable alternative in transportation
networks, hence the term Carrier Ethernet. The research in this context has eval-
uated both point-to-point connectivity as well as multipoint connectivity, and has
been demonstrated on several European events. In cooperation with the Japanese
Keio University, the interoperability of the Ethernet Label Switching implementa-
tion has been demonstrated.

Whereas (cost-) efficient and fault-tolerant connection-oriented switching is
the central topic of the first research part, the second part of the research focuses
on adaptive and self-configuring network recovery within connectionless IP net-
works. Many networks still rely on connectionless IP routing using traditional
shortest-path routing protocols such as Open-Shortest Path First (OSPF), because
of its scalability. Routing protocols automatically configure shortest-path routes
between distributed routers in the network. However, by default, these proto-
cols are not capable of providing “carrier grade” network recovery, as the time
required to find new shortest paths in changed network topologies can take sec-
onds to minutes for these protocols. In this context, a technique is proposed and
evaluated which is self-configuring and can deliver fast network recovery of almost
any network link failure. Because routers in IP networks are often connected via
multipoint Ethernet networks, an Ethernet-based extension of the Bi-Directional
Forwarding Detection (BFD) protocol has been designed and evaluated on the test
infrastructure of the research group. This allows more efficient failure detection
over these network segments. The resulting scheme enables networks of routers of
up to hundreds of routers, to rely on traditional shortest path routing protocol, and
still providing carrier-grade network recovery with a minimum of configuration.

In addition to self-configuring and fast network recovery, the research also
examines to what extent network traffic information can contribute to efficient IP-
based rerouting. This stems from the observation that upon a network failure often
more than one network traffic flow is affected, for which the corresponding routing
entries must be updated. Whereas most existing network recovery research focuses
on either rapid fault detection or fast activation of an alternative path, the aim of
this study is to recover first those network traffic flows which need it most. The
latter refers to the traffic flows consuming large bandwidths, and thus potentially
can lead to large amounts of packet loss when the network path they use is broken.
This is not a trivial task because of the large traffic variation that can occur in
very short time. For this purpose, a mathematical formulation is first made to
characterize the packet loss for different traffic-driven rerouting schemes. In a
second phase it is demonstrated that the packet loss resulting of the rerouting event
upon a network failure possibly can be reduced by means of a heuristic relying on
a predictive "network traffic model”.

With the performed research, this dissertation proposes a number of compo-
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nents for (cost-)efficient and manageable routing and error recovery in the con-
text of the increasingly complex Internet infrastructure. The documented research
illustrates that connection-oriented technologies such as ELS provide sufficient
carrier-grade routing- and network recovery facilities and that the concepts of au-
tomatic configuration and adaption to monitored network traffic can be of added
value in handling network failures.






Introduction

Communication networks have become an indispensable part of our lives. The
Internet of today serves all kinds of applications for both professional and leisure
purposes. Many businesses count and trust on the quality, security and reliability of
the Internet infrastructure. However, the Internet infrastructure was not designed
to meet these high requirements (best-effort service). As a consequence, a wide
spectrum of technological solutions, implemented by equally many vendors, have
been proposed and deployed to deal with this situation. The combination of the
exponential network growth and this heterogeneous network landscape makes it
increasingly difficult to guarantee the required network reliability and quality of
service.

This chapter introduces network recovery within the context of the current In-
ternet technology infrastructure. It indicates the emerging challenges with respect
to routing and recovery, and sketches the outline of the research documented in
this dissertation.

1.1 The network infrastructure of the Internet

The Internet can be segmented into five topologically determined network parts
(see Figure 1.1): the home network, the access network, the (metro-) aggregation
network, the core network (backbone), and the campus network. Each of these
network parts has its own function.

Home (or small company) networks typically consist of a limited number of
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Figure 1.1: Overview of the Internet infrastructure
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end hosts (pc’s or other devices) which are interconnected via a wired or wireless
Local Area Network (LAN).

The (wired) access network attaches thousands of home and/or small business
networks via service providers to the Internet. This network normally has a tree-
like structure, and spans a couple of kilometers (scale of a city). For this reason,
access networks are often referred as the first mile”.

Aggregation or metro networks interconnect access networks in a ring, star or
slightly meshed network topology of tens of network nodes. These networks can
accommodate up to 200K customers, and have a regional coverage. These net-
works aggregate all traffic from access networks towards (metro-)core networks,
and typically span areas with diameters of up to 50 km. Both access and aggrega-
tion networks are owned by Internet Service Providers (ISP).

The core or backbone network interconnects the aggregation networks and
forms the core of the Internet network, resulting into a large meshed topology
of about 40K autonomous systems (AS) or domains, structured in ’tier levels’.
These ASes are owned by Internet Backbone Providers (IBP) forming the main
structure of the Internet. Every AS forms an administratively autonomous entity
under the operation of a single party, and can consist of tens to thousands of nodes.
These networks can span distances of hundreds of kilometers. Sometimes an in-
termediate level is introduced before the Internet core, referred as the metro-core
network.

Some universities or corporate-sized companies (enterprises) run large campus
networks of up to thousands of switches and hundreds routers [1, 2]. Data centers
can be considered to belong to this category [3]. These networks normally have
direct access to the Internet core network (or to an aggregation network).

1.2 Network recovery and requirements

Communication technology plays a crucial role in our social and economical ac-
tivities. Telephone service, email and Internet connectivity in general are for
many businesses the communication channel of choice. A disruption in these ser-
vices may completely interrupt the company’s internal and external communica-
tion channels, causing a significant loss in activity, customers and corresponding
revenue. From this perspective, the well-known saying could be changed to: “’con-
nectivity is money”. Therefore, availability requirements have become a crucial
part of the Service Level Agreements (SLA) between companies (customers of the
network) and network providers.

In this context, network availability can be defined as the probability of a net-
work element to be operational at one particular point in time. Five nines avail-
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Figure 1.2: Failure rate vs. the lifetime of network equipment

MTBF MTTR
cable cut per 1000 km on long distance cables | 50 days-200 days | days - weeks
webserver 10* — 10 hours 1 hour
Ethernet switch 10* — 106 hours 2 hours
1P interface card 10 — 10° hours 2 hours
IP router 10° — 10 hours 2 hours
ATM switch 10° — 106 hours 2 hours
SDH/SONET DXC 10° — 10 hours 4 hours
WDM 0OXC 10° — 106 hours 6 hours

Table 1.1: Ranges of MTBF and MTTR values of network equipment, taken from [4, 5]

ability (99.999 percent of the time) is often used as a benchmark for carrier-grade!
availability. This means that only about 5 minutes of network outage is tolerated
in a year.

In practice, the mean network availability (MNA) can be expressed in terms
of the Mean Time To Failure (MTTF), the Mean Time Between Failures (MTBF),
and the Mean Time To Repair (MTTR), as follows.

MTTF
MTTF + MTTR
The relationship between MTTF, MTBF and MTTR is depicted in Figure 1.3.
The mean unavailability of a network (MNU) is characterized by the following
fraction. The MTTF is a function of the failure rate of the equipment. In Table 1.1
a list of MTBF and MTTR numbers is shown for typical network equipment.

MNA =

MTTR MTTR

MNU =1-MNA = o TR ~ MTBF

IThe term “carrier-grade” is often used for indicating that some technique or technology is able
to provide such a high level of service that the technology could be used by a network provider for
carrying network traffic of customers. The term can be interchanged with “extremely reliable, well
tested and proven in its capabilities”.
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Figure 1.3: Relationship between concepts in availability terminology
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Figure 1.4: The events in the process of network recovery

In many cases it is assumed that the failure rate is time dependent. This implies
that the probability of a failing element changes in relationship with its lifetime.
In this case, the function is referred as the Hazard function h(t) (the rate of failure
of an element given that this element has survived this long), which often follows
a bathtub curve (see Figure 1.2). The bathtub curve follows roughly three stages:
1) a higher, but decreasing failure rate in the beginning due to “’infant mortality”
characteristics, ii) a more or less constant failure rate because of ‘random failures’
during the ’useful life’ of the material, and iii) again an increasing failure rate
due to the “wear out” of the material. The broader statistical model (capable of
reproducing a bathtub shape) which is usually applied for characterizing the time
between network failures, is the Weibull distribution [6]. The number of failures
per component often follows a power-law [6].

Network survivability is a term to indicate the ability of a network to recover
traffic in the event of a network failure, causing few or no consequences for the
users. The benchmark for carrier-grade survivability is around 50 ms. This means
that network failures need to be recovered within this time (including all phases of
the network recovery process indicated below).
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The process of network recovery is typically decomposed into the following
events and associated time intervals (see Figure 1.4):

e failure event: the event through which connectivity is lost

e failure detection: the event at which the failure is detected by the installed
control mechanisms

e failure notification: the event at which the recovery procedures are notified
to be activated

e failure recovery: the event at which the network connectivity is repaired

Network recovery processes can be either pre-planned or dynamic. In the first
case, the path of the recovery flow is calculated in advance for all failure scenarios,
while in the second this is applied on the fly>.

Along another dimension, recovery processes can implement protection or
restoration. Upon failure detection, network protection only needs a very lim-
ited amount® or no signaling to activate the recovery path. This enables very fast
switch-overs and network recovery. Network restoration still needs signaling (al-
though the failure scenario’s could have been pre-planned) upon failure detection.

In general, protection is not shared. In 141 protection, the signal is duplicated
over two pre-established alternative paths. The end-node thus receives two signals,
and can select the signal with the best quality. In shared protection, backup paths
are used for the protection of multiple paths . This allows to reduce the capacity
needed for the backup path, assuming that failures are independent. In M : N
shared protection, M protection paths are used to protect N different working
paths between a given node pair.

As will be further detailed in the next sections, network functionality follows
a layered approach in which network technologies at different layers potentially
can perform network recovery. Because this can lead to the duplication of network
functions, coordination strategies between these layers can greatly increase the
efficiency of the network recovery [4]. In this dissertation we will further focus on
single network layer recovery in the context of Ethernet and IP technology.

1.2.1 Recovery scopes

The recovery scope relates to the (spatial) locality of the recovery. When end-to-
end (or global) recovery is applied, an entire disjoint path is required to provide
recovery. If local recovery (e.g., link, node or segment recovery) is used, a lo-
cal alternate path can bypass the network failure to recover network connectivity.

2a part from signaling, as will be discussed later
3the required signaling for protection typically only relates to the synchronization of the protecting
path, or reversion of it.
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Medium Bandwidth Delay/recovery | Jitter Error

End. web PN Audio 4-13 Kbps <ls <Ims | <3% FER
R Data NA <4s NA 0

Audio 5-128 Kbps <10s <2s <1% loss

Streaming Video 20-384 Kbps <10s <2s | <2 % loss
Data <384 Kbps <10s NA 0

Audio 4-25 Kbps <150ms <Ims | <3% FER

Interactive streaming applications Video 32-384 Kbps <150ms NA <1% FER
Data NA <250ms NA 0
Metro core networks BULK NA <50ms NA 0
Industrial Ethernet Network Data 64 Kbps-3.2 Mbps 5-10ms <Ims 0

Table 1.2: QoS requirement overview (from [7])

Figure 1.5 illustrates the difference between end-to-end, link and node recovery
in the context of network connectivity between two nodes: f and c¢. The topmost
figure illustrates how the path (f,e,d,c) can be recovered via an end-to-end backup
path (f,a,b,c). Link recovery is illustrated in the second example, where the con-
nectivity between node f and e is recoverable via node a. At last, the third figure
illustrates how node ¢ can be bypassed in case of node failure, via node g. Most
carrier-grade switching and routing technologies support these forms of recovery.
Further information about network recovery terminology can be found in [4].

1.2.2 QoS requirements of network services

The required level of Quality Of Service (QoS) and reliability of the network de-
pends on the environment and the specific application needs. Typical requirements
in the networks that are studied in this dissertation are depicted in Table 1.2 ob-
tained from [7]. The table illustrates that typical end-user web-applications can
deal with network delays in the order of 1 to 4 seconds, together up to 3 percent
Frame Error Rate (FER) which can be accommodated through correction mecha-
nisms to improve the perception at end-user points. Interactive streaming applica-
tions impose stronger delay requirements with delays of maximally 150 to 250 ms.
The most severe requirements can be found in Industrial Ethernet networks where
machines in factories are controlled via networks which can only tolerate up to 10
ms delays.

1.3 Network layering and technology overview

From a technological point of view, the Internet is structured according to the
layered TCP/IP model, containing five layers as depicted in Figure 1.6. In this
model, every lower layer in the model provides service to a higher level.

The central layer is the network layer (layer 3 or L3), implemented by Internet
Protocol (IP [8]). The core function of this protocol is to provide the follow-
ing service to higher layers: i) connection-less connectivity between end-hosts
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Figure 1.6: Technologies within the TCP/IP model layering

(packet-based messaging), ii) node addressing and address aggregation of end-
hosts and intermediate nodes, and iii) efficient message forwarding and path de-
termination (routing) between source and destination nodes via intermediate gate-
ways or routers.

The transport and application layers (layer 4-5) allow reliable end-to-end com-
munication between end-hosts, allowing typical Internet services and applications
such as web-browsing and e-mail.

Technologies at lower layers of the TCP/IP model provide (reliable) connec-
tivity between a small number of network nodes connected to the same network
segment (layer 2 or data link layer), or ensure physical transmission of the data
over a given medium (layer 1 or physical layer).

In practice, the functionality provided by technologies is difficult to map to
the layered model. Nevertheless, Figure 1.6 provides a first orientation of the set
of technologies and protocols of interest within the layered TCP/IP model. The
focus of the research in this dissertation is on layer 3 and layer 2 technologies.
Technologies are related to the type of network, as next sections and Figure 1.1
indicate.

A more fundamental way to structure the spectrum of network technologies
is by characterizing their operational framework as determined by the networking
mode and the switching type.

Networking modes In connection-oriented (co) networks, a connection needs
to be set up from beforehand to enable connectivity between two or more nodes in
the network. This involves either manual configuration, centralized management,
or the use of a signaling protocol* to ensure that information can be sent between
nodes. All data which makes use of this connection will be handled in a similar
way (e.g., routing).

4A signaling protocol is used to configure the state of a distributed set of nodes, e.g. for setting up
connections, setting up backup connections, activating backup connections, etc.
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In Connection-less (cl) networks, the forwarding decision of intermediate net-
work nodes is a purely local decision, without requiring to set up a connection
before communication can be started.

Switching types The switching type of a technology determines how the for-
warding’ decision is taken. In packet-switched networks, forwarding is performed
on a per-packet basis, and the forwarding decision is determined by a feature of the
received packet. In the context of IP routing, the forwarding decision is based on
the IP destination address from IP packet header of the received packet (see next
section).

In circuit-switched networks, the forwarding decision takes place at circuit-
level (switching based on the “position” of arriving bits, where “position” is de-
fined by space (port), time and wavelength).

Both switching types have their advantages and drawbacks, as will become
clear in the next sections.

Data plane vs. control plane Communication networks do not only transport
end-user data, but also need to exchange control-related data and implement re-
lated functionality to ensure that the network operates as desired. All functionality
that relates to the transport of end-user data is abstracted into the data or forward-
ing plane, all other/control-related functionality leads to the control plane. Some-
times management-related operations are not considered as control functionality,
and therefore are referenced as being part of the management plane.

1.3.1 IP routing

The IP protocol® forms the common basis for almost all packet-switched connec-
tivity between different types of networks of the Internet. IP-based network con-
nectivity is one of the most scalable network layer technologies currently available.
In IP-based networks, data traffic between end-hosts is split into packets or data-
grams which travel through a network of routers (intermediate IP-enabled network
nodes). Routers process incoming packets according to the store-and-forward
principle based on the destination address contained in the IP packet header, as
shown in Figure 1.7. IP routing is the technology of choice to interconnect large
campus/enterprise networks, as well as the Internet backbone.

SForwarding refers to the process where a data unit (either a packet or a signal) is received on a
given port of a network device and needs to be transmitted towards one or more other port(s).
Seither IPv4 [8], or IPv6 [9]
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Figure 1.7: Packet headers of Ethernet at layer 2, MPLS at layer 2.5 and IP at layer 3

1.3.1.1 IP addressing, aggregation and forwarding

IP networks use IP addressing for the identification and location of network nodes
(i.e., interfaces). Every interface interconnecting end hosts’ and routers in the net-
work receives an [P address, a binary identifier of 32 bits in IPv4. These addresses
are commonly written in the dot-notation, consisting of 4 numbers between 0 and
256 (e.g., 196.2.3.234). 1P addresses can be grouped into spatially clustered sub-
nets. This is reflected in the IP address by a (subnet) prefix, referring to a fixed
number of leftmost bits within the IP address. The remaining (right-most) bits of
the IP-address identify an interface within that subnet. The subnet part can have
any length according to the Classless Inter-Domain Routing (CIDR [10]) which
is used to structure the IP address space of the Internet. For example the pre-
fix 196.2.3.0/24 refers to the subnet of all IP-addresses in the range 196.2.3.0 to
196.2.3.255 (256 potential addresses).

Every interface connected to the Internet, receives an IP address. Service
providers and large organizations are typically assigned a contiguous block of ad-
dresses, as determined by a prefix of fixed length.

Routers, which are intermediate nodes of the Internet, forward IP packets based
on the IP destination address indicated in the IP packet header (Figure 1.7). The
concept of subnets and prefixes allows IP routers to reduce the required memory
for taking these forwarding decisions. Because IP addresses are usually assigned
hierarchically in contiguous blocks, it often happens that a router can reach an

7an end-user device is typically connected to the network via one link
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entire subnet via the same interface. In this case, routers only need to store the
corresponding prefix in their forwarding table®, to reach the entire network part
covered by the prefix. This allows an efficient way of route aggregation. The re-
sulting tree-like structure would allow very efficient address/route aggregation in
routers. The reachability of networks can be announced via these prefixes, instead
of a list of IP addresses. However, in practice the Internet is less hierarchical,
and parts of networks have shortcuts (shorter paths) to smaller subnets. To en-
able efficient use of these connections, routers implement a longest-prefix match
algorithm (LPM) to find prefix in the routing table which best matches the desti-
nation IP address of the received packet which needs to be forwarded. High-end
routers implement these lookups in hardware using Ternary Content-Addressable
Memory (TCAM). Routers in the Internet backbone can contain up to hundreds of
thousands of forwarding entries.

The use of IP prefixes within the forwarding tables of routers is illustrated in
Figure 1.8. The figure depicts a router y at the right side, connected to network
A via router x and connected to network B via router z. Network A consists of
nodes within the subnet 200.23.16.0/20, and network B consists of nodes within
subnet 199.31.0.0/16. From this perspective it makes sense for router y, to install
a forwarding entry towards network A via router x, and a forwarding entry to-
wards network B via router y, relying on their corresponding prefixes. However,
network A consists of 3 smaller subnets, for which one of them is marked in gray
and has subnet 200.23.18.0/23. The latter network has a shorter path from router
x via network B (a shortcut), contrary to the other parts of network A. This can
be taken into account by router x, by installing a more specific forwarding entry
towards the gray network, indicating to use router z. Indeed, if router y now re-
ceives a packet towards an end host with address 200.23.18.12 (as illustrated on
the figure), a longest prefix match will return the entry 200.23.18.0/23 leading to
the path via network B. While the longest-prefix matching lookup algorithm is per-
fectly able to cope with the above example, it also illustrates that the availability of
additional routes (e.g., due to shorter paths) can significantly increase the number
of forwarding entries in routers. This is one of this aspects which contributes to
the explosion of forwarding tables in backbone routers (routing de-aggregation).

1.3.1.2 Routing protocols

In most cases, the forwarding table of IP routers is populated by routing protocols
exchanging topology- or path-related information over the network (or AS). Based
on the received routing information, routers can calculate or derive paths towards
any part of the network.

Link-state routing protocols such as Open-shortest Path First (OSPF [11]) or

8also referred as Forwarding Information Base (FIB)
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Figure 1.9: Routing within and between ASes

Intermediate System to Intermediate System (IS-IS [12]) distribute Link-State Ad-
vertisement and Update (LSA/LSU) information related to the state of links locally
detected by routers. An LSA contains the router’s local routing topology (e.g., de-
tected links), an LSU is a packet that implements the flooding of one or more
LSAs. Routers receiving these messages can deduce the resulting network graph,
and use efficient algorithms (e.g., Dijkstra or Bellman-Ford) for calculating short-
est paths within the topology and reachable nodes.

Path-vector routing protocols such as the Border Gateway Protocol (BGP, [13])
distribute pathvectors (sequences of intermediate nodes) towards reachable nodes.
When path-vector routing protocols such as BGP are used, participating routers
have no (direct) view on the topology of the network.

Because the Internet network is large and diverse, routing protocols are only
responsible for specific network parts. Depending on their scope, the protocols
are classified into two classes: the intra-AS routing level determined by Interior
Gateway protocols (IGP) such as OSPF link-state protocol; and Exterior Gateway
Protocols (EGP) for inter-AS routing as used in the Internet backbone network.
BGP is the currently used EGP-protocol within the Internet.

Figure 1.9 illustrates the difference between IGP and EGP protocols. Whereas
an IGP such as OSPF is used within the scope of an AS, BGP is used to distribute
paths between the ASes. For example, BGP router D from AS z will announce
the path towards its own AS z to BGP router C. BGP router C knows how to
reach BGP router B relying on the local IGP protocol running in AS y. Using this
connectivity BGP router B detects the path towards AS z and distributes the path
(AS y, AS z) to BGP router A. Because BGP is a policy-based protocol, routers
can filter received paths as desired before forwarding them towards their BGP
adjacencies (neighboring BGP routers).

Although IP routing based on IGP and EGP routing protocols scales relatively
well in dynamic networks, the resulting re-convergence times of these protocols
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can be relatively slow, i.e. in the range between seconds and minutes. For this rea-
son techniques such as IP-FastReroute (IPFRR) have been designed in the context
of IGPs, as means to pro-actively calculate and install alternate forwarding entries.
Upon local failure detection of the next hop, these can be quickly activated, en-
suring quicker failure recovery. These techniques are studied into more detail in
Chapter 4 and 5.

1.3.2 Multi-Protocol Label Switching

While connectionless IP routing in combination with IGPs has proven to scale
relatively well (up to thousands of routers), the resulting routing is restricted to
shortest paths, and the re-convergence times can be slow (seconds to minutes).
This observation has lead to the design of Multi-Protocol Label Switching (MPLS,
[14]), a packet-switched technology which allows connection-oriented network-
ing’. MPLS relies on the set up of Label Switched Paths (LSPs), to provide
connection-like connectivity in an IP-network. In this forwarding technology, ad-
ditional labels are attached to IP packets. These labels are stored in the MPLS
label header attached between the IP packet header and the layer 2 header (re-
ferred as the shim header, as indicated in Figure 1.7). MPLS-enabled routers or
Label Switching Routers (LSRs) make forwarding decisions on the MPLS label,
rather than on the IP destination address attached to the IP packet.

Three types of MPLS routers can be distinguished. The first and last LSR on
the LSP are referred as the ingress Label Edge Router (LER) and the egress LER.
The path and transformations followed by an IP packet which is sent through an
LSP is illustrated in Figure 1.10. Ingress LER router A receives a packet for desti-
nation 200.23.18.12, it checks its FIB, finds a match with the prefix 200.23.1 8.0/2310,
and pushes the label 5 to the packet and forwards it towards LSR B. The latter
solely checks the label (potentially in combination with the incoming interface'!)
in its FIB, swaps the label for 10, and forwards it to the Egress LSR, which pops
the label and delivers it to the rest of the network. It is clear that this process al-
lows any type of path in a network, as long as the intermediate forwarding tables
are configured correctly.

The most important advantage of MPLS compared to connection-less IP for-
warding, is its support for traffic engineering and load balancing. This refers to
the possibility of MPLS to configure arbitrary paths through the IP network, rather
than only relying on shortest paths. This principle is illustrated in Figure 1.13.

9Stricto sensu, MPLS is rather path-oriented, than connection-oriented. Some constructs such as
path merging do not ensure that the input and output of the path is the same. Therefore the resulting
paths are not really (isolated/guaranteed) connections.

10The class of all packets which are handled in the same way at a given ingress router are referred as
the Forwarding Equivalence Class (FEC)

interface-wide/link-local forwarding instead of platform-wide forwarding
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Figure 1.10: Label switching and swapping in MPLS networks
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Table 1.3: MPLS forwarding tables for Figure 1.10

While shortest routing of two demands: (a,d) and (a,e) can result into a bottleneck
link a-e, as indicated in the second network on the figure, path freedom as possi-
ble with MPLS can spread traffic such that the link a-e a-b and b-d are used for
fulfilling these demands without forcing double bandwidth on any of the links.

The setup of LSPs requires protocols to distributed network-related informa-
tion, and protocols for signaling the resulting paths. In this context the OSPF-
protocol is often extended with Traffic Engineering (TE) facilities [15]. OSPF-TE
not only distributes discovered adjacencies, but also load and/or label related infor-
mation. This allows other OSPF-TE-enabled MPLS-routers in the network to cal-
culate suitable paths taking into account the available resources. The resulting con-
straints that possibly can be taken into account lead to the term of constraint-based
routing (CR). In case LER/LSRs do not have sufficient computational resources to
calculate the routes themselves, a special-purpose, better-equipped (central) router
can be introduced into the network, taking in charge the adequate calculate paths
based on received information via OSPF-TE. The latter is often referred as a Path
Computation Engine (PCE).

In order to effectively configure the calculated paths in an MPLS network,

PATH (Session 1 -B,C) PATH (Session 1 -C)
—&D €23 @_
u RESV (Label 5) u RESV (Label 10)
A - B -t Cc
Ingess LER LSR Egress LSR

Figure 1.11: Using RSVP-TE for LSP setup
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a signaling protocol is required such as the Resource reSerVation Protocol for
Traffic Engineering (RSVP-TE, [16]). RSVP communicates with two basic types
of messages, PATH and RESV messages. PATH messages indicate a request for an
LSP setup initiated by the ingress LER (source routing), RESV messages indicate
areservation of a path or LSP in response of the request. Figure 1.11 illustrates the
downstream-on-demand path setup process for the LSP of Figure 1.10. In this case
the path request is initiated by the source node A which has calculated the route
(A,B,C) towards C. The PATH-request is sent from A to C via B, and in reply, the
reservation of according labels is distributed in the opposite direction (the label
bound to a FEC is received from its downstream neighbor). This leads to the labels
10 and 5 as provided by node C and node B in the corresponding RESV messages.
The path request can contain several attributes such as bandwidth requirements.
RSVP-TE is a soft-state protocol, requiring the retransmission of refresh messages
in order to maintain an LSP.

Using MPLS, network recovery can be provided within the range of tens of
ms. LSPs can be recovered on almost any possible scope: an end-to-end base, but
also using local recovery forms such as link or node recovery (see 1.2.1).

Figure 1.12 illustrates MPLS’ support for local detours. The figure illustrates
the label allocation for the primary LSP2 and detour LSP2 protecting LSP1 for a
failure of the link c-d or LSR d. For example, when a failure of the node d occurs,
as soon as the LSR C detects the failure (for which the detection time can be as fast
as 10 ms, see Section 1.4), the fast-reroutable LSP1 is locally rerouted to follow
the Detour LSP2. Once LSR C detects the failure of LSR D, the label is not any
longer swapped from 10 to 6 and forwarded on the interface C-D, but from 10 to
26, and sent on the outgoing interface C-G. While both the Detour LSP and the
primary LSP use the same link E-F, they use different labels. However, this is
not strictly required because MPLS supports LSP merging. LSP merging allows
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that two LSPs use the same label when they overlap on a link or segment. Other
recovery mechanisms for MPLS networks can be found in [4].

1.3.3 Ethernet (VLAN-)switching

Connectivity between L3 IP routers or L2.5 MPLS switches needs to be provided
by lower layer technologies of the TCP/IP model. The default packet-switched
and connection-less layer 2 technology in many home and company networks is
(VLAN-)bridged Ethernet as defined in the IEEE standard 802.1Q [17]. This sim-
ple, cost-efficient and almost plug & play technology allows the interconnection
of a set of IP end-hosts through a network of switches.

Ethernet interfaces are identified by a 6 byte MAC address. The Ethernet frame
header carries both a source MAC address and the destination MAC address, as
indicated in Figure 1.7. The default forwarding behavior of Ethernet switches is
to flood received frames over all non-incoming interfaces. To avoid forwarding
loops during this flooding process, Ethernet switches limit the physical topology
to a logical tree using the Spanning Tree Protocol (STP, RSTP or MSTP!?). This is
illustrated in the topmost network of Figure 1.13. The physical mesh topology of
the switches is restricted to a logical tree topology by blocking the links b-e, b-d
and a-e.

MAC learning is used to further limit the flooding. This process ensures that a
switch remembers the link between a MAC address and the interface from which
a frame using this MAC address as source arrived. The resulting relationship is
stored into dynamic entries into the Ethernet Filtering database. These entries
age after a pre-configured time of typically 300 s. Static entries could be entered
through a management action. This process is less advanced than shortest-path
routing protocols, however it requires significantly less control.

A virtual local area network, virtual LAN or VLAN, is a group of hosts with
a common set of requirements, which communicate as if they were attached to the
same broadcast domain, regardless of their physical location. A VLAN has the
same attributes as a physical local area network (LAN), but it allows end stations
to be grouped together even if not on the same network switch. Therefore, VLANs
are a means to provide network segmentation and traffic isolation. VLANs can
be attached to switch interfaces, leading to port-based VLANSs, or Ethernet frames
can be attached to a VLAN by attaching an additional label or tag. The resulting
12-bit tag is defined in IEEE 802.1q [17], leading to 4096 potential VLANSs in an
Ethernet network. Therefore, the VLAN-tag is also referred as the O-tag or VID
(VLAN-ID).

The principle of VLANS is illustrated in Figure 1.14. The situation depicts
a simplified company LAN which interconnects offices of two company depart-

12defined in respectively IEEE 802.1d [18], IEEE 802.1w [19], and IEEE 802.1s [20] standards
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ments: the financial department (FD) and the sales department (SD). To avoid that
financial department-related frames are flooded over links and interfaces which
are connecting to the sales departments, FD traffic is logically constrained by the
use of VLAN 100, and SD traffic is constrained using VLAN 200. The switch
interfaces connected to the end hosts are configured to tag the frames with the
according Q-tags. Because of this, the link segment between the two switches
(interconnected via so-called trunk ports), can distinguish and isolate the frames
using Q-tags. The resulting MAC-learning can be made dependent on the VLAN,
resulting in Shared-VLAN-learning (SVL), or independent, leading to Indepen-
dent VLAN learning (IVL).

Connectivity recovery upon a failure in an Ethernet link or switch relies on
xSTP protocol. If a failure disconnects the logical tree, connectivity is broken as
long as the xSTP protocol hasn’t re-converged. In the best cases, this can happen
within ms, but some failures (for example root bridge failures) could require tens of
seconds to recover [21]. Through the use of the Multiple Spanning Tree Protocol'?,
(MSTP), different logical spanning trees can be used for different VLANS.

Bridged Ethernet has become so popular that it is commonly used as the con-
vergence layer for packet-based network communication in transport networks.
This has lead to a spectacular wealth and growth in Ethernet physical layer (PHY)
specifications, from the original Fast Ethernet at 10 Mbps via 100 Mbps and Giga-
bit Ethernet over copper or fiber, towards the standardization of optical 100 GbE.

The definition and provisioning of Ethernet services in the context of (metro-)
aggregation and core networks is being standardized by the Metro Ethernet Fo-
rum'* (MEF). Whereas Ethernet service can be provided by lower layer tech-
nologies such as Synchronous Digital Hierarchy (SDH), Optical Transport Net-
works (OTN) or Wavelength Division Multiplexing (WDM) (see next section),
Ethernet services can also be provided on top of connection-oriented MPLS net-
works. Point-to-point services are typically referred as Virtual Private Wire Ser-
vice (VPWS), while multipoint services are referred as Virtual Private LAN ser-

Bdefined in IEEE standard 802.1s
14http://metroethernetforum.org/
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vices (VPLS). These are supported on top of MPLS relying on pseudo-wires and
layer-2 Virtual Private Networks (VPN), as defined in the IETF Layer 2 VPN
(L2VPN) Working Group and the Pseudowire Emulation Edge-to-Edge (PWE3)
Working Group.

Bandwidth usage with Ethernet switching, IP routing or IP/MPLS routing
To illustrate the (in-)flexibility rising from different control planes in the intro-
duced technologies, Figure 1.13 compares the potential difference in bandwidth
usage for a simple 5-node network between: i) switched Ethernet network (L2), ii)
a shortest-path routed IP network, and iii) a traffic-engineered MPLS network. The
figure depicts the used bandwidth for two traffic flows requiring the same band-
width: traffic from node a to e (dotted line), and traffic from a to d (continuous
line). Clearly the Ethernet scenario is the least efficient in terms of bandwidth us-
age. This may be explained from the limitations from the Spanning Tree Protocol.
In the considered scenario, switch c is elected as root bridge, and accordingly, the
links a-e, b-e and b-d are disabled, as indicated by the red marks, and dotted link
lines. As a consequence, both flows follow the same path up to switch d, resulting
in double capacity needed along the used links. In the shortest-path routed network
(e.g., relying on OSPF), both flow follow the same path up to node e, resulting into
double capacity needed between a and e. The third scenario illustrates the potential
effect of load balancing or traffic engineering in an MPLS-switched network. By
setting up MPLS connections (LSPs), none of the links requires double capacity.

1.3.4 Optical network technology

Connectivity between layer 2 nodes, such as Ethernet switches, is provided via
lower layer technologies. In larger networks this relies on optical network technol-
ogy. Circuit-switched (and thus connection-oriented) L1 technologies such as Syn-
chronous Optical Networking (SONET) / Synchronous Digital Hierarchy (SDH)
or Optical Transport Networks (OTN) emerged from old phone network technol-
ogy. These technologies are often used when larger bandwidth and throughput
guarantees are required to interconnect nodes in aggregation, core or campus net-
works.

SONET/SDH networks rely on Time-Division Multiplexing (TDM) over opti-
cal fiber for data transmission. Different data streams can be multiplexed, by re-
ceiving different time slots. These technologies are restricted to ring topologies of
up to tens of nodes, allowing network recovery in the order of tens of ms using ring
protection or restoration [4]. Packet-based connectivity can be transported over
SONET/SDH equipment, by relying on framing technologies for mapping packets
over fiber-optical networks. Typical technologies are: Packet Over SONET/SDH
techniques (POS), or Ethernet Over SONET/SDH (EoS). SONET/SDH optical
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Figure 1.15: Statistical multiplexing as possible in packet-switching

technology can run on top of Wavelength Division Multiplexing (WDM) which
allows to multiplex different wavelengths over the same fiber.

Optical Transport Networks (OTN) are mostly used in the backbone of the
Internet, and are able to form networks of optical switches from tens to hundreds
of nodes interconnected in arbitrary topologies. Connections following any desired
path can be set up by management or relying on an IP-based control plane such as
Generalized Multi-Protocol Switching (GMPLS) [22]. Every optical switch (cross
connect), is in this case augmented with an IP controller which is able to interpret
previously referred protocols such as OSPF-TE and RSVP-TE. In the context of
GMPLS, these protocols were extended for supporting optical circuit-switching.
The label concept is generalized such that it not only applies to packet header-
based labels such in MPLS, but also to wavelengths (lambda’s). OTN networks
also allow a broad variety of protection and restoration mechanisms at link, node,
segment- and path level allowing recovery within the order of tens of ms [4].

The advantage of these optical circuit technologies is that they are able to pro-
vide large bandwidths with high service level guarantees. However, many of these
optical technologies have low support for fine and tunable bandwidth granulari-
ties. For example, the data-rate progression of SDH circuits follows the follow-
ing sequence: (51,155,622,1244, 2488, 9953, 39813) x 1 Mbps. This step-wise
function does not allow gradual increase of bandwidth usage, leading to over-
provisioning or bandwidth limitation. Circuit-switched technologies such SDH
or OTN, pre-allocate and reserve circuits regardless of the effective demand. If
several circuits arrive at a common network node to use the same outgoing link
(see Figure 1.15), no benefit can rise from sharing the common path. In order to
guarantee that both circuits can follow the same path, circuit-switching requires
that the sum of the incoming link capacities is reserved on the outgoing link. On
the contrary, packet-switched technologies can share the same link by only us-
ing bandwidth if packets are effectively received (see Figure 1.15). This type of
on-demand (instead of pre-allocate) sharing of resources is called statistical mul-
tiplexing of resources.
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1.4 OAM and fault detection

Fault detection can be considered as subset of the broader set of Operations, Ad-
ministration and Management (OAM) functionality. OAM tools allow the network
operator to pro-actively manage networks and Service Level Agreements (SLAS).
The resulting functionality includes fault detection, fault verification, and fault
isolation. This provides proactive detection of service degradation, service perfor-
mance monitoring, and SLA verification. The OAM toolbox usually consists of
a set of commands which can be executed on demand by the network manager,
such as ping functionality to check connectivity with specified points in the net-
work, or traceroute tools to check the path/route taken between some points in the
network. These and other OAM tools are mainly considered for troubleshooting
purposes. Fault detection mechanisms are not only used for troubleshooting, but
also for triggering network recovery schemes.

1.4.1 Hardware and circuit-based failure detection

Adequate fault detection is an essential component of any network technology in
supporting fast recovery of connectivity. Optical technologies such as SONET/SDH
allow line card hardware to detect failures in 20 ms, relying on Loss of Signal
(LOS) detection, Loss Of Frame (LOF) or Alarm Indication Signal (AIS) [4, 23].
Similar detection times are possible using hardware failure detection in back-to-
back Gigabit Ethernet [23]. The detected failure can now be recovered in these
optical layers, or raised to higher layers such as Ethernet bridging, IP, or IP/M-
PLS, in order to allow these technologies to execute the necessary recover actions
(previous sections describe the possible mechanisms).

1.4.2 Failure detection using Hello-protocols

When failures cannot be detected in the physical layer, failure detection is possible
through the use of Hello-based protocols in packet-switched technologies. IGPs
such as OSPF have built-in timers to send Hello messages (refreshes) to adjacent
routers at regular time intervals. However, because of the resulting load on the
router CPU, the resulting time intervals are typically at least every second. The
default value in, e.g., OSPF is 10 seconds.

Bi-Directional Forwarding Detection (BFD [24]) is a light-weight Hello-based
failure detection protocol which is independent of the used routing protocol or
forwarding plane. Highly frequent Hello messages can be sent through the for-
warding path to achieve detection times in the order of 15 ms. A downside of this
protocol is the extra traffic that is generated resulting from the regularly transmit-
ted Hello’s. BFD can be used on connectionless IP in single and multi-hop settings
and on IP/MPLS for verifying LSP-based connectivity.
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Figure 1.16: Cost of Ethernet equipment, from [25]

1.5 Cost observations

Ethernet technology is often considered as a cost-efficient technology. However,
it is difficult to prove this on a systematic basis. The authors of [25] quantified
this claim by performing a comparative cost study of different technologies in the
context of core networks. The study takes into account the Capital and Operational
Expenditures (CAPEX and OPEX) of the different technologies applied on a Ger-
man backbone reference topology over three years, taking into account growing
network traffic and equipment price evolutions.

While we won’t go into detail on the different technologies and neither the
details of the cost study, the outcome of the CAPEX and OPEX analysis demon-
strates a considerable cost advantage of 100G-Ethernet in comparison to SDH-
based solutions. The superior CAPEX performance is explained from the huge
cost advantage of Ethernet devices and their fast price decline over time. The
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reduced switch and line card count in 100G-Ethernet networks (because higher
bandwidth is available per port, less ports and less switches are needed, resulting
into a lower failure probability) and the efficient economics of Ethernet services
are the arguments for a superior OPEX performance.

The fast price decline on which the study relies, is based on an extrapolation
of equipment prices of 7 equipment vendors. The resulting curves in Figure 1.16a
depict the used price evolution 10 Gbps bandwidth for three Ethernet PHY stan-
dards: Gigabit Ethernet, 10 Gbps Ethernet and 100 Gbps Ethernet. The resulting
price for 10 Gbps of bandwidth is compared with other switch technologies in Fig-
ure 1.16. One may observe on the figure that the prices of Ethernet interfaces as
used in routers and switches are considerably less compared to their counterparts
in POS routers or SDH-based switches.

1.6 Problem statement and research questions

Traditionally, circuit-switched technologies have been the preferred transport tech-
nology in aggregation and core networks. Contrary to the past, where telephone
service was circuit-based, almost all current network traffic originates from an IP-
enabled end-host and is packet-based. While the latter gives opportunities for sta-
tistical multiplexing, most of the current transport infrastructure still relies on these
circuit-based technologies. For this reason, optical circuit-switched technology is
preferably only used for highly aggregated network traffic, such that the loss due
to static multiplexing is minimal. Last years, operators of aggregation networks
and parts of the core network are increasingly considering using packet-switched
technologies directly for this purpose. However, there are several technologies in
this space with different cost and complexity, and the separation of concerns of L2
and L3 technologies is becoming less explitit. Ethernet technology has low cost,
is easy to deploy and supports high PHY speeds. On the other hand, the use of
traditional VLANSs and RSTP is not very scalable, and the support for OAM and
failure detection is not available, as it originally was not designed for this pur-
pose. Connectionless IP routing is very scalable, but lacks control on the routing.
For this reason, relatively expensive IP/MPLS routing is often the packet-switched
technology of choice in the core. However, the idea of slightly changing the Ether-
net control plane, could potentially be a better cost-efficient solution, as suggested
in Section 1.5. The evaluation of the resulting Carrier Ethernet technologies is one
of the points which will be further investigated in this dissertation.

No matter how fast or how smart the recovery process could be made, first a
network failure must be detected. The most deployed network situation consists of
IP routers which are interconnected by bridged Ethernet segments, or multi-access
broadcast capable networks. For this reason, this dissertation also investigates
the value of failure detection techniques such as BFD in exploiting the multipoint
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features of an Ethernet network.

A third observation is that still many routers within the core of the Internet
infrastructure run IGP routing protocols. Despite the superior support for traffic
engineering by MPLS routers, conne<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>