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Abstract other does not (or to a lesser extent). It is then natural (and
profitable) to give priority to the packets of the first applic
In this paper, we analyze a discrete-time priority queue tion.

with a session-based arrival process. We consider an in-  gesides priority scheduling, there are numerous other
finitely large user population, where each user can start scheduling types proposed in the literature to diversify
and end sessions. Sessions belong to one of two classes anife Quality-of-Service (QoS) of different applications. A
generate a variable number of fixed-length packets which (theoretical) scheduling discipline is Generalized Pssoe
arrive to the queue at the rate of one packet per slot. The sharing (GPS). With this discipline, the ‘transmissiontuni
lengths of the sessions are generally distributed. Packetsspends weighted fractions of its capacity on the different
of the first class have transmission priority over packets of ¢|asses. Delay-sensitive traffic gets a larger weight than
the other class. The model is motivated by E-commercegejay-insensitive traffic, so that it gets some kind of pref-
web servers and web servers handling delay-sensitive andsrential treatment. One possible implementation of GPS is
delay-insensitive content. By using probability gene@ti  \eighted Fair Queueing. For a further overview of such
functions, performance measures of the queue such as th%cheduling disciplines, we refer to [12]. However, prigrit
moments of the packet delays of both classes are calcuIatedschedu"ng is still one of the most popular scheduling types

The impact of the priority scheduling discipline and of the gjnce it is relatively easy to implement and to operate.
session nature of the arrival process is demonstrated. We

furthermore use our analysis to provide specific results for
an E-commerce web server.

In the current paper, we further consider an arrival pro-
cess induced by a two-layered structudessionare started
and terminated by users on the higher layer. These sessions
inject trains ofpacketdn the network. Since we perform a
discrete-time analysis, we assume time is divided intesslot
of equal length and we assume that packets of a session ar-
rive to the queue at the rate of one packet per slot. Note
1 Introduction that this two-layered structure introducésie correlation
in the packet arrival process. Indeed, since the packets in

We analyze a two-class discrete-time Head-Of-the-Line & Session arrive in consecutive slots, the number of packet
(HOL) priority queue with a session-based arrival process. &Tivals in one slot depends on the number of arrivals in

HOL priority scheduling is one of the main scheduling Préevious s_lots. Session-based arrival processes are an ade
types in network buffers to diversify the delays of traffic duate choice to model, e.g., the common segmentation of
streams with different delay requirements [24].When delay data files into packets before their transmission through a
sensitive high-priority packets (packets of voice and gide télecommunication network [14, 17].
streams, gaming ...) are present in the buffer, they are In particular, the suggested arrival process is an ideal
transmitted. Best-effort low-priority packets can thusyon candidate to model the output buffer of a web server [15].
be transmitted when no high-priority traffic is present. An- A web server is a computer system that accepts requests
other reason why one would like to diversify the delay char- from users for a certain web page or embedded file and that
acteristics of different applications is the following:eoap- responds by sending the requested file to the user. Traffic
plication might provide revenues for the provider while an- generated by a web server towards its output buffer can be
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described by a session-based arrival process. In the castic service times equal to one slot have been studied in
of an E-commerce web server, it makes sense to prioritize[4, 9, 11, 13, 19, 20, 22, 25, 26, 28, 30, 31, 35]. Hashida and
the downloads on a (potential) revenue base [27], that is,Takahashi [13] analyze a two-class priority system, where
to give priority to the transmission of packets of content the high-priority arrivals and low-priority arrivals areg
that is likely to provide (large) revenues. Furthermorestno erned by a two-state Markov-modulated Batch Bernoulli
web pages contain content that is delay-sensitive, for in- Process and a Batch Bernoulli Process respectively. The
stance multimedia content. Priority can then also be givennumbers of per-slot arriving high-priority packets are -gov
to the transmission of files containing this content oveeoth erned by an underlying Markov chain and the numbers of
downloads [37]. per-slot low-priority arrivals are independent and identi
From a queueing-analysis point of view, the combina- cally distributed (i.i.d.). Application of a conservatitaw
tion of a priority scheduling discipline and a session-ldase leads to expressions for the mean delays of both classes.
arrival process with generally distributed session leagth Takine et al. [26] analyze the same model as in [13] by
forms the main novelty of this paper. We thereby extend means of matrix-analytic techniques. Moments of high-
previous analyses [5, 32] where the session lengths werepriority, low-priority and total system contents and mo-
assumed to have a specific distribution (deterministic andments of high-priority and low-priority delay are calcddt
geometric respectively). The distributions of the session In [25], bounds for the delay distribution are given in a
lengths may further be class-dependent, which reflects thaimulti-server queue with a rather general arrival process. X
different priority classes represent different applicas. bier Albizuri et al. [35] study the delay of the low-priority
We analyze the buffer contents (i.e., the number of packetstraffic in a multi-server queue by assuming that the number
in the buffer) as well as the packet delays (i.e., the num- of servers available for the low-priority traffic is variabl
ber of slots a packet stays in the buffer) of both the high- (depending on the number of high-priority packets served at
priority and low-priority class usingrobability generating  the time). Mehmet Ali and Song [22] analyze a queue with
functions(pgfs). In contrast with the specific session-length the arrival process existing of a number of two-state Marko-
distributions studied in the past (see [5, 32]), an infinite- vian sources and by using probability generating functions
dimensional state vector has to be defined when dealingln [19], priority queueing systems with a general number of
with generally distributed session lengths. This combined priority classes are analyzed. The distribution of the num-
with the priority scheduling makes the analysis of the low- ber of per-slot arrivals depends on the state of a two-state
priority buffer content and packet delay far from straigintf Markov chain. In [4, 20], two-class multiserver queues are
ward. Nevertheless, closed-form formulas for the means ofanalyzed with the number of arrivals i.i.d. from slot to slot
these stochastic variables (and in most cases also forrthigheThe joint pgf of the system contents of both classes is cal-
moments) can be found by means of the analysis techniqueculated in both papers (although the analysis in [4] is more
developed in this paper. From a networking point of view, tedious than in [20]). The pgfs of the delays of both types
the added value lies in the application of our results to an of packets are also calculated in [20]. From these pgfs, mo-
E-commerce web server. We finally note that this paper is ments of the analyzed stochastic variables are calculated i
the extended version of [1]. both papers. In [4], the corresponding probabilities are fu
The remainder of the paper is structured as follows. In thermore numerically determined using Fast Fourier Trans-
the next two sections, we describe some related literatureforms, while these probabilities are analytically approxi
and present the mathematical model respectively. In sectio mated for high values of the stochastic variable (tail proba
4, we construct a functional equation. This functional equa bilities) in [20]. Walraevens et al. [30, 31] study the stgad
tion is the starting point of the analysis of the steadyestat state buffer content and packet delay in the special case of
number of arrivals per slot, the steady-state buffer cdanten an output-queueing switch with Bernoulli arrivals and the
and steady-state packet delay, described in sections 8, 6 antransient buffer content respectively. Finally, in [9, 28],
7, respectively. Numerical examples are treated in sectiondifferent queueing models with finite buffer size are stddie
8, while we apply our results to an E-commerce web server

in section 9. We finally conclude this paper in section 10. A second important characteristic of our model is the

session-based nature of the arrival process. First-lst-Fir
. Out (FIFO) queues with session-based arrivals are ana-

2 Related literature lyzed in [2, 3, 8, 33, 34]. Bruneel [2, 3] and Wittevron-
gel [33] analyze different aspects of FIFO queues with a

A first property of our model is the HOL priority session-based arrival process and geometrically disédbu
scheduling. There have been a large number of contri-session lengths. This model is further extended to gener-

butions in the related literature with respect to the per- ally distributed session lengths by Wittevrongel and Brline
formance analysis of HOL priority queues. In particu- [33,34]. De Vuyst et al. [8] further added a second corre-
lar, discrete-time HOL priority queues with determinis- lation in the model (besides the session nature of the &rriva



process) by introducing a two-state environment that deter pmf /;(¢), j = 1,2, ¢ > 1. The packets of a session arrive
mines the number of starting sessions. Somewhat relatedack to back at the rate of one packet per slot. For further
on/off-type arrival models are considered in[10,18,3Bjpa  use, we defing;(n) as the probability that a clagssession

for the FIFO case. Further in [6], sessions consisting of athat is going on for slots continues at least one more slot,
fixed number of packets are considered in case of an uncori.e.,

related packet arrival process.

In view of the importance of priority scheduling, HOL i(n) 2 1- Zi:lllj(i) _ ®)
priority queues with session-based arrivals have been stud 1= 370 15(9)

ied as well. Daigle [7] calculates mean session delays in a
continuous-time priority queue with session-based dgiva
Our current analysis is a direct extension of the analyses
in [5] and [32] where discrete-time HOL priority queues are
analyzgd with deterministic and geometric session lengths Ap(z1, ) 2 E [Ztlu,k Z;z,k] _ (4)
respectively.

The total numbers of class-1 and class-2 packets arriving
during slotk are denoted by, , andas j respectively and
their joint pgf is defined as

The transmission times of the packets equal one slot and per

3 Framework and queueing model slot one packet is transmitted (if there is any).
Packets of class 1 have HOL priority over packets of
We make extensive use of probability generating func- _class 2. This means that as I_ong as there are class-1 packets
tions (pgfs) in this paper. The pgf of a generic discrete inthe buffgr, they are transmitted. A class-2 packet can onl
random variableX is defined asX(z) 2 E[X] with be transmitted w/hen there are no class-1 packets_ present.
E[] the expected-value operator. There is a one-to-one ON @veragep;(1) classj sessions are started in a ran-

map between the probability mass function (pmf)) 2 dom slot, each generating, on averagé(l) packets (the
ProbX = n],n > 0 and its pgfX (z), asX(z) is the z- mean value of a random variable is given by the first deriva-

tive in 1 of the pgf of the variable). Therefore the load gen-
erated by clasg-packets equals

X(2) = Y ()=, (1) p; =B} (1)L (1), (5)

n=0

transform of the sequende:(n),n > 0}:

j =1,2. We assume a stable system, i.e., the total jpad
X (z) thus completely characterizes the random variable. is smaller than 1:

Note thatX (1) = 1. Furthermore, moments of the ran-
dom variable are easily calculated by means of the moment-  pr = p1 + p2 = B{(1)L(1) + Bj(1)Ly(1) < 1. (6)
generating property of pgfs. For instance, the mean value

of a random variable is given by taking the derivative ofits 4  Start of the analysis

pafin 1: EX] = X'(1). Itis straightforward to extend
the notion of pgfs to the joint pgf of more than one random

variable. . . . ) .. of the system. In a second part, we construct a functional
We consider a discrete-time single-server system with in- equation that summarizes this Markov chain and that is the

finite buffer space. Time is assumed to be slotted. There ar&ating point of further calculations in the next sections
two types of sessions, namely sessions of class 1 and ses-

sions of class 2. The numbers of newly generated class- 4.1 Markov-chain description
sessions during consecutive slots are independent and iden

tically distributed (i.i.d.). The numbers of newly genet
class-1 and class-2 sessions during &latre denoted by
b1 1 andby ;, respectively. Their joint pgf is defined as

In this section, we first give a Markov-chain description

The arrival process is fully described by the random vari-
ablese; ,, 1, representing the number of clagsessions that
deliver theirn-th packet during slat. Indeed, the following

relationships hold:
Bla1, ) £ E [ 2] @) P
. ik = bjk; 4 @)
Note that the numbers of sessions of both classes gener- Cjmitp = SoChk cﬁfi,,,k_p n>1,

ated during a slot may be correlated. The corresponding
marginal pgfs are denoted 8 (z) (j = 1, 2) and are given
by B(z,1) andB(1, z) respectively.

Each clasg session lasts a random number of slots .
which is assumed generally distributed with dgf{ =) and The random vari::lblejfzhk_1 equals 1 if and only if thé-th

j =1,2. Foragivem, thecgfl,wk_l’s are i.i.d. random vari-
ables with values O or 1. The same holds fordﬁ};,kfl's.
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Figure 1. Example illustrating the involved
random variables of the arrival process. Dur-
ing slot k two high-priority sessions (red, on
top) and two low-priority sessions (blue, bot-
tom) are sending a packet. All non-zero ran-
dom variables concerning slot k are given.

active session of clagsthat has sent the-th packet during
slot £ — 1 continues to send a packet in the next slot. The
equations (7) can then be understood as follawys;;, rep-
resents the number of clagsessions that deliver their first
packet during slok and therefore equals the new number
of sessions that start in that slot. The variablg,; , cor-
responds to the number of clagpackets that deliver their
(n+1)-st packet and therefore equals the number of ¢jass-
packets that delivered theirth packet in the previous slot
(ej,n,5—1) and that are still sending a packet during the cur-
rent slot.

The variables; 1., the total number of classpackets ar-
riving during slotk, can be expressed as

(oo}

aj k= Z €jn.ks
n=1
The above defined variables are illustrated in Figure 1.

We further denote the buffer content of class-1 packets
and class-2 packets at the beginning of &idty ; ;, and
ug i, respectively. The following system equations then di-
rectly follow from the HOL priority scheduling of class-1
packets over class-2 packets:

j=1,2. ®)

U g1 = [ur e — 1T+ aq k;
U 41 = [U2,k — luy —0] T + azk,

)

where[.]* denotes the maximum of the argument and 0 and
with 1x the indicator function ofX (1 if X is true and O if
X is false).

A Markovian state description of the system is given by
(61,1,k—1, €1,2,k—1y-++, UL Kk, €21,k—1,€22k—15- - 7U2,k)
and equations (7)-(9) fully describe the behavior of the
system.

4.2 Construction of the functional equa-

tion

We introduce the joint pgf of the state vector:

Pk(l’1717l’172, ce ey 1,021,222, -4 22)
oo
Ay €jn,k—1 Uj,k
=E H H Ljn %
j=1 \n=1
(10)
It follows that
Pk+1($1,1,$1,2, ceey 21,221,X22, -4, 22) =

2 oo + 1 ]+
} Nejn.k [ug,,—1] U2,k —Luy =0

E (Tjnz;) 21 22

j=1n=1
—E b1k ba
=E|(z1121)"" (22,122)

2 oo €jn—1,k—1 .
e’ —1,k—1
x<ETI1I (@j,nzg) Tt
j=ln=2 =1

[ug,—1]"

X Z9 1u1,k:0

uy,r—1
~ le,k

U2,k
Z9 1“1,k>0] }

= B(x1,121,9€2,122)

2
“\E HH(Cj,n(xj)nHZj))ej,n,k,l

j=1n=1

[uz,p—1]"

X 22 lul,k:()

x 2T (11)

by using the law of total probability, using system equa-
tions (7)-(9) and by taking into account thiat, and b,
are statistically independent of the other random vargble
involved. Here,

Cin(z) £E [z"g)k—l} =1-pj(n)+pjn)z, (12)

n > 1,7 = 1,2. This follows from the fact that the
Cﬁ,k—fs are Bernoulli-distributed random variables as



mentioned before (see Figure 1). We now use the prop-5 Number of arrivals

erty that a system void of clagspackets at the beginning

of a slot implies that no clasgpackets arrived in the sys- Define the joint pgfE(z1,1, €1 2, .., T2,1, T2,2, ..) as fol-
tem during the previous slot. Or in other words, using that lows:

a; -1 = 0-or equivalently that; , .1 = 0 for all n - if

ujik = 0, we find E(z11,21,2, .., 21, %22, ..) = hm E H H el I
j=1n=1
Peii(x1,1, 21,2, .., 21, T2,1, T2,2, .-, 22) (19)
B(x1121,2212 . . _
= w[h(@ — 1) P(0,...,0) + 29X i.e., it is the joint pgf of the numbers of class-1 and class-2
172 sessions that deliver theirth packet (for alln > 1) during
Py(Cr1(x1,221), Cr2(w1,321), -, 21, C2,1(72,222), -, 22) an arbitrary slot in steady state. This pgf is given by
+ (21 — 22) P (0, ..,0,Ca 1 (22,222), Co2(22,322), .., 22)].
(13) E(x1,1,21,2, ., 2,1, %22, )

ZP($1’1,$1’2,..,1,1’2’1,$2’2,..,1)
In steady statel’, and P, ; both converge to the same lim- =B(21.1,22,1)
iting function P. It then follows from equation (13) that this , ’
. . ) i ) x E(C ,C sy C yer).
function must satisfy the following functional equation: (Cra(@i2), Cra(ens) 21(w22), )

(20)
P(x11,212,.,21,T21,T2.2, .., 22) The last step is found by puttingg = 2z, = 1 in (14).
_ B($1’1;1;52’122> ea(za — PO, ...0) & 22 eS)l(Js"cgtsivsil??g)rIg?tions of (20) then lead to the following
P(Cy1(z1,221),Cr2(21,321), -, 21, C21(22,222), ., 22) E(z11,21,2,.., %21, %22, ..)
(51 = 22)P0, .0, Caa(@22%2), Caa(2%2), - Z@}Q) =TI B\ @1ms1). 08" (22.011)),  (21)

The functional equation (14) contains all information con- with

cerning the steady-state behavior of the system, although

not in transparent form. Nevertheless, several explicit re (") Zl +z (1 — Zl ) , (22)
sults can be derived from it, which is the subject of the fol-

lowing sections. j = 1,2. To obtain (21), we have used the following rela-

For future reference, we end this section with the defini- tionships, which can easily be derived from (3) and (12):
tion of some joint pgfs concerning the class-1 and the total

system content: Cj(Cj2(.Cin(z)..))
Pi(z1,29,..,2) 2P(x1, 79, .., 2,1,.., 1), (15) _Zl ( ZZJ(Z)> 5 (23)
=1
P b AR ) AR 16 . .
T($1,1 T1,2 A562,1 T22 2) (16) lim Cj,i(Cj (O ( ).)) = i>1, (24)
:P($171,I172,..,Z,IQJ,I’QQ,..,Z), n—oo
7 =1,2.
that is,P; equalsP with arguments, ; (for all j > 1) and The joint pgf of the total numbers of arrivals of both
25 equal to 1 andPr equalsP with argumentsz; and z; classes during a random slot in steady state is given by

both equal te:. The corresponding functional equations are
d P 9 q A(Zlsz) :E(Zlvzlw'aZQaZQv")

Py(21, 33, .., 2) :w[(z ~1)P(0,.,0)  (17) = ﬁ B(g™ (1), 9" (22)),  (25)

+ P (C11(x22),C2(232), .., 2)], L . .

1(C1a(w22), Cra(®s2) ) which is found from (21). Taking the necessary derivatives
of this expression delivers all moments of the class-1selas
Pr(211, 21,2, @21, T2.2, ) 2) 2 and to_tal numbers of arrivals per slot in steady state. We
Blz1 12, 9.12) find, for instance, that

1,1<, 42,1
=———7[(z—1)Pr(0,..,0 18
s = UPr0.,0) (19) Ela,] = B(1)L}(1), (26)

+ Pr(Cr1(21,22), C1,2(21,32), .., C2,1(22,22), -, 2)]. as expected.



6 Buffer content We note thaft’(z) is a pgf. As a result’(1) = 1 and all
derivatives ofY” in 1 can be calculated from (32). The first

derivative for instance is given by

Y'(1)

For generalzy 1,212, .., 21, 2,1, T2,2, -, 22), the func-
tional equation (14) is hard to solve. Therefore, we solve it
for a specific set of these arguments and discuss how mo-
ments of the steady-state buffer content are calculated. We
also comment on the consequences of the fact that we are By puttingz; = z in (31) and by substituting, by 1 and

L—p1

(33)

not able to solve the functional equation for general argu-

ments.
6.1 Solving the functional equation

We here select only those values©f,, andz;, n >
1,7 = 1, 2, for which theP-functions on both sides of equa-
tion (14) have identical arguments (when non-zero), i.e., w
choosemj,n = Cj,n(xj,n+lzj) fOI'j =12,n > 1. By
using (3) and (12) in this expressian; ,, can be solved in
terms ofz;. Denoting this solution by; »(z;), we find

S5, i)

Xjm(zj) === 50 >0 (27)
1=20 i)

In particular, we have thak;.(z;) = L;(z;)/z; and

X;n(1) = 1,n > 1. Choosingz;, = x;n(z;) in (14),
we obtain

P(Xl,l(Z1), X1,2(21), . Zl>X2,1(22),X2,2(z2), - 22)
__ B(a(z1), La(22))
22 [21 — B(L1(21), L2(22))]

+ (Zl — ZQ)P(O, cey 0, X271(22), Xng(Zz), cey 22)}
(28)

[221 (Zg — 1)P(O, eey 0)

P(x1,1(21), x1,2(21)5 -+, 21, X2,1(22), x2,2(22), .., 22)  can
be fully determined by applying Rouéls theorem and the
normalization condition, as is e.g. done in [32]. This leads
to

P(0,..,0,x2.1(22), x2,2(22), .., 22)
_ Y(z)(22 —1)P(0,..,0)
B 20 — Y (22) ’
P(0,..,0) =1 — pr

(29)
(30)
and finally

P(x1.1(21), X1,2(21), - 21, X2.1(22), X2,2(22), -, 22)
(- )B(Ll(m), Lo(2)) (22 — 1) 21 — Y (22)
T Zl_B(Ll(Zj),LQ(Zz)) ZZ_Y(ZQ)’

(31)

with Y (z) implicitly defined as

Y(2) £B(L1(Y (2)), La(2)), |Y(2)| < 1if|z| < 1.

(32)

z respectively, we find

Bi(L1(2))(z = 1)

Pl(Xl,l(z)>X1,2(Z)a "’Z) = (1 - Pl) Y Bl(Ll(Z))
(34)
Pr(x1,1(2), x1,2(2); -+, x2,1(2), x2,2(2), -, 2)
:(1 _ pT)B(Ll(Z)aIQ(Z))(Z — 1)7 (35)

2= B(L1(2), L2(2))

with P; and Pr defined in (15) and (16), respectively. Note
that in order to obtain (34) from (31), I'dpital’s rule has to

be applied. This calculation further needs expression (33)
for Y’(1). Expressions (34) and (35) will be used in the
next subsection and the following sections.

6.2 Calculation of moments

By substitution ofz; , andzz,, (n > 1) by 1 in ex-
pression (14), a functional equation is found for the joint
pgf of the buffer contents of both classes. It does not seem
to be possible to derive an explicit expression for this pgf
from this functional equation. However, all moments of the
class-1 and the total buffer content as well as the mean of the
class-2 buffer content can be calculated from the results of
subsection 6.1. The moments of the class-1 content can be
calculated from (17) and (34) by taking appropriate deriva-
tives (for more details on this we refer to [34]). Similarly,
the moments of the total buffer content are calculated from
(18) and (35). The mean class-2 buffer content is finally
calculated as the difference between the mean total buffer
content and the mean class-1 content.

Obtaining higher moments of the class-2 buffer content
is still an open issue at the moment, since the dependency
between the class-1 and class-2 buffer contents influences
these. As discussed before, we are not able to character-
ize this dependency. However, we show in the following
section that this does not prohibit us from obtaining the mo-
ments of the low-priority packet delay.

7 Packet delay

The delay of a packet is defined as the number of slots
between the end of the packet’s slot of arrival and the end of
its departure slot (thus excluding its arrival slot and k|
ing its departure slot). Within each class, we assume that
packets are transmitted in the order of their arrival. Recal



that class-1 packets have HOL priority over class-2 packets with 1} ni the number of packets arriving after slsf of
We analyze the class-1 and class-2 packet delays separatethei- -th class-1 session that generatechith packet during

in the remainder of this section. slot S,. The virtual delay thus equals the superposition of
the buffer content just after sldf; and to be transmitted
7.1 Class-1 packet delay no later than@, and the packets that arrive after sl

of class-1 sessions which were already generating a packet

The analysis of the class-1 packet delay is rather easyduring slotS,. Note that the ", ;'s are all independent of
once the observation is made that transmission of class-lhe system state just after sISt_> Their pgf is given by
packets is not influenced by class-2 packets in the system X1..(2) (see (27)). With the definition
due to the HOL priority scheduling discipline. Due to a dis-
tributional form of Little’s law being applicable here [29] ra Ul
D1 (z), the pgf of the class-1 packet delay in steady state, is Q@ 22,9,2) = [(H on’ ) L 1 > (39)
expressed in terms of the pdj (1, .., z) of the buffer con-
tent of class 1 at the beginning of a random slot, as follows: €xpression (38) leads to the pgfws:

MG Y @e  WeR) FEETT = Qaa() xae(2) 0 1/22). (40)

P, Relating the buffer content distribution just after the\eadr
We may thus derive the moments of the class-1 packet delays|ot of a random class-2 packet to the buffer content distri-
from the moments of the class-1 system content. We arguechytion at the beginning of a random slot (i.e., a manifesta-
inthe pl’eViOUS section that we are able to calculate therlatt tion of the typ|Ca| renewa|-theory paradOX, see e.g. [23]),

D1 (Z)

The mean class-1 packet delayiH[is given by we find
/ " " / 2
1 1 (37) :PT(mlaxQM-;lv"az)_PT('rthv"aya“vz)
p2(1—y ’
The mean delay of a high-priority packet is thus influenced 2 ) (41)

by the mean values and the second moments of the class-
1 session lengths and of the number of starting sessions ofVith Pr the function analyzed in section 6.

class 1in a slot. We now relate the delay, and the virtual delayv, of
packet@s,. Obviously, the virtual delay is an integral part
7.2 Class-2 packet delay of the delay. During the transmission of a certain packet

belonging to the virtual delay workload, say packethew

The analysis of the steady-state class-2 packet delay isclass-1 sessions may be generated, the transmissionof thei
more involved, because of the HOL priority discipline. We packets adding to the delay @%. During the transmission
tag a random class-2 packet and denote itjay We de- of the packets of these class-1 sessions new class-1 session
note the slot during whick), arrives byS,. We first make ~ may in turn be generated, which further add to the delay of
the following key observation: if a class-1 packet is trans- @2, etc. The total number of all packets of all these sessions
mitted beforeQ-, all packets of the same session of this (including packef itself) is called thesub-busy perioéhi-
class-1 packet are transmitted befdje as well. Indeed, tiated byP. Summarizing, we can write
only other class-1 packets can be transmitted between the wa—1
transmlssmn_s of two randomly chosen packets shme dy = Z v+ 1, (42)
class-1 session.

Furthermore, we denote the number of class-1 sessions
that have sent theii-th packet during slof> by e7 ,,, and
the total system content at the beginning of the foIIowmg
slot byw.. Furthermore, let, indicate the number of pack-
ets arriving during slof; and to be transmitted after packet
Q). Before writing down an expression for and analyzing
the delay of)2, we first concentrate on thertual delayw,
of Q. This virtual delay is here defined as the delay when
nonew sessionare generated after slSt. Thenws equals

=1

with vy ; the sub-busy period added by ti¢h packet of
the wrtual delay workload. Note that these;’s are all

i.d. and their common pgf is denoted B (z). By z-
transformmg expression (42), we then obtain

DQ(Z) éE[Zdz] = Vl (Z)

(43)

Using (40), we find

i Da(s) R0 AE) (), . 1Y) VAE)).

T D) L (38) Vi(2) »
n=11:=1




class-2 session lengths and of the number of starting ses-
sions of class 1 and class 2 in a slot. It further depends on
The use of (41) in the latter expression provides us with anthe covariance between the number of class-1 and class-2

expression foDs(z) in terms of thePr-function andV; (z). 0°B
The Pr-function is characterized by (18) and (35). So what starting sessions in a slot (throu%zl Oz (1,1)).

1 2
remains is the calculation of the functidf. Higher moments of the class-2 packet delay can be cal-
In order to do this, we note that the ;'s in expression  culated as well.
(42) can be expressed as

- 8 Numerical examples
b1,

i =1+ Z Z ”( )’ (45) Our results can be used by practitioners to estimate the

m=ln=1 (mean) delay that high- and low-priority packets sustain in

with b; ; the number of new class-1 sessions generated dura particular network node. The influence of the correlation
ing the transmission of theth packet of the virtual delay  in the arrival process on the mean delays can also be char-

workload, ?{"” the number of packets the-th session of ~ acterized. o _
b t d;(m ") th b-b dinitiated by th We illustrate our findings by means of a numerical ex-

1.; contains an e sub-busy period initiated by the ample. We assume that class-1 and class-2 sessions are both
n- th packet of then th session ob, ;. Indeed, a sub-busy

generated according to independent Poisson processes with
period initiated by a packet consists of the transmissioh sl

. means\; and )\, respectively. We thus have
of that packet and the sub-busy periods of all packets of all ! 2 fesp y
sessions that are generated during that slot. Note that the B(z1, 25) =eM 17 Deha(z2-1) (48)
(m n), ’ ’

vy, 'sareiid. having the same pgf as the;’s, i.e., V1.
Expression (45) then leads to the following implicit expres We are primarily interested in the influence of the variaili

sion forV: of the session lengths on the performance of the system, i.e.
on the mean packet delays of both classes (for the influence
Vi(z) =2B1(L1(Vi(2))). (46) of the mean session lengths we refer to [5, 32]). Therefore,
) o we firstly consider the example of negative binomially dis-
Although this does not lead to an explicit formula figr, tributed classj session lengths with parametens andp;,

its derivatives in 1 can be explicitly calculated due to the ; e., with pgf
knowledge tha¥; (1) = 1, sinceV; is a pgf.

Expression (44) combined with expressions (41) and Pz M
(46) enables us to calculate the moments of the class-2 Lj(z) = <m)
packet delay as functions of (partial) derivatives of the !
function, evaluated for all arguments equal to 1. We have By decreasingn; while keeping B;] = L (1) = m;/p;
argued in the previous section that these derivatives can beonstant, the variance of the session lengthgiMar=
calculated. In general, the calculations of the moments ofm (1 — pj)/p§ can be increased while the mean value is
the class-2 delay are however highly complex, since severakept constant. It may be noted that; = 1 corresponds
partial derivatives ofPr have to be calculated, which is a to a geometric distribution, whilp; = 1 corresponds to
non-trivial task. For instance, the first derivative of eeg@r  deterministic session lengths.
sion (44) evaluated in = 1 leads to an expression contain- Throughout this section, we consider the high-priority
ing (partial) derivatives of1..,, V1 and Pr. These deriva-  load to be a quarter of the total load, i.e.,= p,/pr =
tives can in turn be calculated from expressions (27), (46)0.25. The means of the session lengths equal 16 slots for
and (18) and (35) respectively. The following final expres- both classes.
sion for the mean class-2 packet delay can then be obtained In Figure 2 (Figure 3 respectively), we depict the mean

delays of packets of both classes as functions of the total

(49)

Elds] = D)(1) = 1+ prls(1) By(1)Ly(1) load p whenmsy = 2 (m; = 2 respectively) and for vary-
2L5(1)(L = pr)  2B5(1)(1 = pr)  ingm, (m- respectively). Firstly, it can be concluded from
0’B , these figures that priority scheduling indeed differepsat
021029 (L)L (1) B (1)L} (1) + BY(1)(Ly(1))? the delay characteristics of both classes. Secondly, we see
+ BL(1)(1 — pr) 21— p1)(1 = pr) : that the mean delays of packets are influenced by the vari-

(47) ance of the session lengths of their own class. Thirdly, it is
shown that the mean delay of low-priority packets is also in-

The mean low-priority packet delay is thus influenced by fluenced by the variance of the high-priority session lesgth
the mean values and the second moments of the class-1 andlthough not as much as by the variance of the lengths of



Figure 2. Mean packet delays of both classes Figure 3. Mean packet delays of both classes

versus the total load for a = 0.25, E[l1] = 16, versus the total load for « = 0.25, E[l;] = 16,
E[l.] = 16 and mo = 2. Higher m; means a E[lz] = 16 and m, = 2. Higher my means a
lower variance of the session lengths of class lower variance of the session lengths of class
1. 2.

: . . . . i d though.
the sessions of its own class. Obviously, the high-priority envisaged thoug

acket delay does not depend on the low-priority arrival
Srocess_ d P priory 9 Performance of an E-commerce web server

In the first two figures, we showed the mean delays when
the variance of the session lengths was less than or equa,giI

to the variance of geometrically distributed session lesigt files to th Two't f content tored on th b
(with the same mean value). To conclude, we show the im- lies tone users. Two types of content are stored on the we
server, content that provides revenues (class 1) and donten

pact of higher variances of the session lengths in Figuresth td L (cl 2) Wi | del on the situati
4 and 5. In Figure 4, the class-2 session lengths are geo- at does not (class 2). We apply our mode] on the situation

metrically distributed, while the variance of the clase$-s Qescribed in [16] and depicted in Figure 6. The W.(Eb server

sion lengths is assumed to equdl (162 — 16). The rela- is connected to the Internet through a gateway, whlch is con-

tive deviation of the mean class-2 packet delay, defined as?'dered the bottleneck. In the gateway, a bgffer |s_theeefor

(Elds) k- — Elda]sc,—1)/Elds] k.1, is plotted for sev- installed and packets of class 1 are transmitted, via the out
1= 1= 1=1

eral values ofc. Note that the reference casé — 1 cor- put channel, with priority over class-2 packets. Our analys
responds to the geometric distribution. The caSe= 0 is used to calculate the mean delay that packets sustain in

corresponds to the deterministic case while > 1 cor- thevgatewa):.h del f thi ¢ | th
responds to distributions that have a larger variance than ¢ use the model from this paper to analyze the per-
the geometric one. Note that a variance with> 1 can formance of the web server. Therefore, we first assign
easily be constructed by using a mix of geometric distri- values to some relevant model parameters. We assume
butions. In Figure 5, the class-1 session lengths are geo-that the ogtput ‘?ha”'."e' of the gateway has a bandmdth
metrically distributed and the variance of the class-2 ses-Of 100 Mbit/s. Likewise, the packets of each session are

; . transferred by the web server to the gateway at the rate
sion lengths is assumed to equél (162 — 16). Now, the :
relative deviation(E[ds) i,k — Elda]x,—1)/Elda] s, 1 of of 100 Mbit/s. We assume further that each packet con-

the mean class-2 packet delay is plotted for several val-tains 100 bytes. Since it takes exactly one S!Ot 1o trans-
ues of K. From both plots, it is once again concluded mit a packet, the slot length equals;8. Sessions cor-

that the variances of the class-1 and class-2 session kangthreSppnd .to the .reque_stedl files. The session length (i.e.,
have a non-negligible impact on the mean class-2 delay.the file sizes) distribution is taken from a real trace. The
Furthermore, we conclude from Figure 5 that in this case trace can be found at http.//lta.ee.IbI_.gov/htmI/conIEFbA-
Eldo]se,—ic = C(K).Elda]sc,—1, with C(K) nearly inde- HTTP.htmt, and contains the recordlqgs of web requests of
pendent of the total load when the load is high. This is not one day. We have rounded the byte sizes to the nearest mul-

the case when the high-priority lengths are varied. A linear tiple of 100 Bytes. The mean session size then equals 8502
relation between the relative deviation aAdcan still be 1The logs were collected by Laura Bottomley (laurab@ee. kg

We consider an E-commerce web server. Users request
es and the web server responds by sending the requested
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Figure 6. Conceptual scheme of a web server
connected to the Internet through a gateway

Eld] | E[ds] | FIFO
a =025 9.724 | 16.622| 14.897
a =05 | 11.448| 18.347| 14.897
a=0.75 | 13.173| 20.072| 14.897

Table 1. Mean class-1 and class-2 packet de-
lays (in us)in the E-commerce web server for
some values of a. The packet delay in case
of FIFO is included as reference value.

Bytes, with a variance of 5.004e9. We assume that the num-
bers of requests during a slot are distributed according to a
Poisson process. The trace exists of 36677 (valid) requests
over 24 hours, which leads to a mean number of 3.396e-6
requests per slot. Finally, we assume that each request is
of class 1 with probabilityy and of class 2 with probability

1 — « (independent of other requests).

In a first scenario, we assume that the file sizes of both
classes have the same distribution, i.e., the distribudadn
culated from the trace. In Table 1, some values of the mean
packet delays of both classes are given for three different
values ofa. As a reference value, we have also added the
mean packet delay when FIFO scheduling is implemented
instead of priority scheduling. In the latter case, the mean
delay is independent of the class andwfnd equals about
7 us more than the transmission time of a packep$3.
Thus, on average, a packet has to waits7in the gateway.

It is seen that this value can be reduced to abous Dy
giving priority to requests that provide revenues if these r
guests are only a small part (a quarter) of the total number
of requests, and to abouts if it constitutes a big part (3/4)

of the requests. Of course, the price to pay is an increase of
the mean low-priority packet delay, namely abouts?more

for o = 0.25 and more than s extra fora = 0.75.

In a second scenario, we split the trace into two groups:
group A contains all request files with size smaller than or
equal to 1900 Bytes and group B consists of the request files
that are larger than 1900 Bytes (1900 Bytes is the median
of the request file size distribution, so groups A and B ap-
proximately exist out of the same number of requests). The
request file sizes of group A have a mean of 734 Bytes and
a variance of 2.453e5, while those of group B have a mean
of 16369 Bytes and a variance of 9.950e9. In Table 2, we
show the mean delay of both priority classes for two dif-
ferent cases: (a) class 1 equals group A and class 2 equals
group B (small request files have priority), and (b) class 1
equals group B and class 2 equals group A (large request
files have priority). We conclude that the advantage of a
priority scheduling is much larger when the high-priority
request files are generally small. Furthermore, giving pri-
ority is especially advantageous to packets of small rdques



Eldi] | Eldo]
class 1 =group Al 8.001 | 15.254
class 1 =group B 14.897| 14.912

Table 2. Mean class-1 and class-2 packet de-
lays (in us) in the E-commerce web server for
some class-dependent distributions of the
packet sizes.

files: there is a difference of almosyg between both cases
for the mean packet delay of group-A packets, while there
is only a minor difference oft us for the mean packet delay

of packets of group B.

10 Conclusion

In this paper, we studied a discrete-time two-class pri-
ority queue with a two-layered arrival process. Packets of
variable-length sessions of both classes arrive to thesyst

Vlaanderen), Belgium.
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