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#### Abstract

In this paper, we investigate multi-class multi-server queueing systems with global FCFS policy, i.e., where customers requiring different types of service - provided by distinct servers - are accommodated in one common FCFS queue. In such scenarios, customers of one class (i.e., requiring a given type of service) may be hindered by customers of other classes. The purpose of this paper is twofold: to gain (qualitative and quantitative) insight into the impact of (i) the global FCFS policy and (ii) the relative distribution of the load amongst the customer classes, on the system performance. We therefore develop and analyze an appropriate discrete-time queueing model with general independent arrivals, two (independent) customer classes and two class-specific servers. We study the stability of the system and derive the system-content distribution at random slot boundaries; we also obtain mean values of the system content and the customer delay, both globally and for each class individually. We then extensively compare these results with those obtained for an analogous system without global FCFS policy (i.e., with individual queues for the two servers). We demonstrate that global FCFS, as well as the relative distribution of the load over the two customer classes, may have a major impact on the system performance.
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## 1 Introduction

We study a discrete-time queueing system with infinite waiting room, two types (classes) of customers, each class having its own dedicated server. Service times of all customers are deterministically equal to 1 slot each. All customers are accommodated in a common queue and are served in their order of arrival, regardless of the class they belong to, i.e., the service discipline is "global FCFS". Dedicated service and a common queue can arise in various contexts, ranging from weaving sections on highways $[15,16]$ to input queueing in packet switches $[2,13,19,24]$. We refer to [6] for more details of those applications.

The purpose of this paper is twofold: to gain (qualitative and quantitative) insight into the impact of (i) the global FCFS policy and (ii) the relative distribution of the load among the customer classes, on the system performance. We study the stability of the system and the system-content distribution at random slot boundaries; we also obtain mean values of the system content and the customer delay, both globally and for each class individually. We then compare these results with those obtained for an analogous system without global FCFS policy (i.e., with individual queues for the two servers).

The model under consideration is fundamentally different from traditional multi-class systems. In traditional multi-class systems, customers of different classes compete for the same resources $[1,8,10,12,17,22,23]$. In the current system on the other hand, each server is dedicated to one specific class of customers. A major consequence is that traditional multi-class systems are work conserving, whereas the system described here is non-work-conserving, for two different (orthogonal) reasons. First, the fact that the two servers $A$ and $B$ are dedicated to only one type of customers each, may result in situations where only one of the servers is active even though the system contains more than one customer (of the same type, in such a case). This implies that we cannot expect the system to perform as well as a regular two-server queue with two equivalent servers, i.e., servers able to serve all customers. In this paper, we consider this form of inefficiency as an intrinsic feature of our system, simply caused by the fact that the customers as well as the servers are non-identical. The second reason why the system is non-work-conserving lies in the use of the global FCFS service discipline. This rule may result in situations where only one server is active although the system contains customers of both classes. Such situations occur whenever the two "eldest" customers in the system are of the same type: only one of them can then be served (by its own dedicated server), and the other is at the front of the queue and "blocks" the access to the second server for customers of the opposite type further in the queue. This second form of inefficiency is not an intrinsic feature of two-class systems with dedicated servers, but rather it is due to the accidental order in which customers of both types happen to arrive (and receive service) in the system. It is this second mechanism that we want to emphasize in the paper.

Although global FCFS is related to resource sharing, there are fundamental differences. In traditional resource sharing, systems with the same type of customers and servers are merged. In this paper, resource sharing refers to sharing a buffer instead of servers, and our servers are dedicated to specific classes of customers. In addition, traditional resource sharing is motivated from efficiency reasons (see e.g. [20]), whereas a common queue arises when it is not physically feasible or desirable to provide separate queues and can have a detrimental effect on the system performance.

There exists some overlap between the current paper ${ }^{1}$ and our conference paper [4] and its extended version [6], where we also consider global FCFS. In [4] and [6] however, we focus on the influence of "class clustering" (i.e., the tendency of customers of equal classes to arrive back-to-back) under the assumption of symmetric load of the customer classes. In the current paper, we omit the assumption of symmetric load, and we investigate the impact of the relative load distribution on the system performance. This paper is also related with our conference paper [14], where we also focus on the combination of global FCFS and relative load distribution. As compared to [14], we here consider a discrete-time queueing model, which is more natural in a telecommunications context, where operations are synchronized to the system clock. In addition, discrete-time systems can be used to approximate continuous-time systems, but the reverse is generally not true [21]. A second major difference as compared to [14], is that we here consider deterministic instead of exponential service times. In continuous time, studying deterministic service times is a lot more difficult as compared to exponential service times, due to the loss of the memoryless property of the exponential distribution. Considering a discretetime queueing model not only is more natural in a clocked context, but also allows a more tractable analysis in case of deterministic service times, by letting the slot length correspond with the length of a service time.

The remainder of the paper is organized as follows: in section 2 the investigated model is described in detail. The stability of the system and the system-content and delay characteristics at random slot boundaries are analyzed in section 3. Analogous results in case of individual queues (no global FCFS) are briefly summarized in section 4 . Section 5 discusses some numerical results, in order to quantitatively determine the impact of the global FCFS policy and the relative distribution of the load on the performance of the system. Finally, some conclusions are drawn and directions for future research are given in section 6 .

## 2 Mathematical model

We consider a discrete-time queueing system with infinite waiting room, two servers, named $A$ and $B$, and two types (classes) of customers, named $A$ and $B$. Each of the two servers is dedicated to a given class of customers, i.e., server $A$ can only serve customers of type $A$ and server $B$ can only serve customers of type $B$. Service times of all customers are deterministically equal to 1 slot each. Customers are served in their order of arrival, regardless of the class they belong to, i.e., the service discipline is "global FCFS".

The arrival process of new customers in the system is characterized in two steps. First, we model the total (aggregated) arrival stream of new customers by means of a sequence of independent and identically distributed (i.i.d.) discrete random variables with common probability mass function (pmf) $e(n)$ and common probability generating function (pgf) $E(z)$ respectively. The (total) mean number of arrivals per slot, in the sequel referred to as the (total) mean arrival rate, is given by

$$
\lambda \triangleq E^{\prime}(1)
$$

Next, we describe the relative distribution of the arrival stream (and thus of the load) amongst the customer classes. We assume that an arriving customer belongs to class $A$ with

[^0]probability $\sigma$, and to class $B$ with probability $1-\sigma$, independently from customer to customer. The mean per-class arrival rates, $\lambda_{A}$ for class A and $\lambda_{B}$ for class B , are then given by
$$
\lambda_{A}=\sigma \lambda \quad ; \quad \lambda_{B}=(1-\sigma) \lambda
$$

## 3 System analysis

### 3.1 Stability

Let us observe the behaviour of the system at a random slot in a nearly-saturated condition. It is clear that, regardless of the types of the customers in the queue, at least one (i.e., the eldest) customer leaves the system at the end of the slot. A second (i.e., the second eldest) customer might also leave the system, but this is dependent on the equality of its type with the type of the customer that certainly leaves the system. As a result, the mean number of customers that can leave the system at the end of the slot can be expressed as

$$
1+\operatorname{Prob}[\text { Two eldest customers are of opposite types] . }
$$

It thus remains to determine the probability that the two eldest customers are of opposite types. In that regard, one should be very careful: it would be premature to think that this probability equals the sum of the probability that a random customer is of type A and the next of type $B$ and the probability that a random customer is of type $B$ and the next of type $A$, leading to $2 \sigma(1-\sigma)$. This is incorrect! The reason is that the types of the two eldest customers during consecutive slots are non-independent. If only one customer can be served in a slot and this customer is of type A (thus served by server A), this entails that the second eldest customer is also of type A (otherwise server B would be processing a customer of type B ). As a result, the eldest customer in the next slot is of type A. A similar reasoning holds when the server can only serve one customer in a slot and this customer is of type B. Note, on the other hand, that if both servers are available, this produces no information about the type of the eldest customer in the next slot.
Taking into account the above observations, the active servers during consecutive slots can be characterized by a Markov chain with state space

- $(1, A)$ : server A is active, server B is idle
- $(1, B)$ : server B is active, server A is idle
- (2): both servers are active
and with state transition diagram as depicted in Fig. 1.
Note that, as explained, no direct transitions are possible between the states $(1, A)$ and $(1, B)$. The Markov chain has the following equilibrium distribution:

$$
\begin{aligned}
& p_{1, A}=\frac{\sigma^{3}}{1-2 \sigma(1-\sigma)}, \\
& p_{1, B}=\frac{(1-\sigma)^{3}}{1-2 \sigma(1-\sigma)}
\end{aligned}
$$



Figure 1: State transition diagram of the Markov chain of the servers' activity in a nearly saturated system

$$
p_{2}=\frac{\sigma(1-\sigma)}{1-2 \sigma(1-\sigma)},
$$

where $p_{1, A}, p_{1, B}$ and $p_{2}$ represent the equilibrium probabilities of finding the servers in state $(1, A),(1, B)$ or (2) respectively, during a random slot. The mean number of customers that can be processed during a random slot is thus given by

$$
1+p_{2}=1+\frac{\sigma(1-\sigma)}{1-2 \sigma(1-\sigma)}
$$

As a result, the stability condition of the system reads

$$
\begin{equation*}
\lambda<1+\frac{\sigma(1-\sigma)}{1-2 \sigma(1-\sigma)} . \tag{1}
\end{equation*}
$$

### 3.2 System state description

Let us now consider a non-saturated system, assuming that (1) is satisfied. Whenever the system was empty or contained exactly one customer (two cases) at the previous slot mark, then at the current slot boundary the system contains only those customers that have arrived during the previous slot. As the type of a customer is independent of the types of previous customers, the type of the customer served (if any) during the previous slot has no influence on the types of the customers present at the current slot mark and consequently has no influence on the number of customers that can be served during the current slot. This implies that, in these two cases, the system state does not require any class-related information. If, on the other hand, multiple customers were present at the previous slot mark, then the types of the two eldest customers at the previous slot boundary may have an influence on the type of the eldest customer at the current slot boundary. Indeed, when the two eldest customers in the previous slot were of the same type, the eldest customer in the current slot was the second eldest customer in the previous slot and is thus of the same type. This, in turn, implies that the system state needs to include (at least) information on the type of the eldest customer, in these cases. In view of these observations, the evolution of the system from slot to slot can be described by a Markov chain with state space

$$
\{(0),(1),(i, n), i \in\{A, B\}, n \geq 2\}
$$

where (0) represents an empty system, (1) denotes a system containing one customer and ( $i, n$ ) characterizes a system with $n$ customers, the eldest customer being of type $i$.

### 3.3 System-content analysis

Let $u_{k}$ represent the system content (number of customers in the system, including the customers in service, if any) at slot mark $k$. The pgf of the system content at a random slot boundary in steady state is denoted by $U(z)$. Next, we indicate the type of the eldest customer in slot $k$, when at least two customers are present, by $t_{k}$. The steady-state probabilities corresponding to the states $(0),(1),(i, n)$ are designated by $p_{0}, p_{1}$ and $p(i, n)$, respectively, i.e.,

$$
\begin{aligned}
p_{n} \triangleq \lim _{k \rightarrow \infty} \operatorname{Prob}\left[u_{k}=n\right], \quad n \in\{0,1\}, \\
p(i, n) \triangleq \lim _{k \rightarrow \infty} \operatorname{Prob}\left[t_{k}=i, u_{k}=n\right], \quad i \in\{A, B\}, n \geq 2 .
\end{aligned}
$$

We then have that

$$
U(z)=p_{0}+p_{1} z+Q_{A}(z)+Q_{B}(z)
$$

where

$$
Q_{i}(z) \triangleq \sum_{n=2}^{\infty} p(i, n) z^{n} \quad, \quad i \in\{A, B\}
$$

We now calculate $Q_{A}(z)$ and $Q_{B}(z)$. Therefore, we start from the balance equation for state $(A, n), n \geq 2$ :

$$
\begin{align*}
p(A, n)= & p_{0} \sigma e(n)+p_{1} \sigma e(n) \\
& +\sum_{m=2}^{n+2}[\sigma e(n-m+1)+(1-\sigma) \sigma e(n-m+2)] p(A, m) \\
& +\sum_{m=2}^{n+2} \sigma^{2} e(n-m+2) p(B, m) \tag{2}
\end{align*}
$$

where $e(-1) \triangleq 0$. Multiplying both sides of (2) by $z^{n}$, then summing over $n$ from 2 to infinity and taking into account the definition of $Q_{A}(z)$ yields

$$
\begin{aligned}
Q_{A}(z)= & \sigma\left(p_{0}+p_{1}\right)[E(z)-e(0)-e(1) z] \\
& +\sigma \sum_{m=2}^{\infty} p(A, m) \sum_{n=\max (2, m-1)}^{\infty} e(n-m+1) z^{n} \\
& +(1-\sigma) \sigma \sum_{m=2}^{\infty} p(A, m) \sum_{n=\max (2, m-2)}^{\infty} e(n-m+2) z^{n}
\end{aligned}
$$

$$
+\sigma^{2} \sum_{m=2}^{\infty} p(B, m) \sum_{n=\max (2, m-2)}^{\infty} e(n-m+2) z^{n}
$$

Relying on the definitions of $Q_{A}(z)$ and $Q_{B}(z)$ produces

$$
\begin{align*}
& {\left[z^{2}-\sigma(1-\sigma) E(z)\right.}
\end{aligned} \begin{aligned}
= & -\sigma z E(z)] Q_{A}(z)-\sigma^{2} E(z) Q_{B}(z) z^{2}[E(z)-e(0)-e(1) z]-\sigma p(A, 2) e(0) z^{3} \\
& -\sigma z^{2}[(1-\sigma) p(A, 2)+\sigma p(B, 2)][e(0)+e(1) z] \\
& -\sigma z^{3}[(1-\sigma) p(A, 3)+\sigma p(B, 3)] e(0)
\end{align*}
$$

Before proceeding, we note that the balance equation for state 1 reads

$$
\begin{aligned}
p_{1}= & p_{0} e(1)+p_{1} e(1)+p(A, 2) \sigma e(0)+p(B, 2) \sigma e(1)+p(A, 2)(1-\sigma) e(1) \\
& +p(B, 2)(1-\sigma) e(0)+p(A, 3)(1-\sigma) e(0)+p(B, 3) \sigma e(0)
\end{aligned}
$$

or equivalently

$$
\begin{aligned}
{[(1-\sigma) p(A, 3)+\sigma p(B, 3)] e(0)=} & -p_{0} e(1)+p_{1}(1-e(1))-p(A, 2)[\sigma e(0)+(1-\sigma) e(1)] \\
& -p(B, 2)[\sigma e(1)+(1-\sigma) e(0)] .
\end{aligned}
$$

Invoking this relationship in (3) yields the following linear relation between $Q_{A}(z)$ and $Q_{B}(z)$ :

$$
\begin{align*}
& {\left[z^{2}-\sigma(1-\sigma) E(z)-\sigma z E(z)\right] Q_{A}(z)-\sigma^{2} E(z) Q_{B}(z)} \\
& =\sigma p_{0} z^{2}[E(z)-e(0)]+\sigma p_{1} z^{2}[E(z)-e(0)-z] \\
& -\sigma p(B, 2) e(0) z^{2}[\sigma-(1-\sigma) z]-\sigma(1-\sigma) p(A, 2) e(0) z^{2}(z+1) . \tag{4}
\end{align*}
$$

Along the same lines as above, a second equation for $Q_{A}(z)$ and $Q_{B}(z)$ can be deduced:

$$
\begin{align*}
{\left[z^{2}-\right.} & \sigma(1-\sigma) E(z)-(1-\sigma) z E(z)] Q_{B}(z)-(1-\sigma)^{2} E(z) Q_{A}(z) \\
= & (1-\sigma) p_{0} z^{2}[E(z)-e(0)]+(1-\sigma) p_{1} z^{2}[E(z)-e(0)-z] \\
& -(1-\sigma) p(A, 2) e(0) z^{2}[(1-\sigma)-\sigma z]-\sigma(1-\sigma) p(B, 2) e(0) z^{2}(z+1) . \tag{5}
\end{align*}
$$

The unknown partial generating functions $Q_{A}(z)$ and $Q_{B}(z)$ can now be found by solving the set of linear (algebraic) equations (4) and (5), which yields

$$
\begin{aligned}
Q_{A}(z)=\sigma z^{2} & {\left[\left\{-(1-e(0)) z^{2}+[\{1+(1-\sigma)(1-e(0))\} E(z)-1] z\right.\right.} \\
& +E(z)[1-\sigma e(0)-(1-\sigma) E(z)]\} p_{0}
\end{aligned}
$$

$$
\begin{align*}
&+\left\{-(1-e(0)) z^{2}+\{1+(1-\sigma)(1-e(0))\} z E(z)\right. \\
&-E(z)[\sigma e(0)+(1-\sigma) E(z)]\} p_{1} \\
&+\left.e(0)\left\{z^{2}-\{(1-\sigma) z+\sigma\} E(z)\right\} p(B, 2)\right] \\
& /\left[z^{3}-z^{2} E(z)+\sigma(1-\sigma) z E(z)(E(z)-2)+\sigma(1-\sigma) E(z)^{2}\right]  \tag{6}\\
& Q_{B}(z)=(1-\sigma) z^{2}\left[\left\{-(1-e(0)) z^{2}+[\{1+\sigma(1-e(0))\} E(z)-1] z\right.\right. \\
&+E(z)[1-(1-\sigma) e(0)-\sigma E(z)]\} p_{0} \\
&+\left\{-(1-e(0)) z^{2}+\{1+\sigma(1-e(0))\} z E(z)\right. \\
&-E(z)[(1-\sigma) e(0)+\sigma E(z)]\} p_{1} \\
&\left.+e(0)\left\{z^{2}-[\sigma z+(1-\sigma)] E(z)\right\} p(A, 2)\right] \\
& /\left[z^{3}-z^{2} E(z)+\sigma(1-\sigma) z E(z)(E(z)-2)+\sigma(1-\sigma) E(z)^{2}\right] \tag{7}
\end{align*}
$$

Furthermore, we still have the balance equation for state 0 :

$$
p_{0}=p_{0} e(0)+p_{1} e(0)+p(A, 2)(1-\sigma) e(0)+p(B, 2) \sigma e(0)
$$

which is equivalent with

$$
\begin{equation*}
p(A, 2)=\frac{[1-e(0)] p_{0}-p_{1} e(0)-p(B, 2) \sigma e(0)}{(1-\sigma) e(0)} \tag{8}
\end{equation*}
$$

On account of $(6)-(8), U(z)$ is equal to

$$
\begin{align*}
U(z)= & p_{0}+p_{1} z+Q_{A}(z)+Q_{B}(z) \\
= & (z-1) E(z)\left[\left\{(2 \sigma-1) \sigma z^{2} e(0)+(1-\sigma)\left[(2 \sigma+1) z^{2}-2 \sigma(E(z)-1) z-\sigma E(z)\right]\right\} p_{0}\right. \\
& +\left\{(2 \sigma-1) \sigma z^{2} e(0)+(1-\sigma) \sigma z(2 z-E(z))\right\} p_{1} \\
& \left.+(2 \sigma-1) \sigma z^{2} e(0) p(B, 2)\right] \\
& /\left[z^{3}-z^{2} E(z)+\sigma(1-\sigma) z E(z)(E(z)-2)+\sigma(1-\sigma) E(z)^{2}\right] \tag{9}
\end{align*}
$$

This equation still contains three unknown boundary probabilities $p_{0}, p_{1}$ and $p(B, 2)$. It is, however, possible to express $p(B, 2)$ as a function of $p_{0}$ and $p_{1}$ by invoking the "rate-in-rateout" principle. The "rate-in-rate-out" principle expresses that in steady state the average
number of customers leaving the system in a slot equals the mean arrival rate $\lambda$, which leads to:

$$
\begin{equation*}
\lambda=p_{1}+(2-\sigma) Q_{A}(1)+(1+\sigma) Q_{B}(1) . \tag{10}
\end{equation*}
$$

Invoking (6) and (7) (for $z=1$ ) in (10) enables us to express $p(B, 2)$ in terms of $p_{0}$ and $p_{1}$ :

$$
\begin{aligned}
p(B, 2)= & {\left[\{(1-\sigma)(1+\sigma)-e(0) \sigma(1-2 \sigma)\} p_{0}+\sigma\{1-\sigma-e(0)(1-2 \sigma)\} p_{1}\right.} \\
& +\sigma(1-\sigma)+\lambda\{1-2 \sigma(1-\sigma)\}-1] /[(1-2 \sigma) \sigma e(0)]
\end{aligned}
$$

It can be shown that the same result can be obtained from the normalizing equation of the pgf $U(z)$, i.e., from the condition $U(1)=1$. Using this relation in (9) finally results into

$$
\begin{align*}
U(z)= & (z-1) E(z)\left[p_{0} \sigma(1-\sigma)\left\{z^{2}+2 z(1-E(z))-E(z)\right\}+p_{1} \sigma(1-\sigma) z\{z-E(z)\}\right. \\
& \left.-z^{2}\{\sigma(1-\sigma)-1+\lambda[1-2 \sigma(1-\sigma)]\}\right] \\
& /\left[z^{3}-z^{2} E(z)+\sigma(1-\sigma) E(z)(E(z)-2) z+\sigma(1-\sigma) E(z)^{2}\right] . \tag{11}
\end{align*}
$$

The remaining boundary probabilities $p_{0}$ and $p_{1}$ can be determined by relying on the analytic property of pgf's, which implies that zeroes of the denominator of $U(z)$ inside the closed complex unit disk $\{z \in \mathbb{C}:|z| \leq 1\}$ must also be zeroes of the numerator of $U(z)$.

It can be proved by using Rouché's theorem that the denominator of $U(z)$ has 3 zeroes inside the complex unit disk and that at least one zero equals 1 . It is not difficult to see that the other two zeroes, say $z_{1}$ and $z_{2}$, are different from one (by taking the first derivative of the denominator, and invoking the stability condition and the analyticity of pgf's). When $z_{1} \neq z_{2}$, the two remaining boundary probabilities $p_{0}$ and $p_{1}$ in (11) can now be calculated by solving the set of linear equations

$$
U_{N}\left(z_{i}\right)=0, \quad i=1,2
$$

where $U_{N}(z)$ is the numerator of $U(z)$ in equation (11). If $z_{1}=z_{2}$, then the second equation reads

$$
U_{N}^{\prime}\left(z_{1}\right)=0
$$

### 3.4 Performance measures

Once the two probabilities $p_{0}$ and $p_{1}$ have been computed, several performance measures of the system can be extracted from (11). First of all, the total mean system content, $\mathrm{E}[u]$ can be deduced by taking the first derivative of (11) at $z=1$ :

$$
\begin{equation*}
\mathrm{E}[u]=\frac{2 \sigma(1-\sigma)\left[\left(1-p_{0}\right)(3 \lambda-2)+p_{1}(1-\lambda)\right]+2 \lambda(1-\lambda)+\left[\sigma^{2}+(1-\sigma)^{2}\right] E^{\prime \prime}(1)}{2[1-\lambda-\sigma(1-\sigma)(1-2 \lambda)]} \tag{12}
\end{equation*}
$$

Owing to the independent occurrence of the two customer classes in the arrival process (class A with probability $\sigma$ and class B with probability $1-\sigma$ ), we can also easily derive approximations for the per-class mean system contents, denoted as $\mathrm{E}\left[u_{A}\right]$ and $\mathrm{E}\left[u_{B}\right]$ for types $A$ and $B$ respectively:

$$
\begin{equation*}
\mathrm{E}\left[u_{A}\right] \approx \sigma \mathrm{E}[u] \quad ; \quad \mathrm{E}\left[u_{B}\right] \approx(1-\sigma) \mathrm{E}[u] . \tag{13}
\end{equation*}
$$

The reasoning behind these approximations is that, possibly apart from the eldest customer in the system, all the (possible) other customers in the system have never belonged to the "set of the two eldest customers" in the system and their types have therefore not been influenced by the types of previous customers. This implies that these customers belong to class A and B with probabilities $\sigma$ and $1-\sigma$ respectively, independently of all other customers. The type of the eldest customer, however, could be determined by the types of previous customers if the two eldest customers belonged to the same class one slot earlier. Upper and lower bounds for $\mathrm{E}\left[u_{A}\right]$ (or $\mathrm{E}\left[u_{B}\right]$ ) can be obtained by assuming that the eldest customer belongs to class A (or class B , respectively) with probability 1 or 0 respectively. This leads to

$$
\begin{aligned}
& \sigma \mathrm{E}[u]-\sigma \leq \mathrm{E}\left[u_{A}\right] \leq \sigma \mathrm{E}[u]-\sigma+\left(1-p_{0}\right), \\
& (1-\sigma) \mathrm{E}[u]-(1-\sigma) \leq \mathrm{E}\left[u_{B}\right] \leq(1-\sigma) \mathrm{E}[u]-(1-\sigma)+\left(1-p_{0}\right),
\end{aligned}
$$

which shows that the approximations (13) are pretty good.
Next, using (the discrete-time version of) Little's law [11], i.e., $\mathrm{E}[u]=\lambda \mathrm{E}[d]$, we can derive the mean delay $\mathrm{E}[d]$ of an arbitrary customer from this as

$$
\begin{equation*}
\mathrm{E}[d]=\frac{2 \sigma(1-\sigma)\left[\left(1-p_{0}\right)(3 \lambda-2)+p_{1}(1-\lambda)\right]+2 \lambda(1-\lambda)+\left[\sigma^{2}+(1-\sigma)^{2}\right] E^{\prime \prime}(1)}{2 \lambda[1-\lambda-\sigma(1-\sigma)(1-2 \lambda)]} \tag{14}
\end{equation*}
$$

Approximations for the per-class mean delays $\mathrm{E}\left[d_{A}\right]$ and $\mathrm{E}\left[d_{B}\right]$ can be analogously obtained by applying Little's law to the class-A or class-B customers individually, which leads to

$$
\begin{equation*}
\mathrm{E}\left[d_{A}\right]=\frac{\mathrm{E}\left[u_{A}\right]}{\sigma \lambda} \approx \frac{\mathrm{E}[u]}{\lambda}=\mathrm{E}[d] \tag{15}
\end{equation*}
$$

and

$$
\mathrm{E}\left[d_{B}\right]=\frac{\mathrm{E}\left[u_{B}\right]}{(1-\sigma) \lambda} \approx \frac{\mathrm{E}[u]}{\lambda}=\mathrm{E}[d] .
$$

The above result shows that the mean delay of an arbitrary type-A customer is approximately equal to the mean delay of an arbitrary type-B customer, which is intuitively acceptable in view of the global FCFS service policy which does not discriminate between the two customer classes.

## 4 Individual queues

In this section, we summarize results for an analogous model as described in section 2 , but without the global FCFS policy, implying that customers cannot be blocked by customers of other types. This thus corresponds to a system with two individual single-server queues with single-slot service times, one with mean arrival rate $\sigma \lambda$ and the other with mean arrival rate $(1-\sigma) \lambda$.

### 4.1 Stability

It is not difficult to see that the stability condition for this system is given by

$$
\begin{equation*}
\lambda<\min \left\{\frac{1}{\sigma}, \frac{1}{1-\sigma}\right\} \tag{16}
\end{equation*}
$$

This should be compared with the inequality (1) in case of global FCFS. It is straightforward to prove that

$$
\begin{equation*}
\frac{1-\sigma(1-\sigma)}{1-2 \sigma(1-\sigma)} \leq \min \left(\frac{1}{\sigma}, \frac{1}{1-\sigma}\right) \tag{17}
\end{equation*}
$$

for $0<\sigma<1$. Hence, in general, the stability condition is more stringent in case of global FCFS, meaning that the maximum tolerable arrival rate is smaller. When $\sigma=0$ or $\sigma=1$, both systems are equivalent with a single-server queue fed by an arrival process with mean arrival rate $\lambda$ and stability condition $\lambda<1$. It is worth noting that the inequality (17) also implies that the stability condition (1) in case of global FCFS not only guarantees global stability (for the total system content), but also individual stability for each customer type.

### 4.2 Performance measures

The pgf of the system content at random slot boundaries in one individual queue is given by the well-known formula for a discrete-time single-server system with service times of one slot (see e.g. [3], [21]):

$$
U_{i}(z)=\frac{\left(1-E_{i}^{\prime}(1)\right)(z-1) E_{i}(z)}{z-E_{i}(z)}, \quad i=A, B
$$

where $U_{i}(z)$ is the pgf of the system content in the class- $i$ queue. The corresponding mean system content of type $i$ is given by

$$
\mathrm{E}\left[u_{i}\right]=U_{i}^{\prime}(1)=E_{i}^{\prime}(1)+\frac{E_{i}^{\prime \prime}(1)}{2\left[1-E_{i}^{\prime}(1)\right]} .
$$

Here the function $E_{i}(z)(i=A, B)$ denotes the pgf of the number of type- $i$ arrivals per slot. In view of the lack of interclass correlation in the arrival process, $E_{A}(z)$ and $E_{B}(z)$ are given by

$$
\begin{aligned}
& E_{A}(z)=E(1-\sigma+\sigma z) \\
& E_{B}(z)=E(\sigma+(1-\sigma) z)
\end{aligned}
$$

which leads to the following explicit expressions for $\mathrm{E}\left[u_{A}\right]$ and $\mathrm{E}\left[u_{B}\right]$ :

$$
\begin{aligned}
& \mathrm{E}\left[u_{A}\right]=\sigma \lambda+\frac{\sigma^{2} E^{\prime \prime}(1)}{2(1-\sigma \lambda)}, \\
& \mathrm{E}\left[u_{B}\right]=(1-\sigma) \lambda+\frac{(1-\sigma)^{2} E^{\prime \prime}(1)}{2(1-(1-\sigma) \lambda)} .
\end{aligned}
$$

The system contents in buffers A and B are, in general, not independent. (A notorious exception is the case of Poisson arrivals, where $E(z)=e^{\lambda(z-1)}$, because in this particular case, the two partial arrival streams for the two customer classes happen to be independent.) As a result, the pgf of the total system content is (in general) not just the product of the individual pgf's. However, the mean value of the total system content ( $\mathrm{E}[u]$ ) is always given by the sum of the mean values of the system contents in the individual queues, leading to

$$
\begin{align*}
\mathrm{E}[u] & =\mathrm{E}\left[u_{A}\right]+\mathrm{E}\left[u_{B}\right] \\
& =\lambda+E^{\prime \prime}(1)\left(\frac{\sigma^{2}}{2(1-\sigma \lambda)}+\frac{(1-\sigma)^{2}}{2[1-(1-\sigma) \lambda]}\right) . \tag{18}
\end{align*}
$$

Again, we can derive the global mean customer delay $\mathrm{E}[d]$ from this by means of (the discrete-time version of) Little's law [11]:

$$
\mathrm{E}[d]=\frac{\mathrm{E}[u]}{\lambda}=1+E^{\prime \prime}(1)\left(\frac{\sigma^{2}}{2 \lambda(1-\sigma \lambda)}+\frac{(1-\sigma)^{2}}{2 \lambda[1-(1-\sigma) \lambda]}\right) .
$$

Similarly, the per-class mean delays $\mathrm{E}\left[d_{A}\right]$ and $\mathrm{E}\left[d_{B}\right]$ are obtained as

$$
\begin{equation*}
\mathrm{E}\left[d_{A}\right]=\frac{\mathrm{E}\left[u_{A}\right]}{\sigma \lambda}=1+\frac{\sigma E^{\prime \prime}(1)}{2 \lambda(1-\sigma \lambda)} \tag{19}
\end{equation*}
$$

and

$$
\mathrm{E}\left[d_{B}\right]=\frac{\mathrm{E}\left[u_{B}\right]}{(1-\sigma) \lambda}=1+\frac{(1-\sigma) E^{\prime \prime}(1)}{2 \lambda[1-(1-\sigma) \lambda]} .
$$

Note that the global mean delay E [ $d$ ] can also be derived from

$$
\mathrm{E}[d]=\sigma \mathrm{E}\left[d_{A}\right]+(1-\sigma) \mathrm{E}\left[d_{B}\right]
$$

## 5 Influence of global FCFS and relative load distribution

In this section, we investigate the influence of the global FCFS policy and the relative load distribution on the behavior of the system. We have therefore first depicted the maximum tolerable arrival rate $\lambda$, as derived from equations (1) and (16), versus the load-distribution parameter $\sigma$ in Fig. 2. On the other hand, the total mean system content $\mathrm{E}[u]$, as defined by equations (12) and (18), is shown versus $\lambda$ and versus $\sigma$ in Figs. 3 and 4 respectively. Curves are plotted for the global FCFS policy as well as for individual queues (i.e., without global FCFS). In Figs. 3 and 4, we have assumed that the number of arrivals per slot has a geometric distribution with mean $\lambda$.

We observe from Fig. 3 that global FCFS only has a minor impact on the mean system content when $\lambda<1$. When $\lambda<1$, fewer customers compete for service, so that an arriving customer more probably enters a sparsely populated system, and thus experiences nearly no blocking of customers of the other type. On the other hand, when $\lambda>1$, an arriving customer is more likely to arrive in a densely populated system and is thus more likely to be hindered by
customers of the other type. This leads to a larger mean system content and a smaller range of tolerable combinations of $\lambda$ and $\sigma$ (i.e., those combinations where the load remains smaller than one) as compared to two individual queues. Note, for instance, that when $\sigma=0.5$, the maximum tolerable arrival rate is 1.5 in case of global FCFS instead of 2 in case of individual queues (Fig. 2). Indeed, the probability that the second eldest customer is of the same type as the eldest equals 0.5 , in which case only one server processes, whereas with probability 0.5 the two eldest customers are of distinct types so that both servers are active. Hence, the mean number of active servers per slot in a nearly saturated system with global FCFS and $\sigma=0.5$ equals $1 \cdot 0.5+2 \cdot 0.5=1.5$.

The figures further illustrate that the system, regardless of whether the global FCFS policy is adopted or not, performs best when $\sigma=0.5$, in terms of smaller $\mathrm{E}[u]$ and larger maximum tolerable arrival rate. The reason is that both servers process an equal fraction of the customers, i.e., work is spread fairly amongst the servers. Distributing the work in computer networking is called "load balancing" and our result here is in agreement with the knowledge that load balancing leads to a more efficient use of resources, a better throughput, et cetera [7, 9, 18]. Figs. 2 and 3 further show that, regardless of the policy, the system performs worst when $\sigma=0$ (or, $\sigma=1$ ). In these cases, all customers have to be processed by the same server, whereas the other server is superfluous. As a result, the system degrades to a single-server system, with stability condition $\lambda<1$, which is reflected clearly in Figs. 2 and 3.

Note that we have only shown values of $\sigma \leq 0.5$ in Fig. 3, as $\sigma=\alpha$ and $\sigma=1-\alpha$ $(0 \leq \alpha \leq 1)$ lead to the same results. The key observation to understand the latter is that for the operation of the system only equality or non equality of the two customer types is of importance. In fact, a system with $\sigma=1-\alpha$ can be conceived as a system with $\sigma=\alpha$ whereby the names of the types A and B have been "swapped". There thus exists a kind of symmetry in the customer types around the value $\sigma=0.5$. This symmetry can be observed clearly in Figs.


Figure 2: Maximum tolerable arrival rate $\lambda$ versus the load-distribution parameter $\sigma$
2 and 4: the curves are symmetric around their best case $\sigma=0.5$ and the more $\sigma$ differs from 0.5 , the worse the system behaves. Indeed, the more $\sigma$ differs from 0.5 , the more the system becomes similar to a single-server system. As $\sigma$ deviates more from 0.5 , the stability condition is eventually violated for $\lambda=1.4$ in Fig. 4, which explains the vertical asymptotes in that case.


Figure 3: Mean system content $\mathrm{E}[u]$ versus the mean arrival rate $\lambda$, for various values of the load-distribution parameter $\sigma$


Figure 4: Mean system content $\mathrm{E}[u]$ versus the load-distribution parameter $\sigma$, for various values of the mean arrival rate $\lambda$

## 6 Conclusions and further research

In this paper, we have analyzed a discrete-time queueing model where two types (classes) of customers, both to be served by their own dedicated server, are accommodated in one common FCFS queue (global FCFS). A customer belongs to the first class with probability $\sigma$ and to the second class with probability $1-\sigma$, independently from customer to customer. We have deduced the stability condition and have calculated the pgf of the total system content, whereafter we have compared these results with those whereby individual queues are provided for the two servers. We have demonstrated that when the mean total arrival rate $(\lambda)$ is smaller than 1 , global FCFS only has a minor impact on the total mean system content, whereas the opposite holds when $\lambda>1$. We have also shown that the system performance is symmetric around $\sigma=0.5$.

There are a number of possible extensions to this work. First, the independence assumption of the types of consecutive customers in the arrival stream could be relaxed. The simplest possible extension in this respect would probably be to assume that the types of consecutive customers form a first-order Markov chain. This comes down to assuming that the probability that the next customer belongs to class A or B depends on the type of the previous customer. In fact, a very specific special case of this kind of model was considered in our earlier paper
[4], where we introduced a "cluster parameter" in the description of the arrival process, which denotes the probability that the next customer has the same type as the previous customer. In [4], however, we assumed that the cluster parameter did not depend on the type of the previous customer, which basically comes down to assuming equal loads for both customer classes. This could be relaxed to two class-dependent cluster parameters, i.e., arbitrary transition probabilities for the Markov chain mentioned above. However, it is to be expected that the analysis of this more general case would be considerably more complicated than the analyses in [4] and in the current paper. Of course, even more general assumptions than first-order Markov could be envisaged, such as alternating periods (of random length) in which only customers of type A or B respectively, arrive in the system, and so on. Another restriction of the current work is the assumption that all service times are deterministically equal to 1 slot. Although this assumption greatly simplifies the analysis of the model, it does imply that customers can never "overtake" each other while being served. If the service times, however, were random (and, hence variable), the latter phenomenon could occur and possibly affect the blocking in the system. We plan to tackle such generalizations of the model in future research.
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