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Abstract

Many algorithms for natural language processing rely on manual feature engi-
neering. However, manually finding effective features is a labor-intensive task.
Moreover, whenever these algorithms are applied on new types of content, they
do not perform that well anymore and new features need to be engineered. For
example, current algorithms developed for Part-of-Speech (PoS) tagging of news
articles with Penn Treebank tags perform poorly on microposts posted on social
media. As an example, the state-of-the-art Stanford tagger trained on news article
data reaches an accuracy of 73% when PoS tagging microposts. When the Stan-
ford tagger is retrained on micropost data and new micropost-specific features are
added, an accuracy of 88.7% can be obtained.
We show that we can achieve state-of-the-art performance for PoS tagging of Twit-
ter microposts by solely relying on automatically inferred distributed word repre-
sentations as features and a neural network. To automatically infer the distributed
word representations, we make use of 400 million Twitter microposts. Next, we
feed a context window of distributed word representations around the word we
want to tag to a neural network to predict the corresponding PoS tag. To initialize
the weights of the neural network, we pre-train it with large amounts of automat-
ically high-confidence labeled Twitter microposts. Using a data-driven approach,
we finally achieve a state-of-the-art accuracy of 88.9% when tagging Twitter mi-
croposts with Penn Treebank tags.
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