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$$
\left.\begin{array}{r}
n_{a}=8, n_{b}=4 \\
n_{a, a}=4, n_{a, b}=4, n_{b, a}=3, n_{b, b}=0, \\
n_{a, o}=5, n_{a, p}=3, n_{a, q}=0, \\
n_{b, o}=0, n_{b, p}=1, n_{b, q}=3
\end{array}\right\} \begin{aligned}
& \text { With these counts, how } \\
& \text { can we build local } \\
& \text { models? }
\end{aligned}
$$
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(with $x, y \in \mathscr{X}$ and $z \in \mathscr{O}$ ):

$$
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Here, with $s=2$ :

$$
\begin{array}{llll}
\underline{Q}(\{a\} \mid a)=2 / 5, & \bar{Q}(\{a\} \mid a)=3 / 5, & \underline{Q}(\{b\} \mid a)=2 / 5, & \bar{Q}(\{b\} \mid a)=3 / 5, \\
\underline{Q}(\{a\} \mid b)=3 / 5, & \bar{Q}(\{a\} \mid b)=1, & \underline{Q}(\{b\} \mid b)=0, & \bar{Q}(\{b\} \mid b)=2 / 5, \\
\underline{S}(\{\boldsymbol{o}\} \mid a)=1 / 2, & \bar{S}(\{\boldsymbol{o}\} \mid a)=1 / 10, & \underline{S}(\{o\} \mid b)=0, & \bar{S}(\{\boldsymbol{S}\} \mid b)=1 / 3, \\
\underline{S}(\{\boldsymbol{p}\} \mid a)=3 / 10, & \bar{S}(\{\boldsymbol{p}\} \mid a)=1 / 2, & \underline{S}(\{\boldsymbol{p}\} \mid b)=1 / 6, & \bar{S}(\{\boldsymbol{p}\} \mid b)=1 / 2, \\
\underline{S}(\{\boldsymbol{q}\} \mid a)=0, & \bar{S}(\{\boldsymbol{q}\} \mid a)=1 / 5, & \underline{S}(\{\boldsymbol{q}\} \mid b)=1 / 5, & \bar{S}(\{\boldsymbol{q}\} \mid b)=3 / 5 .
\end{array}
$$
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\hat{n}_{x, z} & =E\left(N_{x, z} \mid o_{1: n}, \theta^{*}\right) .
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$o_{1: n}$ is the known output sequence, and $\theta^{*}$ represents the model parameter. We can calculate $\theta^{*}$ with the Baum-Welch algorithm, so the idea makes sense.

## Estimated local models
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## Example: predicting future earthquake rates

We want to predict future earthquake rates, based on number of earthquakes in previous years.

## Assumptions:

- Earth can be in 3 possible seismic states: $\mathscr{X}=\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}\right\}$,
- occurrence of earthquakes in a year depends on the seismic state in that year,
- Earth in state $\lambda$ emits $O$ earthquakes in a year: $\mathscr{O}=\mathbb{N} \cup\{0\}$ and emission model $S(o \mid \lambda)$ is a Poisson process, represented by the precise probability mass function $p(0 \mid \lambda)=\frac{e^{-\lambda} \lambda^{0}}{0!}$.

We model our problem as an imprecise hidden Markov model.
Our observation: number of earthquakes from 1900 to 2006
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Based on the data, we learn the (imprecise) transition model.

$s=20$
$\square \underline{Q}\left(\cdot \mid \lambda_{1}\right)$
$\square \quad \underline{Q}\left(\cdot \mid \lambda_{2}\right)$
$\square \quad \underline{Q}\left(\cdot \mid \lambda_{3}\right)$

## Example: predicting earthquake rates
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With the learned imprecise hidden Markov model, we predict future earthquake rates. We use the MePiCTIr algorithm (de Cooman et al., 2010).

$\square$
$s=2$
$\square s=5$

