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Abstract. The purpose of this paper is to determine the added value of pictorial 
stimulus-choice data in customer churn prediction. Using Random Forest and 5 
times 2 fold cross-validation, this study analyzes how much pictorial stimulus – 
choice data and survey data increase the AUC of a churn model over and above 
administrative, operational and complaints data. We found that pictorial-stimulus 
choice data significantly increases AUC of models with administrative and opera-
tional data. The practical implication of this finding is that companies should start 
considering mining pictorial data from social media sites (e.g. Pinterest) or use 
pictures instead of verbal scales in surveys, in order to augment their internal cus-
tomer database. This study contributes to literature in that it is the first that assess-
es the added value of pictorial stimulus-choice data in predictive models. This is 
important because more and more social media websites are focusing on pictures.  

Keywords: Customer Relationship Management, Data Augmentation, Predic-
tive Modeling, Customer Churn, Pictorial Stimulus-Choice Data 
 
 
1 Introduction 

In an increasingly competitive business environment, companies have come to 
realize that their most valuable asset is their customer base (Athanassopoulos, 
2000; Thomas, 2001). As a result, customer churn management has become the 
cornerstone of every customer intelligence department. From an analytical per-
spective, churn management consists of (1) predicting which customers are about 
to churn and (2) evaluating which marketing action is most effective in retaining 
those customers (Hung, Yen, & Wang, 2006). This study focuses on the former. 
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Because a customer’s profitability increases over time, even small increases in 
retention can have substantial impact on a company’s results (Gupta,  Lehmann, & 
Stuart, 2004). Van den Poel & Larivière (2004) show that even an increase of 1%-
point in retention can have a dramatic influence on contributions. Hence, compa-
nies are trying to improve customer churn prediction. In doing so, they adopt three 
main strategies: (1) improving data mining techniques, (2) optimizing the time 
window, and (3) enhancing the customer database (Baecke, & Van den Poel 2011) 
(Ballings & Van den Poel 2012). The latter consists in adding other data types to 
the internal transactional database and will be the focus of this study. Some studies 
also assess the value of other data types in isolation. The internal transactional da-
tabase is considered the baseline for database enhancement because it contains the 
top predictors in extant database marketing modeling: recency, frequency and 
monetary value (RFM) (Baesens, et al., 2002). Since their identification (Cullinan, 
1977), many studies have reported them as being the best predictors of customer 
behavior (e.g. Coussement, & Van den Poel, 2008a). In addition to the RFM vari-
ables, length of relationship (LOR) has also proven to be a top predictor (Van den 
Poel, 2003). Hence, studies that assess other data for analytical Customer Rela-
tionship Management (CRM) purposes, in addition to RFM and LOR, are consid-
ered to have a database enhancement focus.  
 

Table 1 provides a literature review of studies that enhance the customer data-
base in order to improve predictive models in analytical CRM. 

 
Table 1. Literature review of data augmentation in analytical CRM 

 
Study Data-Variables 
Steenburgh, et al., 2003 Geographical data (ZIP-codes) 
Hu, & Zhong, 2008 Clickstream data 
Hill, et al., 2006;  
Benoit, & Van den Poel, 2012 

Consumer network data 

Coussement, & Van den Poel, 2008b 
Coussement, & Van den Poel, 2009 

Call center e-mails 

Baecke, & Van den Poel 2011;  
D'Haen, et al. 2013 

Commercially available survey data 

Baecke, & Van den Poel, 2010 Situational variables: weather, time, sales-
person variables 

Thorleuchter, Van den Poel & Prinzie 
2012;  
D'Haen, et al. 2013 

Customer websites 

Gilman, et al., 2004 Call center dialog transcripts 
Buckinx, et al. 2007 Company survey data: loyalty 
Lariviere, & Van den Poel 2004 Product features 
Wong, et al., 2012 RFID 
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Thanks to the increasing openness of social media platforms to data extraction 
and even the recent rise of a social network in which pictures are the centerpiece 
(Pinterest) new opportunities for data augmentation are created in the realm of pic-
torial content. Pictures contain a massive amount of information and user actions 
(e.g. ‘liking’ a picture) could potentially reveal part of that information. Hence, 
this study aims at contributing to the literature by assessing the added value of pic-
torial stimulus choice data to customer churn prediction over and above traditional 
customer data. Before detailing what pictorial stimulus choice data is, the next 
section will first classify traditional data types. 

 
2 Customer data sources 

According to the required level of investment companies have to make, and to 
which customer behavior the data represents, we differentiate four customer data 
sources that companies can tap into for customer intelligence purposes.  

As Alshawi , et al. (2011) point out, smaller or startup companies have less fi-
nancial abilities to invest in information and data gathering. Because they cannot 
(yet) stem the costs required to store, maintain and mine huge amounts of data 
they focus only on gathering data about necessities (what currently needs to be de-
livered and invoiced). We call this administrative data because it represents cus-
tomer identification and contract specifics acquired through the administrative 
process. The second customer data source, operational data, is the entire history of 
all subscriptions or contracts and operations (Larivière, & Van den Poel, 2005). 
Companies that do have the means to make the necessary investments linked to 
the extra storage, maintenance, software and skill requirements are probably more 
mature and bigger than companies that only use administrative data. The third cus-
tomer data source is complaints data (Coussement, & Van den Poel, 2008b). This 
data type is related to the customer feedback process and requires a significant 
supplementary investment to mine given its often unstructured nature (e.g. email- 
mining). According to the exit-voice theory (Hirschman, 1970), complaining be-
havior is conceived of as one of two options when a customer is dissatisfied, next 
to leaving the provider, and can therefore be a valuable addition to predictive 
models. The fourth and final customer data source is surveys. While surveys are 
primarily aimed at uncovering insights (obtaining cross-sectional data for descrip-
tive models), some companies take it one step further by using surveys as a cus-
tomer data source for intelligence purposes (i.e. longitudinal data for predictive 
models) (Baecke, & Van den Poel 2011). This data type can be conceived of as 
the final category in that customer intelligence departments are adding external 
data from other departments, to their internal data (i.e. administrations, operations 
and complaints data).  

In addition to these traditional sources pictures offer a new opportunity for data 
augmentation. As aforementioned, this is driven by the increasing openness of so-
cial media platforms and the recent rise of picture centered social networks (e.g., 
Pinterest). Even when used in a survey context, pictures can offer substantial ad-
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vantages over traditional verbal surveys. In the following paragraphs we will pro-
vide a discussion of these advantages.  

Although surveys can be an effective means for increasing the predictive accu-
racy of a model, it is a burden for the customer. A reason why customers don’t 
like traditional surveys is, first of all, that many surveys are too long asking the re-
spondent too much of his/her time. To measure a concept, e.g. satisfaction, multi-
item scales are required, meaning that the length of the questionnaire increases 
rapidly with every concept that is measured. Second, language barriers (De 
Pelsmacker & Van Kenhove 2006) are often to be overcome in that the actual 
method of responding is inadequate for the respondent because of the incompati-
bility of the response method with the information that has to be conveyed; certain 
concepts such as emotions are often hard to be verbalized. Third, psychological or 
memory-based barriers (De Pelsmacker & Van Kenhove, 2006) can also pose a 
problem in that the respondent is induced to engage in extensive processing be-
cause the answer to a question can be hard to recall. Fourth, it is also possible that 
respondents are not willing to give certain answers because of social barriers (De 
Pelsmacker & Van Kenhove 2006) (social desirability bias, e.g. de Jong, Pieters & 
Fox, 2010).  

There are also some problems related to traditional surveys in terms of the re-
search itself. First, knowledge barriers (De Pelsmacker & Van Kenhove 2006) are 
said to exist if the respondent doesn’t know the answer (e.g. when the respondent 
is not aware of his own attitudes or motivations). Second, when the respondent is 
in an analytical or rational mood and gives rational answers to emotional questions 
one can speak of barriers of rationality (De Pelsmacker & Van Kenhove 2006). 
These two limitations make traditional survey an ineffective means of acquiring 
certain information.  

Pictures alleviate these problems in that they function as an enabling technique 
(De Pelsmacker & Van Kenhove 2006). Picture association is a task in which the 
respondent is asked to choose a picture or image out of multiple possibilities as re-
sponse to a specific question. Because pictures can contain an enormous amount 
of information and convey it almost instantaneously to the respondent, they are a 
potential means for more efficient surveying. The time the customer will be solic-
ited is shortened drastically thanks to the decrease in the time to understand the 
question (e.g., looking at pictures as opposed to reading multiple questions) 
(Dehouwer & Hermans 1994). This method can also alleviate psychological or 
memory-related barriers by decreasing the demand on the respondent’s cognitive 
processing by facilitating memory retrieval (Hermans, Dehouwer & Eelen 1994). 
In fact, it has been empirically demonstrated that individuals’ memory retrieval is 
more effective when the memory is based upon the same emotion as the emotional 
state at retrieval; this is called the mood congruency effect (Fiedler et al. 2001). As 
such, inducing the emotion that was experienced during encoding can enhance 
memory (Fiedler, et al. 2001). Given that pictures are stronger stimuli of emotion 
than words (Dehouwer & Hermans, 1994), showing the respondent pictures to 
choose from will enhance memory retrieval in a superior way relative to tradition-
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al surveys (words) if one of the pictures contains the same emotional content as 
the memory to be retrieved. For example, when presented with a picture of a per-
son laughing or smiling, in contrast to simply reading the word ‘joy’, respondents 
will more easily experience the emotion ‘joy’ and subsequently more easily re-
trieve memories that are characterized by ‘joy’. In addition, the other aforemen-
tioned barriers can also be alleviated by an image association technique: social 
barriers (pictures can be less specific than words and consequently form less of a 
threat for the respondent to answer), language barriers (no language is required to 
choose a picture), barriers of knowledge (pictures enable a respondent more to 
pinpoint a gut-feeling as opposed to words) and barriers of rationality (pictures are 
stronger stimuli of emotion than words (Dehouwer & Hermans, 1994)) (De 
Pelsmacker & Van Kenhove, 2006). 

In sum, providing an alternative response method (pictures instead of scales) 
can be conceived of as being the source of multiple advantages and would there-
fore be an attractive means of data augmentation. To the best of our knowledge, 
no study has attempted this in the past.  

This study aims to fill this gap in literature by evaluating the added value of 
pictorial stimulus-choice data in customer intelligence over and above the tradi-
tional data sources discussed above. While in traditional surveys the challenge is 
in providing the right answer possibilities, in their pictorial variant it comes down 
to showing the right pictures to choose from. ‘Right’ in this context means that 
they should induce the relevant emotional spectrum and that they should discrimi-
nate between the dependent behaviors. To accommodate this, we tried a variety of 
picture sets. We discuss these picture sets in the ‘Variables’ subsection of the fol-
lowing section. 

 
 
 

3 Methodology 

3.1 Data 

The customers of two Belgian newspaper brands were invited to participate in a 
study. Both brands can be considered similar, except their geographical targeting 
at the province/state level.  One of the two brands consisted of different editions. 
25,897 emails were sent, inviting customers to click on a link to go to an online 
questionnaire (an incentive in the form of a prize was offered). 6,661 (25.7%) cus-
tomers opened the message and of those customers 4,360 (65.9%) clicked through 
to the questionnaire (many dropped out after the first page). 2,605 (59.7%) of 
them were subsequently used in the analysis. While we did this extra survey to ob-
tain the pictorial stimulus- choice data we also included some traditional questions 
such as involvement (Zaichkowsky, 1994), satisfaction (Fornell, et al., 1996), cal-



6  

culative commitment (Gounaris, 2005), affective commitment (Gustafsson, et al., 
2005), normative commitment (Ros, et al. 1999), renewal intentions (Rossiter, 
2002) and value instrumentality (Lindeman, & Verkasalo, 2005). Table 2 displays 
the sample characteristics (see later for cross-validation). 

Table 2: Sample characteristics (5 times 2 fold cross-validation) 

Across folds Average Num-
ber of accounts 

Average 
Relative per-
centage 

 
Standard devia-
tion 

Training/Test data 1302.5   
Non-Churners 1146.94 88.023% 0.306 
Churners  156.073 11.978% 0.305 

 
We merged the survey data with internal data from which we computed varia-

bles in the aforementioned categories. As such, we were able to assess the added 
value of pictorial stimulus-choice data.  

3.2 Time window 

Depending on the length of the subscription and the promotional context, custom-
ers have to pay a certain price for their newspaper subscription. They are sent a 
letter reminding them that they are approaching the end of the subscription and 
asking them whether they want to renew their subscription, along with instructions 
on how to do that. Customers cannot cancel the subscription, as such churn predic-
tion involves predicting whether the customer will or will not renew his or her 
subscription in the four-week period following the end of the subscription. During 
this period, customers keep on receiving newspapers, which they will have to pay 
if they renew.  

In order to predictively discriminate churners from non-churners, the data 
needs to be analyzed according to a specific time window: independent variables 
are to be computed from data from the period preceding the period in which the 
dependent churn variable is observed. Once the model is built in the first step, 
both the independent and dependent period can be shifted forward in time while 
respecting their relative positions in order to deploy the model. Figure 1 displays 
the time-window. 
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Figure 1: Time- window 

 

3.3 Variables 

3.3.1 Administrative data 

Administrative data represents all information regarding agreements made be-
tween the customer and the company at the time of the purchase decision. The da-
ta is acquired at the beginning of the relationship. This entails how much, where, 
when and to whom the newspaper needs to be delivered. It also comprises infor-
mation about the price, payment method and possible promotions.  

3.3.2 Operational data 

While administrative data only holds data about the current subscription level, op-
erational data holds the entire customer history (at the subscriber’s level). This 
means that variables are across subscriptions while they are per subscription in the 
administrative data and that data are acquired during the relationship, in contrast 
to at the beginning of the relationship. 

This data also contains socio-demographic data, as opposed to customer identi-
fication data, and data about suspensions, forward interruptions, credit handling, 
and marketing actions, as well as response to such action (e.g., participation in 
games). Much of the data is not merely contractual as in the administrative data 
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but represents a more complex commercial policy (such as credit and suspension 
processes) and the subsequent usage of the product (subscription) by the customer.  

3.3.3 Complaints data 

This data type contains information about the number and topic of complaints and 
the solution and answer given. Examples of the topic of complaints are: non-
delivery, incomplete newspaper, delivery is too late, wrong newspaper edition. 
Examples of solutions are: create credit, and post delivery.  Examples of answers 
given to customers are: force majeure, mailbox too small, mailman made a mis-
take, employee strike, and weather conditions. Feedback data and the Voice of 
Customers are acquired at customer initiated feedback moments and have been 
shown to be of value in predictive models (Coussement, & Van den Poel, 2008b).  

3.3.4 Survey data 

Survey data can be conceived of as resulting from a company-initiated feedback 
process. Mindset variables (e.g., purchase intentions, commitment, product rec-
ommendations), customer life style information (e.g. interests and opinions) and 
product evaluation data (e.g., overall satisfaction, satisfaction drivers) are exam-
ples of this type of data and are impossible to collect from internal processes. Oth-
er examples are the frequency of reading specific sections (e.g., politics, economy, 
culture, science, tv guide) and whether the customer reads online. 

3.3.5 Pictorial stimulus- choice data 

The final type of data was acquired through a choice process. This data was not 
available with the company so we collected it by sequentially presenting respond-
ents with six picture sets (randomized between respondents) each containing nine 
pictures. The first five sets were accompanied with the following question. “Imag-
ine a typical moment when you are reading [name of newspaper brand]. In gen-
eral, how do you feel at that moment? Choose one of the nine pictures that best 
represents that feeling. Make your choice by clicking on the picture.”. The sets re-
spectively contained pictures of motivational scenes, a man’s facial emotional ex-
pressions, a woman’s facial emotional expressions, geometrical forms and colors. 
A sixth set contained pictures of couples in different relationship stages (such as 
being angry, an open relationship, engagement, marriage, having children, being 
grandparents) preceded with the question “Which of the following pictures best 
describes your relationship with [name of newspaper brand]?” For all pictures and 
sets, dummy-variables were then created indicating whether they were chosen by 
the respondent or not. This resulted in 48 dichotomous variables (6 sets x 9-1 pic-
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tures). Figure 2 represents an example such as the picture sets we used (a woman’s 
facial emotional expressions). 

 

 
Figure 2: example such as the picture sets we used (the orginals were in color) 

 
While we opted for an ad-hoc approach here (an online survey), companies 

could go online and mine social network data (e.g., which photo did a person 
‘like’ out of a particular photo set?). 

3.4 Estimation technique 

We used Random Forest (Breiman, 2001) to create the churn model because of 
multiple reasons. First, literature shows that it is one of the best performing classi-
fication techniques available (Luo, et al. 2004) and is very robust and consistent 
(Breiman, 2001). Random Forest copes with the limited robustness and subopti-
mal performance (Dudoit, et al., 2002) of decision trees by building an ensemble 
of trees (e.g. 1000 trees) and subsequently voting for the most popular class 
(Breiman, 2001). Each tree is grown on a bootstrap sample with a random subset 
of all available predictors. Second, the method does not overfit (Breiman, 2001), 
which is of particular importance for this study due to the relatively large number 
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of predictors we want to test and the small sample size. Third, variable importance 
measures are available for all predictors (Ishwaran, 2004). Fourth, the algorithm 
has reasonable computing times (Buckinx, & Van den Poel, 2005). Fifth, the pro-
cedure is easy to implement: only two parameters are to be set (number of trees 
and number of predictors) (Larivière, & Van den Poel, 2005; Duda, et al. 2001). 
We follow the recommendation of (Breiman, 2001) by using a large number of 
trees (1000) and the square root of the total number of variables as the number of 
predictors. 

3.5 Model performance evaluation criteria 

To evaluate the classification models’ performance we used the area under the re-
ceiver operating characteristic curve (AUC or AUROC). AUC is argued to be an 
objective criterion for classifier performance by several authors (Coussement, & 
Van den Poel, 2008a; Provost, et al., 1998; Langley, 2000; De Bock, et al. 2010). 
The receiver operating characteristic (ROC) curve is obtained from plotting sensi-
tivity and 1-specificity considering all possible cut-off values (Hanley, & McNeil, 
1982). AUC ranges from .5, if the predictions are not better than random, to 1, if 
the model predicts the behavior perfectly (Baecke, & Van den Poel 2011). We use 
AUC instead of accuracy (Percentage of correctly classified, PCC) because AUC, 
in contrast to PCC, is the insensitive to the cut-off value of the ‘a posteriori’ prob-
abilities (Baecke, & Van den Poel 2012; Thorleuchter & Van den Poel 2012). As 
such AUC is a more adequate performance measure (see Baesens, et al., 2002). 
AUC is defined as follows: 
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, with TP: True Positives, FN: False Negatives, FP: False Positives, TN: True 
Negatives, P: Positives (event), N: Negatives (non-event) 
 
Reported AUCs are all averages over five times two-fold cross validation (Diet-
terich 1998; Alpaydin 1999) as explained in the following section.  

3.6 5 times 2 fold cross -validation 

Research has shown that the usual method to compare classification methods (t-
tests to confirm significant differences in the accuracies obtained from k-fold 
cross validation) results in increased type-I error (Dietterich, 1998). Dietterich  
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(1998) and Alpaydin (1999) propose five times two-fold cross validation (5x2cv) 
to cope with the problem. 5x2cv randomly divides the sample (2,605 observa-
tions) in two parts (1,302 and 1,303) and repeats this process 5-times. Each part is 
used both as training and validation part. This process results in 10 AUC’s per 
model (Dietterich, 1998). In order to determine whether models are significantly 
different in terms of AUC, we follow the recommendation of (Demšar, 2006) to 
use the Wilcoxon signed ranks test (Wilcoxon, 1945). 

The Wilcoxon signed-ranks test (Wilcoxon, 1945) is a non-parametric test, 
that ranks, per data set, the differences in performance of two classifiers, while ig-
noring the signs, and compares the ranks for both positive and negative differ-
ences (Demšar, 2006). 

 
 

4 Results 

Figure 3 presents the added value per data type. The lower line is the baseline 
representing the data sources on the horizontal axis. The upper line represents the 
pictorial stimulus choice data in addition to the baseline.  

 
 

 
Figure 3: The added value per data type 

 
 

There are three important conclusions. First, the results indicate that the addi-
tion of the operational data accounts for the biggest increase in AUC. Second pic-
torial stimulus-choice data improves predictive performance. Third, the perfor-
mance improvement of pictorial stimulus-choice data decreases marginally when 
more data sources are considered.  
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When only administrative data is analyzed pictorials add 0.9% to the predictive 
performance. In the case of administrative and operational data, pictorials add 
0.4%. If administrative, operational and complaints data are considered then picto-
rial data adds 0.2% to predictive performance. Finally, when all data are modeled 
(administrative,  operational, complaints, and survey data) pictorial stimulus- 
choice data adds 0.1%. 

Wilcoxon signed-ranks tests of the null hypothesis that both models (baseline 
versus baseline plus pictorial stimulus-choice data) perform equally well are re-
jected for models based on administrative data (p < .01), and administrative and 
operational data (p < .01). Models based on administrative, operational & com-
plaints data are not significantly different (p  >.10). The same conclusion can be 
drawn for models based on administrative, operational, complaints and survey da-
ta (p > .10).  

In the next section we discuss the conclusions in more details. In addition we 
provide an outline of the practical implications. 

 
5 Discussion and practical implications 

 
One of the main strategies for companies to improve their predictive churn 

models is data augmentation. While this is an appropriate strategy for automatical-
ly recorded data (e.g., administrative data, operational data, complaints data) this 
is less the case if the data is the result of a conscious effort of the customer (e.g., a 
survey). Surveys are often considered a burden by customers and companies 
should be concerned with the ratio of information value by the time and effort re-
quired to capture the data. We argue that surveys using a pictorial stimulus-choice 
approach is a viable strategy in that pictures contain a huge amount of infor-
mation, and require less time and effort from the part of the customer in the an-
swering process. Moreover, working with pictures in contrast to answering scales 
can alleviate a myriad of restrictions related to cost-, time-, psychological, lan-
guage, social, knowledge- and rationality- factors. In addition, social networks are 
the longer the more focusing on pictorial content, as testified by the recent rise of 
picture-centered social networks (e.g., Pinterest), which could turn out to be an 
important source of pictorial data for customer intelligence projects. 

In this study we show that the augmentation of companies’ databases with pic-
torial data can significantly improve customer churn prediction, even over and 
above a large number of traditional internal predictors. We have shown that, as 
expected, companies with less data to deploy (administrative and administrative & 
operational data) in their customer intelligence projects would benefit most from 
this kind of data with AUC increases of respectively 0.9% and 0.4%.  

These findings have important practical implications. More and more sources 
of data are accessible and managers’ choice-options for data-augmentation are 
constantly growing. Hence, managers are in need of information about the added 
value of these options. This study offers that information while focusing on differ-



13 

ent managerial scenarios based on the maturity of companies’ data. We have two 
different recommendations based on these scenarios. First, we advise companies 
with less mature data to use pictorial stimulus choice data if they want to increase 
the predictive performance of their models rapidly. Second, companies with more 
mature data (administrative, and operational and complaints) should evaluate 
whether they want to ask the customer to answer a traditional survey, which is of-
ten considered to be a burden, or a pictorial survey. Admittedly, in this study tradi-
tional surveys offer a bigger increase in predictive performance (from 0.8775 to 
0.8817: +0.48% versus from 0.8775 to 0.8794: +0.22%), but the time investment 
of the customers was also much higher for the traditional questions versus the pic-
torial questions (there were also much more traditional questions than pictorial 
questions). As aforementioned, in our opinion it is the ratio of information to time 
investment that is important. 

 
 

6 Limitations and future research 

This study intends to gauge the added value of pictures in predictive models. Since 
a picture contains a huge amount of information, user actions (e.g. ‘liking’ a pic-
ture on a social media platform) could possibly say a great deal about future be-
havior. Whether this is the case depends on the informational content of the pic-
ture. A limitation in this study is then that we tested only six pictorial sets. A 
possible direction for future research is to test more pictorial sets. The construc-
tion of optimal pictorial sets could be an interesting path to explore. 

A second limitation is that we used an ad-hoc approach (an online survey). Fu-
ture research could use a structural approach by mining online social networks. 

A third direction for future research is to model pictorial stimulus-choice data 
with other dependent behavior as the criterion variable. For example, because in a 
customer acquisition case the available data to be incorporated in the model is far 
more limited than in a churn case, the added value of the image association tech-
nique could prove very valuable. 

A final avenue for future research is to try different introductory questions to 
the pictorial sets. In this study we asked to associate a picture with the product ex-
perience, which can be conceived of as a product attribute. These attributes in turn 
affect the overall attitude towards the target (e.g., overall satisfaction with the 
product) (Guo Xiao & Tang, 2009). Subsequently, the attitude towards the target 
affects attitude towards behavior (e.g., commitment to staying in the relationship) 
(Bansal, Irving & Taylor, 2004). This attitude will in turn result in a conscious 
plan to engage in the focal behavior (behavioral intentions) (Solinger, van Olffen 
& Roe, 2008). In sum, attitudes have an impact on observed behavior, from most 
proximal to most distal, through behavioral intentions, attitude toward behavior 
(commitment), attitude toward target (satisfaction) and drivers of attitude toward 
target (drivers of satisfaction) (Fishbein and Ajzen 1975; Solinger, van Olffen & 
Roe, 2008; Eagly & Chaiden’s, 1993; Bansal, Irving & Taylor, 2004; Guo Xiao & 
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Tang, 2009). It might prove valuable to adapt the question to gauge a more proxi-
mal attitude to behavior (e.g., Which picture best represents your commitment to 
stay with the newspaper?). 
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