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ABSTRACT: Information technology support is hard to find for #erly design phases of the architectural
design process. Many of the existing issues in such desigiside support tools appear to be caused by a
mismatch between the ways in which designers think and thys wawhich information systems aim to give
support. We therefore started an investigation of exidtinggpries of design thinking, compared to the way in
which design decision support systems provide informatiothe designer. We identify two main strategies
towards information system support in the early design @h@d9 applications for making design try-outs, and
(2) applications as autonomous reasoning agents. We eytieview implementations for both approaches and
indicate to what extent these strategies can be used towaprtormation system support for the architectural
designer.

1 DESIGN DECISION SUPPORT TOOLS FOR  main, these issues return time and again in the eval-

THE ARCHITECTURAL DESIGNER uation of software applications and their usage in the
AEC domain.

1.1 Current information system support for the As a result, many experts involved in architectural

designer design and construction often fall back on traditional

support tools, such as paper-based sketching, simpli-
Many design decision support tools have been defied simulation models, and so forth. Even when ex-
signed and implemented for the domain of archi-perts decide to use available computer applications for
tecture, engineering and construction (AEC). Thesalesign and decision support, they often use these ap-
tools can be categorized in archive tools, modelingplications in rather pragmatic and traditional ways.
tools, calculation tools, and visualization tools. Ap- Computer-aided design (CAD) applications, for in-
plications in these categories are diverse in their destance, are more often used as ‘computer-aided draft-
sign and implementation approaches, yet they ofteing’ environments. Instead of building complete in-
show similar shortcomings when they are evaluatedormation models for obtaining exact simulation re-
in a real-world contexta malfunctioning information sults, information models are completed when project
flow. The information that can be described withinrequirements are already met and simulations can
modeling applications is either ‘not enough and tooonly alter details in the design. On-topic databases
simple’, or ‘too much and too complex’. The func- with detailed information and sophisticated search
tionality provided by simulation software is ‘not cor- functionalities are largely unused, and instead, archi-
rect’ or ‘irrelevant’. The visualization communicated tectural designers rely on simple keyword searches
by visualization software is ‘not clear’ to the end and the images obtained through these searches.
user. And archive applications typically contain only
the information one ‘does not need’. Additionally, |
none of the applications effectively reuses informa-
tion from any of the other applications. Notwithstand- The amount and diversity of information is one of the
ing the significant amount of effort put into the designmost notable characteristics of a project in the AEC
and implementation of applications for the AEC do-domain. Many domain experts with different back-

.2 The power of interpretation



e Central information structure: provide a central

. i information structure that is to be used by every
i S, o ; partner, as it happens in the building informa-
Q A o tion modeling (BIM) approach (Eastman et al.

2008)).

e Linked data approach: provide a web of inter-
linked information that explicitly and unambigu-
ously combines all information structures.

o What remains missing in these strategies, however,
is the element ointerpretation In each of the envi-
(¢ ‘ ronments or ‘information managers’ depicted in Fig-
/ /,/U i ure 1, namely, resides a unique description or con-
i - ceptual model of the same building design. The four
strategies outlined above suggest to address this sit-
: _ . : . ... uation by somehow assigning a human user with the
Figure 1: Interface points are points where informationnis i o .
terpreted from one schema into the other, both between humaﬁﬁf"S’k of describing a mapping between these concep-
users and information systems (in black) and between irderm tual models. The kind of ‘knowledge’ embedded in
tion systems (in grey). information systems and their mappings are static in-
terpretations of information. If these interpretations
grounds typically meet within the context of a build- are not updated to one’s changing understanding on a
ing project, each of them composing a personal unfegular basis, corresponding applications are rapidly
derstanding of the building design and providing withoutdated.
this personal understanding a specific contribution to We argue that only the element of interpretation
the project. Additionally, each of these experts reliescan enable information managers to keep up with
on diverse software tools. This situation causes a mulsuch a changing understanding. Therefore, the out-
tiplication of the number of information schemas atlined strategies can only provide limited help. Differ-
play in a project. Since these information schemas arent continuously changing conceptual models about
all part of one and the same project, a loirfbrma-  the same physical object(s) remain present in diverse
tion flowswith an equal number ofhterface points environments. The lack of exact overlaps between
emerge between these information schemas. This re&oncepts in these models or interpretations makes it
sults in a situation as depicted in Figure 1. Informa-near to impossible to efficiently combine or relate
tion flows connect the diverse ‘information managers’these models.
of the project, which are both human users and infor-
mation systems. Crucial in this context of continuous , , .
information flows are thénterface pointsvhere two 1.3 {-rl]om(/jto mprove information system support for
understandings come together. Information is inter- € designer

preted from one understanding or information schemas was indicated in Pauwels et al. (2012), Peirce’s
into another in these interface points, thereby makprocess of inquiry and his understanding of abductive
ing them sensitive to misconceptions or ‘mistakes’reasoning (Peirce 1958) provides a possible explana-
because of the possible misunderstanding. These ifion for the element of interpretation. His theory is an
terface points thus supposedly lie at the basis of themportant theory of human cognition that appears to
‘malfunctioning information flow’ identified above.  suggest a reconciliation of the context of discovery
Diverse strategies can be imagined to address thigith the context of justification (Pauwels et al. 2012,
situation. For information exchange between infor-peirce 1958, Aliseda 2004), a distinction that was ear-
mation systems, several strategies are outlined byer made by Reichenbach (1938). A good discourse
Pauwels et al. (2011). These strategies can be comnd illustration of Peirce’s process of inquiry is doc-
pared to the ways in which human users exchange inimented by Flach and Kakas (2000). Nowadays, it is
formation among each other. Suggested strategies argiore or less accepted that Peirce distinguishes three
types of reasoning, namely abductive, deductive, and
e Sharing information in the wild: one-to-one con- inductive reasoning. According to Peirce, reasoning
version for each interface point in Figure 1. should not be limited to a ‘correct’ or ‘rational’ kind
of reasoning solely (deduction and induction), but in-
e Back to the roots: exchange information in stead it should reflect a combination of all possible
a more general format or schema, such ashought processes of the human mind (including ab-
the schema of the 3D kernel or schema usedluction). In comparison with traditional viewpoints,
throughout the software suite (Pauwels et al.Peirce thus suggests the addition of a third, abductive
2011) kind of reasoning, which encompasses one’s ability



Physical world Designer The concept of guiding principles relates to Law-
son'’s theory of how designers think (Lawson 2005a).

—» experienceX | [ guiding principles | Guiding principles are in his theory understood as the
P1 {expl,exp2,exp3} background knowledg_e or the_ knowledge by experi-
P2 {exp2.,expl.exp3} ence of adesigner. This is obviously a lot broader than

interpretdtion

P3 {expd.exp2.exp3; mere objective or factual information. It also contains

subjective information, including typically intangible
ana‘l{ozl or taci_t concepts (Polanyi_ 1958, Polanyi 1966) such
- as beliefs, values and attitudes. The concept of ana-

i);pxat:ei?lrl)l logical reasoning relates, in the context of design, to

P Goldschmidt’s theory of the dialectics of sketching

ik (Goldschmidt 1991). In this theory, Goldschmidt in-
prediction dicates how designers typically use sketches for mak-
; | exp2 ing new interpretations or analogies on the considered

. matter, and thus for creatively producing new ideas

put into practice and knowledge.
The schema in Figure 2 is compared with Peirce’s

process of inquiry in Pauwels et al. (2012). This re-
sults in the schema depicted in Figure 3, which is the
same schema as in Figure 2, but with an additional
overlay. One can see how guiding principles remain

to generate hypotheses about the world and to Chooggntra_l to the overall reasoning process. _‘rhgese guid-
INg principles steer the overall design thinking pro-

one of them as a possible explanation. This explana: : . : .
tory or hypothetical reasoning can be considered 25€SS through abductive, deductive and inductive rea-

the cornerstone of interpretation. so_rll\ll\r;g valid strategies towards supporting the archi-
Recent studies of Peirce’s theory try to reassess g bp 9

what extent the diverse aspects or stages in Peirce.eCtural design process with information systems are

process of inquiry can be subject to a formal treat-'ﬁdlcated in Pauwels etal. (2012):

ment (Flach and Kakas 2000, Aliseda 2006, Fischer 1
2001, Paavola 2006). If this is the case, an alternative
strategy that includes ‘interpretation’ might be within
reach for the issue of a malfunctioning information 2. information systems as autonomous reasoning
flow outlined above (Fig. 1). agents that function as advisors.

physical model

Figure 2: Possible outline of the design process.

. information systems as environments for making
design tryouts;

The first approach extends the set of tools avail-
2 DESIGN DECISION SUPPORT: THE RIGHT  able to designers for producing design tryouts. As
INFORMATION AT THE RIGHT TIME? such, this approach can be considered similar to the
kind of tools typically used by designers nowadays.
Peirce’s process of inquiry was compared with diverseThe second approach is a radically different approach,
theories in design thinking in Pauwels et al. (2012).in which an autonomous reasoning agent gains or
Theories in design thinking are first summarized intoconstructs knowledge independently by following the
the schema depicted in Figure 2 and the following deprocess of inquiry as outlined in Figure 3. This ap-
scription of the design process. proach aligns with the third situation outlined in Law-
“The design process proceeds by making analogieson (2005b), in which information systems function
between encountered situations in the physical worldas agents or personal advisors of the designer. This
and guiding principles in the human mind. The re-approach assumes that Peirce’s process of inquiry is a
sulting analogies can be considered the designer’s invalid theory for architectural design thinking and that
terpretations of encountered situations. By making arthis approach can indeed be formalized, as was sug-
analogy, the designer hypothesizes and predicts thajested before (Flach and Kakas 2000, Aliseda 2006,
the rest of the familiar pattern also applies to the en-Fischer 2001, Paavola 2006). These assumptions are
countered situation. In other words, new knowledge ionsidered in Pauwels et al. (2012), resulting in the
created by the analogy. The designer finally tests thanticipation of important barriers for this second ap-
prediction made, thereby creating a new situation orproach.
experience. This either confirms or refutes the origi- In the remainder of this paper, we want to docu-
nal analogy. When refuted, an alternative analogy isment both approaches in more detail, including their
sought. When confirmed, the pattern is added to theespective implementation strategies and example ap-
background knowledge, thereby indirectly changingplications. By doing so, we hope to give an indi-
the guiding principles of the designe(Pauwels etal. cation of their capacity to improve decision sup-
2012). port for architectural design thinking. We indicate in
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set of logic-based declarative sentences. By describ-

ing information in a single directed labeled graph, a

uniform description of information is targeted, both
Figure 3: The intertwining of abductive, deductive and ictite ~ SYNtactically and semantically, making information
reasoning in the context of design thinking. reusable by both humans and computer applications.

Today, the development of the semantic web is mainly
which ways newly emerging semantic web technololed by the World Wide Web Consortium (W3C), sig-
gies (Berners-Lee et al. 2001) could further enhanc@ificantly supported by the actors stemming from var-
such improvements. lous corners, including both research institutes and

industrial partners (W3C 2012). This is resulting in

a web of Linked (Open) Data (LOD) (Cyganiak and
3 THE ROLE OF SEMANTIC WEB Jentzsch 2011) that is supposedly superseding the

TECHNOLOGIES borders of individual applications.

Semantic web technologies, and by extent also the
LOD cloud, use the Resource Description Framework

Extensive documentation of semantic web technolo{RDF) as a language to represent graph structures
gies exists elsewhere (Berners-Lee et al. 2001, Brick(Grant and Beckett 2004, Manola and Miller 2004).

ley and Guha 2004, Grant and Beckett 2004, Manold hese graph structures are generally referred to as
and Miller 2004, McGuinness and van HarmelenRDF graphs. RDF graphs can be given an improved
2009, W3C 2012, Bizer et al. 2009, Cyganiak andsemantic structure using RDF vocabularies or ontolo-
Jentzsch 2011). Therefore, we will only give a briefgies. The most basic elements to describe such ontolo-

outline of these technologies, in which the main prin-gies are available in the RDF Schema (RDFS) vocab-
ciples and ideas are explained. ulary (Brickley an_d_Guha 2004). More expressive e.I-
The semantic web was conceived and suggested ents for describing ontologies are avallable_ within
Berners-Lee et al. (2001) as the successor of the ethe Web Ontology Language (OWL) (McGuinness
isting World Wide Web (WWW). In this successor, and van Harmelen 2009), which uses RDFS as a sub-
all information would supposedly be described in aset- The RDF graphs constructed with OWL concepts
language that can be ‘understood’ by both humangre called OWL ontologies, and they can be used as an
and computer applications. Because the WWW conavailable vocabulary when making other, more com-
tains information about almost any possible concepplex RDF statements.
in the world, the language describing this information The available RDFS and OWL concepts enable
cannot follow one domain-specific schema. Insteadonly a basic, standard reasoning, limited to a certain
a flexible and generic language is needed that allowkevel of complexity. When more complex reasoning is
to describe and easily link information from different necessary, one should describe rules with a more ded-
knowledge domains together. icated rule language. Using a specific rule language,
Therefore, the semantic web was conceived as a sene is able to define custom rules and subsequently
mantic network that describes the meaning of its conuse them in a rule-based reasoning process. Several
cepts through a directed labeled graph (Fig. 4) basedile languages have been developed to express such
on description logic (DL) (Baader and Nutt 2003). rules. Three of the most notable initiatives in the se-
Each node in this graph represents a concept or obmantic web domain are the Semantic Web Rule Lan-
ject in the world and each arc in this graph repre-guage (SWRL) (Horrocks et al. 2004), the Rule In-
sents the logical relation between two of these conterchange Format (RIF) (Kifer and Boley 2010) and
cepts or objects. In this way, the graph represents B3Logic (Berners-Lee et al. 2008). These rule lan-

3.1 What are semantic web technologies
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Figure 5: N3Logic rule in its normative N3 notation, desurih
how the area of a circle can be inferred from the radius ptgper
of this circle. Figure 6: Semantic web technologies allow information to be
linked on a data level, making them accessible from withiy an

guages aim to do for rules what RDF does for dataapplication.
to provide a common data model so that this infor-
mation becomes globally sharable. In other wordsapproach not addressed differently from existing ap-
any reasoning engine in the semantic web (e.g. CWNproaches. As is indicated in Figure 6, the fundamental
(Berners-Lee 2009) or EYE (De Roo 2012)) shouldissue of how to translate between object syntax and
be able to understand a rule described in such a ruléemantics is merely shifted to another level, namely
language and apply it within its proper situation andthe data level. Instead of having to worry about how
environment. An example rule described in N3Logicdata is imported to and/or exported from an applica-
can be found in Figure 5. tion, one now needs to worry about how to link the
diverse information schemas together into a compre-
, , ) hensible linked data web. In conclusion, information
3.2 Semantic web technologies for the design still needs to be translated from one schema into the
tryout tools strategy other, resulting in a loss of information, but an im-
proved information management can be provided to

When following the first application development ap- ; : e .
proach outlined above, applications are developed a§e5|gners, supposedly leading to more efficient design

tools which can be used by architectural designers JOCESSES.
tools for making design tryouts. In this case, the ac-
tual reasoning takes place in the mind of the designeg 3 gemantic web technologies for the reasoning
and the designer can rely on additional tools for de- agent strategy
sign tryouts. In addition to the traditional paper and
pencil, for instance, the designer can build CAD mod-The usage of semantic web technologies, alterna-
els, simulation models, real-time visualizations, andively, may give access to reasoning engines that are
so forth. not only capable of deductive reasoning, but also of
We argue that the usage of semantic web technolanductive and abductive reasoning. Research in the se-
gies in this approach reduces the loss of informatiormantic web domain is, namely, turning to these rea-
as explained in Figure 1, because of the followingsoning processes as well (Elsenbroich et al. 2006,
reason. Semantic web technologies enable combirSensoy et al. 2011, d’Amato et al. 2010). Conse-
ing the descriptions of information used in the out-quently, semantic web technologies might allow one
lined applications (modeling, calculation, visualiza-to let an autonomous reasoning agent run through
tion and archive applications). These descriptions rethe three reasoning processes outlined by Peirce and
late to their application-specific description schemasaccordingly make modifications to its ‘knowledge’,
which are described in OWL ontologies, and are muwhich is described as an RDF graph. In this setting,
tually interconnected by specific semantic relationghe information structure evolves step by step through
(Figure 6). As such, these technologies enable onevery single observation made by the reasoning agent.
to describe with only one language (RDF) a web inBy combining the three reasoning modes in a contin-
which distinct information structures describing theuously ongoing cyclic process instead of focusing on
same building model can co-exist with respect for theeach of these reasoning modes separately, one might
inherent semantics and syntax of each of these sultheoretically be able to develop an information sys-
graphs. This allows a better information managementem that is able to make hypotheses, make predictions,
for the designer, consequently leading to an improvedievise design tryouts and learn, all based on the ob-
environment for making design tryouts. servations the system continuously goes through. A
The element of interpretation, however, is in thissimilar approach is suggested and used in the ‘Robot



Figure 7: Diverse layers of additional functionality canthelt
on a common layer of information. As such, the same source of
information can be used in various contexts and application

Scientist’ project documented in Ray (2007, Ray et al.
(2009, King et al. (2009, King (2011). Since Peirce’s
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tion systems. Similar to how it happens in the robot -

scientist project, the reasoning system would evolverigure 8: Connecting multiple domains together using s¢iman
into a relatively independent agent capable of reasorweb technologies.

ing about a design situation, and it would thus not di-

rectly interfere with reasoning processes of the huent sources or application domains in the AEC sec-
man designer. The main support it could give to a detor. One of these sources is the IFC-to-RDF service
signer would presumably be similar to how any de-(UGent Multimedialab 2012), which converts build-
signer gives support to any other designer, namely byng models described with the Industry Foundation
simple dialogue and discussion of design alternativeClasses (IFC) (Liebich et al. 2012), into an IFC/RDF
from which both make their own interpretations andgraph. Instances from this graph were connected to

start their own reasoning processes.

4 APPLICATIONS FOR DESIGN TRYOUTS:
IMPLEMENTATION RESULTS

instances from within the LOD cloud and to new in-
stances created with custom ontologies (Fig. 8).

For the first implementation strategy, we suggest to
rely on one central web of linked data, and build di-
verse applications on top of this web with which the
designer can interact. When relying on semantic web

technologies, this results in a situation as depicted in Numerous applications can be built on top of this
Figure 7. This setting includes the following layers: \yep of linked data. This includes archive applications,

modeling applications, calculation applications and

* alayer of basic AEC information in RDF graphs; yisyalization applications. Precisely because of the

e a layer of more complex information, such
as OWL ontologies, rules in N3Logic, and

SPARQL constructs;

ability to manage and connect data explicitly on a data
level, possibilities for information management and
exchange notably improve. In the context of Peirce’s
theory, the resulting applications are tools for making

e alayer of information that can be inferred by in- design tryoutsbased on which a human mind can do

ference engines;

e alayer of the actual end user applications.

the deductive, inductive and abductive reasoning. A
design tryout in such an application serves as nothing
more than a new experience, similar to sketches, dis-
cussions, physical models or even complete buildings.

To test this approach, we started to combine difrom this experience, a new reasoning cycle of abduc-
verse RDF graphs describing information from differ- tive, deductive and inductive reasoning starts anew.



5 AUTONOMOUS REASONING AGENTS:
IMPLEMENTATION RESULTS

5.1 Experimental setup

The second implementation strategy outlined above
suggests building autonomous reasoning agents that
construct information from scratch by continuously
going through the reasoning cycle by themselves. In
this approach, all three reasoning modes outlined by
Peirce are implemented and combined in a dynamic
information system. We have done an exploratory ex-
periment to find out where this approach may lead to
when relying on semantic web technologies. This ex-
periment targets a simulation of the reasoning process
behind an observation. This topic is, namely, often
chosen to indicate the role of this reasoning cycle in
enabling interpretation.

Note that, because of the exploratory character of
the theory and the experiment, we are not able to
present here a knowledge base that somehow repre-
sents all kinds of experiences in an intricate web of
data and rules. We can only make presumptions about
how a very small part of this knowledge base might
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:person001

:experienced

[ :Space ]

l :Warm ]

\/]‘og:implies

:ascribed
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false

look like and how it may be used by autonomous rea-
soning agents. We nonetheless try to make the exper-
iment resemble a realistic situation as much as posskigure 9: The set of experiences as it is stored and used by the
ble. reasoning agent.

In the experiment, we consider an observing rea-
soning agent who is located in an unfamiliar space
that is bounded by a wall. In the observation experi-
ment, the observing reasoning agent notices that this
space feels warm, and the agent tries to find out the
main cause of this notice. In other words, the agent
tries to explain or interpret her notice of a warm space,
using personal knowledge or guiding principles. Con-Figure 10: The experience of the observing reasoning adent o
sidering our usage of semantic web technologies, ouf¢"9 In @space enclosed by arall and feelingsarm.
implementation of this context includes the three fol-
lowing elements:

:person001

:expetjenced

log:implies

windows, heater / no heater, insulation / no
insulation (Fig. 9).

e an RDF graph that describes the background
knowledge of the reasoning agent; 5.2 The reasoning process

e an RDF graph that describes the newly encounFollowing the schema depicted in Figure 3, the rea-
tered situation; soning agent starts with an abductive reasoning step.
This abductive reasoning step combines the personal

e a reasoning engine capable of simulating allbackground knowledge, memory or guiding princi-
three reasoning modes. ples of the reasoning agent (Fig. 9), and the experi-
ence that is to be interpreted. As indicated above, this

The first two elements can initially be handled with new experience is in this casepace that is enclosed
simple RDF instance graphs, and for the third eleby awall and that feelsrarm. This experience is de-
ment, we are relying on the EYE reasoning enginescribed in an RDF graph as shown in Figure 10. Both
(De Roo 2012). Note that the way in which experi- information sources are passed to the EYE reasoning
ences are recorded in a personal background knowkngine when starting the abductive reasoning process
edge will most probably have to be reconsidered irthat is supposed to generate the possible explanations
future stages of research. for the current experience.

For this experiment, we have described a set of 100 The abductive reasoning process is started by send-
disjoint experiences of similar spaces (Fig. 9). Eaching a query to the reasoning engine, in which we
experience is hereby described by a specific combimanually pass the explanations to be considered, e.g.
nation of the attributesold / warm, windows / no  the presence afnsulation. In real world situations,



[ e:possibleModel {:loc001 :ascribed :meas009}; tions for the perceived eXperience:

r:gives {:loc001 :ascribed :Insulation.}].

P;
[ e:counterModel {:loc001 :ascribed :meas010}]. belie B = . 1
FQIB) = 55 @

[ e:falseModel {:1oc001 :ascribed :meas011}; . .
e:because [ e:integrityConstraint {{:loc001 :ascribed :Warm. WhereQi = the considered query or eXp'anaUOﬁ;

510000? :ascrlbed :Cold}‘:> false}]; ] = the perceived experiencé’; = the number of pro-
e:inconsistentTriplesOrdering ({:1oc001 :ascribed :Warm} d . i _

(:10c001 -aseribed :Cold}): ucedpossibleModels; andC; = the number of pro-
r:gives { }]. ducedcounterModels.

Figure 11: Three of the 100 models generated by the EYE In our example, this led to a belief of 0.84 in
reasoning engine after querying whether or fiasulation insulation as a possible explanation, a belief of

could be a valid explanation for experiencingiarm space. ~ 0-28 iNwindows as a possible explanation, and a be-
The examples include possibleModel, afalseModel and a  lief of 0.54 inheater as a possible explanation. From
counterModel. this overall process, the reasoning engine may now
. ~conclude thainsulation is the most probable inter-
these explanations appear to pop up automaticallgretation of the current experience.
from the background knowledge of the observer. Ide- This simplified abductive reasoning process resem-
ally, we should thus eventually generate these queriggies a human mind that relies on previous experiences
automatically from the memory of experiences of thetg come up with a reason behind a certain new obser-
observer. From this query, the reasoning engine starigation. After this reasoning process, one of the models
an analysis of the available knowledge (Fig. 9) ands chosen as an explanation or interpretation of the ob-
matches the new experience (Fig. 10) with the preservation, and the corresponding consequences are re-
vious experiences in this knowledge. By doing so, th&iected on the situation at hand: there is most probably
reasoning engine infers to what extent the explanatioRnsulation in the wall surrounding the observed
suggested in the query can really form a valid explaspace. As such, the observing reasoning agent tem-
nation for the current observation. porarily brings a whole set of extra knowledge into
consideration about the behavior expected from the
Documenting the full details of this reasoning pro- observed world. This extra knowledge is similar to the

cess would lead us too far in this paper, but es€Xra knowledge typically emerging from analogical
sentially, the reasoning engine eventually produce£€asoning (Goldschmidt 1991). With this extra knowl-

as much ‘models’ as there are previous experience dge, the reasoning agent is able to deduce diverse

in this case 100. In each of these models. an eX@’tatements about the observed world. For instance, a

perience is compared with the current situation and“'flnr‘]ig:tagﬁ _brl?ught g; ;t?eti;gégat alil:ysultated

an analysis is made of whether or not the modef'® 1 CXNESS | centlmeLers.

in question may provide for a good explanation or(;l;/gh trﬁ %%%'28{:] Oft}qhe'; rule, gr‘]% L?I%egtt Icea;s'ltntf)eerE,that
interpretation of the current experience. Three ofN€ va g pace

these models are displayed in Figure 11, illustrat-centimeters thick. . . .
ing the three kinds of models that can be found The prediction that was obtained in the deductive

in the output:possibleModels, falseModels and reasoning step can be tested in a separate experimen
counterModels. A possibleModel refers to an ex- to cqnflrm the orlg_lnal hypothesis. By comparing the
perience that is (1) similar to the current experience (fredicted result with the observed result, the reason-
warm space - Fig. 10) and (2) that confirms the ex- '"g agent further confirms or rejects the original hy-
planation in the queryifisulation). A falseModel pothesis that there isaisulation in thewall and that
refers to an experience that is not similar to the curinis makes thepace ;‘egl wari. lF(rjond1 th'z m(xj:iéjc(tjlve h
rent experience (aold space is inconsistent with a rebasonlng sbtepi,(a ru edlskcon?:lé ed an ﬁ. ke hto the
warm space because of our understanding that some2PServers background knowledge. We think that in
thing cannot becold andwarm at the same time - reality, a less explicit, smoother modification of this
Fig. 9, bottom). SuchalseModels are immediately —Packground knowledge takes place. A possible ap-
disregarded in the further abductive reasoning proProach would be to assign probability values to the

cess. AcounterMode] refers to an experience that (1) Induced rule, similar to what happens in the abduc-
is similar to the current experience farm space -

tive reasoning process.

Fig. 10), but (2) that does not confirm the explanation
in the query (ndinsulation). 5.3 Evaluation

This first experiment appears promising in that it
By manually passing several possible explanationgives an idea of how the element of interpretation
to the reasoning engine, e.g. there iseater, there  might find its way into information systems. It might
arewindows, and so forth, each time 100 explanatory consequently lead to design decision support systems
models are produced. By analyzing these models, onat can provide very specific and specialized sup-
can obtain the probability of each of these explanaport, in contrast to existing applications, which give



only limited external support in the form of environ- our memory of experiences when starting the de-
ments for making design tryouts. However, the fol- ductive reasoning process? Maybe a completely
lowing significant question marks remain present as  different process is followed, in which every rule
well, and need to be addressed in future work, when  thatis induced after a design tryout, is stored ex-
more realistic test cases in a semantic web context are  plicitly, but with an assigned probability value?
within reach.

e In realistic environments, the three reasoning6 CONCLUSION

I [ ly f
modes are not deployed independently from eac??esearch documented in this paper started from the

other. Instead, a reasoning line in any reason . > T :
observation that currently existing information tech-

ing mode is supposed to start from the conclu- ) .
sions resulting from a previous reasoning linenology support for the architectural design process

in another reasoning mode, thereby creating £U{Ters from a malfunctioning information flow. The
never ending reasoning cycle or learming cycle nformation provided by the diverse applications typi-
From our initial discussion of these reasoningC2lly does not align with the kind of information used
processes, it is somewhat cleaow the three and required by the architectural designer. We there-
reasoning modes should be combined into ondore investigated existing theorles_ of d(_eS|gn th_|nk|ng
cyclic processHowever, it remains to be seen to 21d compared these to the way in which design de-

what extent this can be achieved in an implemen-CiSion support systems provide information to the de-

tation. How does the result of the abductive rea-S!9ner- This pointed towards Peirce’s process of in-

soning process start a deductive reasoning line84I"Y ﬁ.s E‘. possible explanatory theory for human de-
sign thinking.

Should we consider multiple deductive reason- h Peirce’s th i theories i ,
ing lines to start from the accepted abductive hy- With Peirce’s theory and main theories in design

pothesis? Should we rather focus on smaller andflinking, one can see how the element of interpreta-
faster reasoning cycles or more intense cycles, jioN IS Missing in existing information system support

which several reasoning lines are processed ne;g"d traditionally deployed implementation strategies.
to each other? rom this conclusion, we outlined two strategies to-

wards information system support: (1) applications
e In the complete reasoning cycléhe role of for making design tryouts, and (2) applications as au-
design tryouts is extremely importariiecause tonomous reasoning agents. Whereas the first strat-
they provide the mechanism through which orig-€gy is largely similar to the existing strategy for infor-
inal interpretations are confirmed or refuted, andmation system support, the second strategy is a radi-
through which new experiences emerge. Howcally different strategy. We gave a brief indication of
these design tryouts, which typically include how both strategies can be implemented with seman-
real-world interactions, are to take place in atic web technologies, and how they could benefit from
computer environment, remains at question.  this implementation approach.
_ _ The strategy in which applications are considered
e Inour experiment, we showed how, in the abduc-as environments fit for making design tryouts can
tive reasoning process, a probability value can benly provide limited support to the architectural de-
calculated for certain hypotheses or explanationsigner. The improvements generated by the usage of
behind an observation / experiendéis proba-  semantic web technologies are therefore limited to
bility value is very important, because it is the an improved information management. The strategy
main parameter on which the rest of the reason-in which autonomous reasoning agents provide sup-
ing cycle relies We also showed how, by mak- port theoretically allows a far more interesting de-
ing a design tryout, an observation / experience igision making support for the architectural designer.
essentially added to the memory of experienceshis promising character is mainly caused by the in-
of the reasoning agent. The next time a similarterpretative power of such reasoning agents. And this
abductive reasoning process is started, the age@jpproach might become feasible because of the avail-
thus relies on an extra experience in this memapility of semantic web technologies. However, even
ory, hence changing the probability values calcu-assuming that Peirce’s theory is a good explanatory
lated in following abductive reasoning lines. In framework and that it is understood correctly, there

other words, the probability value of the original are several significant barriers towards building such
hypothesis is changed indirectly, only by addinga system.

the observed design tryout to the memory of ex-
periences. This implies that no rules are added
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