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Standard

via hydrogenation and dehydrogenation
Liquid

Flashed gas

Flashed liquid
Reactant

Solid

Catalyst

Dehydrogenation

External

Final value

Gas phase

Global

Hydrogenation

Initial value

component/intermediate i to component/intermedjat

internal
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] experimental observation index

I Liquid

m Instantaneous value

R Reactor

ref Reference

regres Regression

rot Rotation

trans Translation

vib Vibration

Abbreviations

DFT Density Functional Theory
FID Flame lonization Detector

GC Gas Chromatograph

HPLC High Pressure Liquid Chromatograph
RDS Rate-Determining Step

SEMK Single-Event Micro Kinetics
TCD Thermal Conductivity Detector
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Glossary of terms

Activation energy

For an elementary-step, it i difference in internal energy betwe
transition state and reactants. A measure for #@pérature
dependence of the rate coefficient k=A exfie) with R is the
universal gas constant, T the temperature, A theegponentia

factor and Ethe activation energy.

en

(1%}

Active site Also called active centre. Those sites adsorption which ar
responsible for adsorption and subsequent reaction.

Adsorbate The adsorbed species.

Adsorbent Surface on which adsorption is occurring

Adsorption The preferential concentration of acép® at the interface betwe
two phases. Adherence of the atoms, ions or maecof a gas 0
liquid to the surface of another substance.

Adsorption The function, for a single gaseous adsorptive ealid, which relates

isotherm at constant temperature the amount of substancerlsaths at

equilibrium to the pressure (or concentration)raf adsorptive in th

gas phase.

D

(D

Aggregation state

A physically distinctive formasubstance, such as solid, liquid &
gaseous state. ‘Aggregation state’ term is preflewger ‘phase
because in the case of two immiscible liquids, tistinct phases ar

present having the same aggregation state.

and

D

Ambient

conditions

Referring to conditions of atmospheric pressues 0.1 MPa ang
room temperaturee., 298K. Used to define the conditions at wh

the experimental data are acquired.

ch

Arrhenius relation

Expresses the dependence afeacoefficient, k corresponding wi
a chemical reaction on the temperature T and duiiv&nergy, k:
k=A exp(&/RT) with R is the universal gas constant, T
temperature, A the pre-exponential factor and, tie activation

energy.

th

the

Catalyst

A source of active sites, which augmehts rate of a chemica

reaction and is regenerated at the end of a cleserion sequence.

=
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Calcination

Heating in air or oxygen (most likety be applied to a step in the

preparation of a catalyst).

Chemisorption

Also known as chemical adsorptiods@ption in which the force

involved are valence forces of the same kind aseluperating in th

formation of chemical compounds. Chemisorption rejtp depends

on the surface and the sorptive, and only one lafyeathemisorbed

molecules is formed. Its energy of adsorption i $ame order g
magnitude as in chemical reactions, and the adesarpnhay be

activated.

Chiral

A chiral molecule is a type of moleculetttecks an internal plane of

symmetry and thus has a non-super imposable mirmage. Achiral

(not chiral) objects are objects that are identioaheir mirror image

Human hands are perhaps the most universally rezedjexample of

chirality.

Collision theory

Theory to calculate the rate oklamentary chemical reaction

using the hard sphere model of kinetic theory.

Continuous Stirred
Tank Reactor

A steady-state tank reactor which is continuowsslgplied with feed

and at the same time an equal volume of reactdenbrs discharge

(D

L

(CSTR) in order to maintain a constant level in the tafike fluid in the tank
is agitated such that the composition is uniformodighout the
reactor and equal to the effluent composition.

Conversion Measure for the amount of a reactaatt lths been transformed in

products as a result of a chemical reaction.

Coordinatively

Unsaturated Site

Coordinatively Unsaturated Site (CUS) is an actite at the catalys

surface containing empty orbitals.

—

Il

Deactivation The decrease in conversion in a yatateaction with time of run
under constant reaction conditions.
Dissociative Adsorption of a molecule with dissociation into otwor more

chemisorption

fragments, both or all of which are bound to théase of adsorbent,

Elementary step

The irreducible act of reactiowlrich reactants are transformed into

products directly, i.e. without passing throughirtermediate that i

susceptible to isolation.

UJ

Effectiveness

Ratio of actual reaction rate f@oeaous catalyst to reaction rate that
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factor

—+

would be observed if the total surface ategaughout the catalys
interior were exposed to a fluid of the same coniprs and
temperature as that found at the outside of thecpear

External diffusion

Also called interphase diffusidiffusion from the fluid phase to the

external surface of catalyst.

Fugacity Thermodynamic activity in a non-ideal phavith the ideal gas state
as the reference state.

Gas The process in which the components of a mixtteesaparated from

Chromatography one another by injecting the sample into a cag#&ss which is passing

(GC) through a column or over a bed of packing withetéht affinities for
adsorptive of the components to be separated.

Group A technique to estimate and predict thermodynan other

contribution properties from molecular structures, i.e. atonh@mé groups, bond

method type etc.

Halpasol™ A mixture of linear alkanas-Co to n-Ca4).

Heterolytic Breaking a chemical bond to produce two oppositegrged

dissociation fragments, e.g. FHinto H" and H.

Homolytic Dissociative chemisorption resulting in same sp&ce.g., BHinto H.

dissociation

Intermediate

Is formed from a reactant and trans$ointo a product during @a
chemical reaction. The intermediate is often a tshved and

unstable species that cannot directly be deteatadgla reaction.

Inhibition

Decrease in rate occasioned by a sustdinhibitor, poison) which

may be produced during reaction itself or may bar@ign substance,

Internal diffusion

Also called intra-particle diion. Motion of atoms within the
particles of a solid phase that has a sufficielatige porosity to allow

this motion.

Intraparticle

Motion of atoms or molecules in between partidka solid phase.

diffusion
Langmuir Adsorption of a gas on a uniform surface in writoére is no
adsorption interaction between adsorbed species. Langmuinesot for non-

dissociative adsorption has the fogs Kp
1+kp

whereB = surface coverage,
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p = gas phase pressure of adsoptive,

k = Langmuir adsorption equilibrium constant.

Langmuir-
Hinshelwood-

Hougen-Watson

It is assumed that both reactants must be adsanbede catalyst i
order to react in Langmuir-Hinshelwood-Hougen-WatgaHHW)

mechanism. Normally adsorption-desorption stepseasentially at

U7

(LHHW) equilibrium and a surface step is rate-determinfdsorption steps
mechanism can also be rate-determining.
Liquid hold-up Ratio of liquid inside the reactorthe total volume of the reactor.

Knudsen diffusion

Type of mass transfer which @andhated by molecule-pore wal

collisions, as a result of a large mean free pattwéen collisions
compared to the pore diameter. Prevails at lowspres and/or smal

pore diameters.

Mechanism

A sequence of elementary steps in wigiabtants are converted into

products, through the formation of intermediates.

Most abundant

Reaction intermediate on a catalyst surface whimsgentration is

surface much greater than that all of the other intermediat

intermediate

(MASI)

Network When several single reactions take placa system, these parallel

and consecutive reactions constitute a network.

Objective function

It is a function used duringtiopzation problems which have to be

minimized or maximized by choosing the best setasfables which

determines the values of this function.

Pseudo-steady

Its mathematical expression is that the time wHtehange of the

state concentration of all active centres in a reactiequence is equal to
zero.

Parameter Process of estimating the parameters of a relatimtween

estimation independent and dependent variables as to deserilmhemical

reaction as good as possible.

Parity diagram

Diagram representing the modelutaled values as a function of th
experimentally observed values. The better theespondence with

the first bissectrice, the better the model.

Physisorption

Also known as physical adsorptiodsdtption in which the forces
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involved are inter-molecular forces (van der Waalces) of the
same kind as those responsible for deviation frodeali gas behavig
or real gases at the condensation of vapours, amdhwdo not

involve a significant change in the electronic tabpatterns of the

species involved. Physisorption usually occurseatpteratures near

the boiling point of adsorbate, and multilayer caxcur. The heat o
adsorption is usually significantly less than 1@lkmol.

Porosity

A measure of the void spaces in a matengressed as the ratio of

the volume of voids to the total volume of the miale

Pre-exponential
factor

The temperature-independent factor of a rate weft k=A

exp(E/RT) also called the frequency factor.

Reaction family

-

—

Classification of elementary réactsteps on the basis of same

features.

Reaction rate

The number of moles of a componeated by a chemical reaction

per unit of time, volume or catalyst weight.

Rate-determining

step

If, in a reaction sequence, consisting rofsteps,(n-1) steps are

reversible and if the rate of each of thdsel) steps potentially
larger in either direction than the rate of title step, the latter is sa
to be rate-determining. The rate-determining steggdn not be

reversible.

Reversible

A process or reaction that can be sedeby an infinitesimally smalll

change in conditions.

Residual plot

Plot showing the difference betweemodel calculated an
experimentally observed values as a function of cperating

condition such as the temperature, pressure,aolatentration.

Residence time

Amount of time that the componspénd inside the reactor.

d

I

D

Sorption Assimilation of molecules of one subsermy a material in
different phase. Adsorption (sorption on a surfagedl absorptior
(sorption into bulk material) are two types of gap phenomena.

Sorptive A molecule which is going for sorptiom the surface of catalyst.

Steady state A system in steady-state has cepenperties that are time
independent.

Sulphided Catalysts that contain the sulphidedsphas the active phase a

nd
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catalysts

promote hydrogenation reactions. These umually used in the

hydrotreating industry for chemical upgradatiorfuis.

Surface coverage

Ratio of the amount of adsorbbdtance to the monolayer capac
(also, sometimes defined for metals as the ratidhef number o

adsorbed atoms or groups to the number of meticatoms).

Support

Also called carrier. Material, usuallylogh surface area, on whic

the active catalytic material, present as the mioomponent, is
dispersed. The support may be catalytically indmit it may

contribute to the overall catalytic activity.

Surface coverage

Ratio of the amount of adsorbbkstance to the monolayer capaci

Steady-state

A system in steady-state has cepeaperties that are time

independent.

Tortuosity

Tortuosity of a catalyst expresses ttniahsport through a porot
catalyst particle does not occur long the radiughef particle, bu
occurs through the pores of the solid material. pores with a
uniform diameter, the tortuosity is then definedtlas square of th
ratio of the average distance between two points the shortes
distance between them.

ity
i

h

]

Ly.

N

S
[

1)

Transition state

Also called activated complexe Thnfiguration of highest potenti
energy along the path of lowest energy betweentartsc and

products.

Transition state

theory

Theory to calculate the rate of an elementary ti@acfrom
knowledge of the properties of the reacting comptend their
concentrations. Differs from collision theory inathit takes intg

account the internal structure of reactant comptsnen
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Summary

Today’s modern industrial world depends on hydrocarfuels originating from various
geographic locations. While alternative energy sesiy such as solar, wind and hydropower
seem promising, hydrocarbon based fuels still rantfa¢ first choice as an energy carriers.
Sulphur, nitrogen and oxygen containing componentsch are inherently present in the
naturally extracted crude, are transformed intorfiar SOx and NQin an automobile internal
combustion engine in case they have not been eieunfrom the fuel. Therefore, growing
environmental issues and stringent laws on fuelitigg have enforced engineers to find
solutions for cleaning these ‘dirty’ feedstocks., significantly decreasing the sulphur,
nitrogen and oxygen content. Hydrotreating is empgioto upgrade the crude oil and its
derived fractions and is considered to be one efrtiost important processes during oil
refining. Hydrotreating not only removes the abalecussed, undesired hetero-atoms and
catalyst poisons, it simultaneously upgrades thel fiuality by saturating carcinogenic
components such as benzene. Hydrodesulphurisatisbéen a topic of a large number of
publications and the reaction has been undersaibdirwell. Interest in hydrodenitrogenation,
however, has only increased recently due to themewe strict environmental regulations as
well as the increasing amounts of nitrogen in thele oil.

Experimental data obtained at gas phase condificefsrentially constitute the basis of
modelling work. In order to develop an adequatetamodel, experimental data free from
any form of hydrodynamic, thermal and transpore@ are necessarg., so-calledntrinsic
kinetics data. Gas phase experimentation is ofteremstraightforward compared to liquid
phase experimentation since the stabilisation tgrfast and the analysis of a single effluent
stream allows accurate measuring of the respofi$es.industrial process implementation
being operated at three-phase conditions, expetahatata acquired at ‘liquid phase’
conditions are generally considered more relevanhydrotreating, since realistic feedstocks
and industrially relevant conditions can be mamgdi during the experimental programmes.
Studying a single reaction at gas as well as afidigphase conditions allows a thorough
assessment of these phase effects. Starting fnmmdal constructed at gas phase conditions,
it can be extended to liquid phase reactions byidening the non-idealities induced by the

presence of the liquid phase [1].

XXXV



The obtained gas and liquid phase data can thersdx for constructing mathematical
models describing the investigated reactions. Modestruction aiming at the simulation of a
particular process typically depends on the simutapurposes for which the model will be
used, e.g. a power law model may be sufficientinakate the reaction behaviour around a
stable operating point. Such models are predonlnarged in an industrial or control
engineering environment where the effects of therajing conditions on the molecular level,
i.e., at the catalyst surface are less relevant. Mdzbeded on elementary reactions have become
powerful tools in chemical engineering becausdefunique insights they provide [2]. During
the construction of such models, reaction mechanigrhich are derived from a critical
evaluation of experimental results and literature @mployed. Such models conveniently
connect the operating conditions to the elementagction rates and, hence, allow a
fundamental explanation of the products formatioraddition, models based on elementary
reactions capture the phenomena occurring on thayst surface and the internal pore
structure. These models quantify the active sitgp@rties in terms of descriptors. After a
critical evaluation of model simulations as a fumetof these descriptor values, synthesis
procedure modification can be proposed in ordeptimise the catalyst in conjunction with
the operating conditions at which it is used.

In this thesis hydrodenitrogenation is investigdtedn both an experimental as well as
a modelling perspective. In accordance to the dliblgane of the thesis topic, the first objective
was studying the reactor performance of a thresg@banch-scale Robinson-Mahoney reactor
[3]. The liquid hold-up,e;, and volumetric gas-liquid mass transfer coeffitid a, are
important parameters in the framework of react@igteand process intensification. While
provides insight in the actual phase distributiathin the reactork a gives an indication of
the extent of mass transfer between the gas aridjthé phase. Liquid hold-up measurements
conducted at industrially relevant as well as amixgenditions showed that the reactor volume
always contains at least 50% of liquid even at hindét volumetric gas to liquid flow ratios.
The liquid hold-up is strongly affected by the inl@lumetric gas to liquid ratio and liquid
physical properties, such as surface tension. Base@xperimental observations it was
concluded that the continuous phase within thetoeamnsists of a liquid containing gas
bubbles of various sizek; a was found to be affected mainly by the agitatéation speed. It
was observed thadia increased from 1.22 #0s! to 2.14 1F s?! between agitator rotation
speeds of 8.33 and 25 rps. Hence, higher rotatbtise agitator enhance the mass transfer
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between the gas and the liquid phase. It is sugddsiat the agitator rotation of 25rps is
maintained when acquiringtrinsic data.

The second objective of this dissertation was tastroct a model for pyridine
hydrodenitrogenation reaction using previously aegligas phase data [4]. The pyridine
hydrodenitrogenation reaction mechanism is illusttan Figures 1 and 2. According to this
reaction mechanism pyridine is first hydrogenatet ipiperidine. Subsequently, piperidine
ring opening yields a primary amine, which furtiheacts to € hydrocarbons. Both the ring
opening and the further reaction occur via £ Hhssisted substitution reaction. Langmuir
Hinshelwood reaction mechanisms accounting for twmes of sitesj.e.,, coordinatively
unsaturated sites (*) and sulphur aniong);8ere proposed and corresponding kinetic models
were derived to assess the experimentally meagimetics. The novelty of this work lies in
explicitly accounting for pyridine hydrogenationrdiagh protons and hydride available
through heterolytic or homolytic chemisorbed hydnogand hydrogen sulphide. Another
novelty of this work was to account for the elenaeyptreaction steps occurring during the
substitution mechanism of the C-N bond scissiore ifamber of parameters to be estimated
was reduced by calculating chemisorption entropigsiori. The kinetic parameters and
chemisorption enthalpies were estimated by regyasdihe third hydrogen addition and the
naphthenic C-N bond breaking were found to be datermining in pyridine hydrogenation
and piperidine denitrogenation, with activation rgies amounting to 41 kJ mbland 185
kJ mol. This model successfully captures all phenomegardiag during the reaction at gas
phase conditions and provides the basis for amsixte towards liquid phase conditions which

is the third objective of this dissertation.

NN
D=0
- NH; /\/\
N/ N NH, /
H

Figurel. Pyridine hydrodenitrogenation network asobserved at gas phase conditions
over an industrial NiM o/y-Al203 catalyst.

At both gas and liquid phase conditions, the reactemperature and-B inlet partial
pressure were found to be most significantly afifecthe selectivity to intermediates and final
products. At liquid phase conditions, alsgentylpiperidine was observed along with the
previously observed productse., piperidine and €hydrocarbons. This additional reaction
product, n-pentylpiperidine, was formed from a bimolecular ctean between surface

piperidine anch-pentylamine species, see Figure 2. This could bebasl to the differences

XXXVII



in density of the phases present during kineticasueements as well as to the differences in
molar B and BS to pyridine inlet ratios used. The kinetic moc@hstructed using gas phase
data was extended to liquid phase conditions bywaig for liquid phase non-ideality,
solvent adsorption effects and the additionallyesbsd product.e., n-pentylpiperidine.

_— HS\/\/\/NHZ
N
) H +H
PZE
+H,| 2 H,S
+H.S \/\/\
e
\/\/\ - SH
o 7 NH, 5 -NH;
N—\_\ 4 H
+H2 NH /
3 H,S
7\ N
()
H
additional reactions at

L . - gas phase reaction network
liquid phase conditions

Figure2. Pyridine hydrodenitrogenation network as observed at liquid phase
conditionsover an industrial NiMo/y-Al203 catalyst.

The final objective of this dissertation was to\pde a proof of concept for the extension
of the Single Event Micro Kinetic (SEMK) methodologpowards components with hetero
atoms on one hand and sulphided catalysts on ke baand. According to this methodology,
a detailed network incorporating all possible eletagy reaction steps occurring during the
pyridine hydrodenitrogenation was generated udnegin-house software tool ‘ReNGeP’. A
total number of 33 intermediates were formed dutirgnetwork generation procedure. This
includes 19 partially hydrogenated hetero naphthepecies in addition to 14 acyclic and
condensed species. For the complete conversioyridime to piperidine and £hydrocarbons,

a total number of 70 elementary reactions were @meoed. Based on the reactions occurring
on the catalyst surface, a comprehensive SEMK nfodgyridine hydrodenitrogenation was
constructed by defining nine reaction families. Thedel requires a total number of 48

parameters comprising both kinetic and catalystcrij@srs. A parameter reduction was
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achieved by maintaining catalyst descriptors air tv&lues determined in previous chapters
and by a priori calculating pre-exponential factéws the rate coefficients, based on the
assumptions of varying degree of surface mobilitye extended SEMK model was able to
satisfactorily describe the effects of the expentak conditions on the pyridine

hydrodenitrogenation reaction.
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Samenvatting

De huidige industriéle wereld is afhankelijk vanokeaterstoffen afkomstig van alle
uithoeken van de wereld. Hoewel alternatieve eebrgnnen, zoals zonne- en windenergie
alsook waterkracht, veelbelovend lijken, zijn ttamhele koolwaterstofgebaseerde
brandstoffen nog steeds de eerste keuze als etergers. Zwavel-, stikstof- en
zuurstofbevattende componenten, die inherent aagwgn in de geéxtraheerde ruwe olie,
worden, indien ze niet verwijderd worden uit derastof, in een autoverbrandingsmotor
omgezet in schadelijke SOx en NOx . De groeiendenproblematiek en de steeds strengere
wetgeving aangaande de hoeveelheid hetero-atomamgtdimgenieurs tot het zoeken naar
oplossingen voor het reinigen van deze ‘vuile’ gistoffen, d.i. het fors verlagen van de
zwavel-, stikstof- en zuurstofhoeveelheid. Watdhgtbandelingen worden beschouwd als één
van de belangrijkste processen tijdens de raffinElgé wordt toegepast voor het opwaarderen
van de ruwe olie en de afgeleide fracties. Tijdssrs waterstofbehandeling worden niet alleen
de ongewenste hetero-atomen en katalysatorgiffemwijdgerd, maar tegelijkertijd wordt de
kwaliteit van de brandstof verbeterd door het wveigen van kankerverwekkende
componenten zoals benzeen. Aangezien zwavel heitmeerkomende hetero-atoom is in
aardolie, besteedde de academische en industeédre meeste aandacht aan ontzwaveling
(HDS). De belangstelling voor stikstofverwijderifglDN) is pas recent toegenomen als
gevolg van de steeds strenger wordende milieuregette toenemende hoeveelheden stikstof
in de ruwe olie.

Experimentele gegevens die bij voorkeur bij gastaswlities verkregen zijn, vormen de
basis van het modeleren. Om een adequate kinetsmiel te ontwikkelen, moeten de
experimentele gegevens onafhankelijk zijn van exaathydrodynamische effecten of massa-
en warmteoverdracht, d.i. zogenaamde intrinsiektisohe data. Gasfase experimenten zijn
minder gecompliceerd in vergelijking met experinegnin de vloeibare fase gezien de snellere
stabilisatietijd en de nauwkeurige meting van danvamingen door middel van de analyse
van de effluentstroom. De industriéle reactorend&artypisch bedreven bij driefase condities.
Experimenteel verworven data in de vloeistoffaserdivadoorgaans als meer relevant
beschouwd, omdat realistische voedingen en indastrelevante condities kunnen worden
gehandhaafd. Het bestuderen van een enkele r@actievel de gas- als de vloeibarefase kan

een diepgaand inzicht bieden in de fase-effectemtr&kkende van een model voor gasfase
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condities, dat wil zeggen waarbij het ideale gasdal standaardtoestand wordt gebruikt, kan,
door het introduceren van de niet-idealiteit varvideistof, het model worden uitgebreid naar
vloeistoffase condities [1].

De verkregen data uit de gas en vloeistoffase lkeawnolgens gebruikt worden voor het
construeren van wiskundige modellen voor het bgsehrvan te onderzoeken reacties. De
constructie van een model voor een bepaald pracegisch afhankelijk van de simulatie
doeleinden, zo kan bijvoorbeeld een machtswet muedleloende zijn om het reactiegedrag
rond een welbepaald stabiel werkingspunt te sirealerDergelijke modellen worden
voornamelijk gebruikt in een industriéle of regehiriek omgeving waar de effecten van de
reactiecondities om moleculair niveau, d.w.z. op Ketalysatoroppervlak, minder relevant
zijn. Modellen op basis van elementaire reacti¢gs kiachtige middelen geworden in de
chemische technologie vanwege de unieke inzicheeripbieden. Tijdens de constructie van
dergelijke modellen worden reactiemechanismenatftjeleid zijn van een kritische evaluatie
van de experimentele resultaten en de literatuebyugkt [2]. Deze modellen leggen de link
tussen de reactiecondities enerzijds en de elememéactiesnelheden anderzijds, en bieden
derhalve een fundamentele verklaring voor de privuming. Bovendien, beschrijven de
modellen gebaseerd op elementaire reacties de hjjesslen die optreden op het
katalysatoroppervlak en de interne poriestructuDeze modellen kwantificeren de
eigenschappen in termen van modelparameters, zageleakatalysatordiscriptoren. Na een
kritische evaluatie van de simulaties als functie deze descriptoren, kunnen deze modellen
geimplementeerd worden voor Kkatalysatorontwerp wmmhinatie met de optimale
procescondities.

In het kader van dit doctoraat werd de stikstofweleving onderzocht zowel op
experimenteel als modelleringsvilak. In overeenstargnmet het globale thema van dit
doctoraat, was de eerste doelstelling van dit pabeift het bestuderen van de reactorprestaties
van een driefasige Robinson-Mahoney reactor opréaboum schaal [3]. De vloeistof hold-
up, €., en de volumetrische gasvloeistof massa-overdsackfficiént,k.a, zijn belangrijke
parameters in het kader van het reactorontwerpeepracesintensificatie. Het inzicht in de
feitelijke fasespreiding wordt gegeven degr terwijl k.a een indicatie geeft van de omvang
van de massa-overdracht tussen de gas en de vioéisa. Uit de uitgevoerde vloeistof hold-
up metingen, op zowel industrieel relevante promedities als op omgevingscondities, is
gebleken dat het reactorvolume altijd ten minst&bo50loeistof bevat, zelfs bij hoge
verhoudingen van de volumetrische inlaat van gasen tot vloeistofstromen. Gebaseerd op

de experimentele waarnemingen werd geconclude¢mkedzontinue fase in de reactor bestaat
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uit een vloeistof, die gasbellen bevat van vergamile groottek.a bleek voornamelijk
beinvioed door de rotatiesnelheid van de roerdendfd waargenomen dita steeg van 1.22
102 st tot 2.14 1¢ s! bij een stijgende rotatiesnelheid van 8.33 tot tg5. Hoge
rotatiesnelheden verbeteren de massaoverdrackntdssgas en de vloeibare fase. Er wordt
voorgesteld dat de rotatiesnelheid van 25 tps wgetitandhaafd bij het verkrijgen van de
intrinsieke data.

De tweede doelstelling van dit doctoraatswerk wetscbnstrueren van een model voor
de stikstofverwijdering van pyridine met behulp \erder verkregen gasfase data set [4]. Het
mechanisme van de stikstofverwijdering wordt wegeyen in Figuur 1 en 2. Volgens deze
reactiemechanismen wordt pyridine eerst gehydrageni@ piperidine. Vervolgens zorgt de
ringopening van de piperidine voor de vorming van primair amine, dat verder reageert tot
Cs koolwaterstoffen. Zowel de ringopening als de eeedreactie vinden plaats via een
substitutiereactie, waarbijJd3 een bevorderend effect heeft op de breking va+Nebinding.
Een Langmuir-Hinselwood reactiemechanisme met &etieve sites werd voorgesteld en de
bijhorende kinetische modellen werden afgeleid @rexperimenteel opgemeten kinetiek te
beoordelen. In dit werk worden de twee sites vednaéd codrdinatief ongesatureerde sites (*)
en zwavel anion sites % De vernieuwing van dit werk ligt in het explitim rekening
brengen van de hydrogenatie van pyridine door pei@n de beschikbaarheid van de hydride
via heterolytische of homolytische gechemisorbeeterstof en waterstofsulfide. Een andere
vernieuwing van dit werk is het in rekening brengan de elementaire reactiestappen tijdens
de substitutiestap van de breking van de C-N bonditet aantal te schatten parameters werd
verminderd door het a priori berekenen van de cberpiie entropie. De kinetische parameters
en chemisorptie enthalpién werden geschat dooessty naar de experimentele data. De derde
waterstof additiestap en de breking van de nafteeisC-N binding werden als
snelheidsbepalend gevonden bij de hydrogeneringpyadine en stikstofverwijdering van
piperidine, met respectievelijke activatie-energieén 41 kJ mol en 185 kJ mol. Het model
is in staat om succesvol alle verschijnselen dientis de gasfase reactie optreden, te
beschrijven. Het legt tevens de basis voor eemeidaaar de beschrijving in de vloeistoffase,

wat het derde doel was van dit doctoraatswerk.
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Figuur 1. Reactienetwerk van stikstofverwijdering \an pyridine geobserveerd in
gasfase experimenten op een industriéle NiMp/Al 203 katalysator.

Voor zowel gas als vloeistoffase condities, bleklenreactietemperatuur en de inlaat
partiéle druk van k6 de belangrijkste procesparameters te zijn vometiectiviteit naar de
tusssen- en eindproducten. In de vloeistoffased \waast de eerder waargenomen producten,
piperidine en & koolwaterstoofen, ook n-pentylpiperidine waargeeamDit bijkomend
reactieproduct, n-pentylpiperidineordt gevormd uit een bimoculaire reactie tusseh he
geadsorbeerd piperidine en n-pentylamine, zie FKFigBu Deze reactie kan worden
toegeschreven aan de verschillen in dichtheid vaaahwezige fasen tijdens de kinetische
metingen, alsook aan de verschillen in de inlaat washoudingen van Hen HS. Het
kinetische model voor gasfase fase werd uitgebraa de vloeistof fase door het inrekening
brengen van de niet-idealiteit van de vloeistofadsorptie-effecten van het oplosmiddel en

het bijkomend waargenomen product, n-pentylpipeadi
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Figuur 2. Reactienetwerk van stikstofverwijderingvan pyridine geobserveerd in
vloeistof fase experimenten op een industriéle NiMg-Al203 katalysator.
Het uiteindelijke doel van dit doctoraatswerk wam een proof-of-concept voor de

uitbreiding van de Single Event Micro Kinetic (SEMHKnethodologie naar enerzijds
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componenten met hetero-atomen en anderzijds gésettie katalysatoren te bieden. In deze
methodologie wordt een gedetailleerd netwerk, waadlle mogelijk elementaire
reactiestappen die tijdens de stikstofverwijdewrag pyridine plaatsvinden, gegenereerd met
behulp van de in-house softwaretool “ReNGeP”. Emnal van 33 tussenproducten werd
gevormd tijden de netwerkgeneratie procedure. Herzijn 19 hetero-naftenische
componenten gedeeltelijk gehydrogeneerd en 14 iackiel componenten gecondenseerd.
Voor de volledige omzetting van pyridine naar pigiee en G koolwaterstoffen, zijn in het
totaal 70 elementair reacties waargenomen. Gelthegede waargenomen reacties op het
katalysatoroppervlak, werd een uitgebreid SEMK nhodeor stikstofverwijdering van
pyridine geconstrueerd door het definiéren van negactiefamilies. Het model vereist zowel
kinetische als katalysator descriptoren met eematol8 parameters. Een parameter
vermindering werd bereikt door het vastzetten vatalgsator descriptoren op de eerder
bepaalde waarden en het a priori berekenen varexpenentiéle factoren voor de
snelheidscoéfficiénten, gebaseerd op de aannamesvewschillende mobiliteit op het
opperviak. Het uitgebreide SEMK model is in staat de effecten van de experimentele

omstandigheden van de stikstofverwijdering vangige te beschrijven.
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1 Introduction

Dependency of mankind on energy has been well dented [1, 2]. Since the discovery
of crude oil, various technical advancements hagelted in higher production of crude oil
through deeper subsurface extraction and bettéigiisdity by advanced refining techniques.
Upgrading the technology used in both upstreamdanhstream vectors of the hydrocarbon
industry have been a part of added interest tosimgwand academia. On the one hand, novel
techniques have been proposed and used for ineggagiduction capacity of various sources,
while on the other hand, cutting edge researchhbimed the production of fuels that comply
with the stringent rules on the quality of commakduel set by various governments across
the globe. The current global energy demands digteséh by various sources such as crude oll
(to a major extent), coal, natural gas and bio-tbdsedstock, and according to reports from
BP plc, the energy demand will be increasing indbmaing years [2]. However, the usage of
hydrocarbon based fuels has increased and willimomtto increase the stress on the
environment due to the emission of harmfuk&@d NQ along with CQ, both carbon dioxide
and monoxide, resulting from oxidation of thesdgwethin an internal combustion engine [1,
3, 4]. These gases, amongst others such aafeHknown as the most important causes for the
global warming and related issues of environmentahlance.

These concerns raised by government agencies le@vedgalt with, among others, by
improving refining technologies. Refining constéstone of the most important activities in
the chemical upgradation of crude oil. Refiningtive general sense is used to refer to the
processes that are employed in the petroleum indtstconvert the naturally extracted or
synthetic crude oil to commercially viable fuelsdgretrochemicals for direct or indirect use.
Typical refinery configurations depend on the tgberude that needs to be processed and the
typical product range(s) that are required forltdwal markets, seeg., Figure 1-1, After the
desalting and the initial distillation of the crudwml, intermediate processes such as
hydrocracking, reforming and hydrotreating are eyetl to produce various products of
commercial interest. Each of these processes tegsdbedied carefully in order to optimise the
production and overall yield of the products. Theus of this thesis is an important aspect of
the hydrotreating reactiong., hydrodenitrogenation, which is more elaboratetyoduced in

section 1.3.
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Figure 1-1. Process flow diagram of a typical refining unit [5].

Hydrotreating is the process in which, particulatigavy oils or bottom products of
atmospheric or even vacuum distillation are treatéti hydrogen at high pressure in the
presence of a bimetallic catalyst in its sulphidate supported by alumina. Hydrotreating is
employed for the removal of contaminants/impurigesh as sulphur, nitrogen and oxygen
through specific reactions called hydrodesulphtioga hydrodenitrogenation, and
hydrodeoxidation. Hydrotreating also improves theliy of the fuel by the saturation of
aromatics, which is referred to as hydrodearomiizaAll reactions mentioned above are of
paramount importance in present day refineries hedcge, these processes are drawing a lot
of attention from academia as well as from industoyn all over the globe.

1.1 Importance of hydrotreating

Modern refineries add significant value to the la@nomy not only by providing fuels
fit for commercial consumption, but also by prowiglichemicals for further processing and
final products. However, with time, new challengase been presented to refiners in terms of
production volumes and stringent environmental gutodn laws. Fuel quality has been the
foremost driver for production of low sulphur anittogen fuels. As can be seen from Table
1-1, the maximum allowed sulphur limit in commeldigels is continuously decreasing and
can be expected to approach even closer to z¢he itime to come. The sulphur and nitrogen
content in the fuels has a significant impact adbrresponding emissions., the particulate

matter depends on the sulphur and the nitrogerenbit fuel, see Figure 1-2.
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Figure 1-2. Particulate matter asa function of sulphur in diesel fud (left) and
particulate matter and NOx emission as a function of diesel fuel specification (right) [1].

1.2 Industrial hydrotreating

In addition to the removal of undesired hetero-&ets such as nitrogen, sulphur, and
oxygen, industrial hydrotreating results in the darction of low boiling point products,
stabilisation of the olefins to their subsequemaffans and iso-paraffins. Hydrotreating also is
performed prior to processes such as hydrocrackigg,to avoid poisoning of the acid sites
by the nitrogen components. Various layouts forrbye@ating processes can be found in
standard textbooks, highlighting their correspogdadvantages and drawbacks [5, 6]. A
typical hydrotreating reactor and process desigredds on the feedstock that is employed and
the desired product spectrum. The catalyst, (NN@dY-Al2Os, operating conditions
(temperature, pressurep/bil, LHSV), configuration (single or multi stagepnstitute the set
of variables that can be tuned to optimise the wipobcess.

Industrial hydrotreating process implementatiores rather similar to each other, with
the major changes being situated in the operatimglidtons and the general operation of the
units, see Table 1-2. Various licensors such as/t©heLummus [7], UOP Honeywell [8],
Axens [9] and KBR [10] provide hydrotreating teclogy and may have a slightly different
flow scheme, mostly for reasons of energy integratir raw material recycling. An example
configuration of a typical hydrotreating unit isosim in Figure 1-3.

In the Chevron Lummus process, the feed is mixatl Wwydrogen-rich treat gas and
exchanges heat with the reactor effluent after witits sent to a heater where the temperature
is elevated to the required reactor operating teatpee. The mixed feed is then sent to the
reactor (1), which is operated as a trickle (muligd reactor and contains a typical

hydrotreating (NiMo/CoMo ovey-Al 203) catalyst in sulphided state.
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Table 1-1. Target for sulphur content in commercial vehicles proposed by various

countries[1].

. Sulphur Year of
Region Country ) )
(ppmw) implementation
South America Argentina 50 2008
Brazil 500 2008
50 2009
Chile 350 2007
50 2010
Mexico 500 2005
15 2009
Peru 50 2010
Uruguay 50 2009
Asia Pacific China 2000 2000
500 2008
50 2012
Hong Kong 50 2007
India 350 2005
350 2016
50 2010
Singapore 50 2005
Taiwan 50 2007
Australia 500 2002
10 2009
Middle East Kuwait 2000 2008
50 2010
Saudi Arabia 800 2068
10 2013
Bahrain, Lebnon, Oman, Qatar, UAE 50 2008
Qatar, UAE 10 2010
Bahrain 10 2013
Iran 50 2008
Jordon 10000 2008
350 2012
Russia 500 2068
50 2016
Pushing hard for Euro
EU Germany, France, Denmark, Sweden <10 5/6

a - Majority of city (selected cities), b - Expected to limit (natidide)
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Figure 1-3 Flow sheet of the Chevron Lummus Global LLC ISOTREATING process
[11].

Hydrotreating which is an exothermic reaction iemghed with hydrogen as quench gas
for controlling the temperature between differeatiatyst beds. The reactor effluent is cooled
and sent to the high-pressure flash (2). In thb-pigessure flash the light gases formed during
hydrotreating, mostly ;6 and NH, and hydrogen are sent over the top. Th® 4 removed
in an amine absorber (3), the residual gas is mmédmake-up hydrogen and recompressed
before being used as treat gas.

The bottom product of the high-pressure flash goes low-pressure flash (4) where
additional hydrogen and some light ends are remolled bottom stream is sent to a stripper
and/or fractionator (5) to remove light ends anghtha-boiling range material and/or to
fractionate the higher boiling range materialsrioduct fractions.

Table 1-2. Industrial hydrotreating conditions for different feedstocks[6].

Feedstock Naphtha Kerosene Gasail Vacuum gas ail Residue
Boiling Range [K] 343-453 433-513 503-623 623-823 >823
Operating temperature [K] 543-573 573-613 593-623 633-653 633-653
Hydrogen pressure [M Pa] 0.5-1.0 1.5-3.0 1.5-4.0 4.0-7.0 12.0-16.0
Hydrogen consumption [wt.%] 0.05-0.1 0.1-0.2 0.3-0.5 0.4-0.7 1.5-2.0
Liquid Hour Space Velocity 4-10 2-4 1-3 1-2 0.15-0.3
(LHSV) [h]
H2o/HC ratio [ Nm3 mJ] 36-48 36-48 36-48 36-48 12-24




1.3 Hydrodenitrogenation

Hydrodenitrogenation has not been a major conaethe past because the amount of
nitrogen present in the feed to be hydrotreated mvash lower than the sulphur content.
However, in recent times, because of lower quatityde oils, the scientific world has
recognized the importance of concentrating ondbysect of refining. Along with the earlier
mentioned environmental and legislative reasorigygen removal is also necessary since the
presence of nitrogen components strongly affeckerotydrotreating processes such as
hydrodearomatisation and hydrodesulphurisation whi® often carried out simultaneously
with hydrodenitrogenation. It is well accepted Ine tliterature that the nitrogen components
competitively adsorb on the active sites of thepkided catalyst thereby reducing the
hydrotreating potential of the catalyst. This redrcin the catalytic activity tends to lower the
hydrocarbon conversion which, in turn, requireseptillly demanding operating conditions in
terms of temperatures, hydrogen partial pressunestatal pressures to achieve similar
conversions, thereby increasing operating costs.

Hydrodenitrogenation in general refers to the psscef selectively removing the
nitrogen from the hydrocarbons during crude oilreyeeating. This is a reduction step carried
out in the presence of catalyst and hydrogen atatdd pressures and temperature. The
operating conditions vary with different refininquits, feed and resulting product range
required. Hydrodenitrogenation is different frondihgdesulphurisation chemically since there
is no direct removal of the hetero atom from theponent [12]. Figure 1-4, shows the scheme
of pyridine hydrodenitrogenation, the first steptie removal of the nitrogen from aromatic

hetero components is the saturation of the rinigWadd by the C-N bond cleavage.
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Figure 1-4. Reaction network of pyridine hydrodenitrogenation.

1.4 State of the art in hydrodenitrogenation

Previous sections were dedicated to provide a lmiefduction to the topic of this thesis.
The sections that follow are aimed at introducing turrent state of the art in the various

aspects of this thesis.



1.4.1Experimental Robinson-Mahoney reactor

Experimental studies relating to vapour phase &meet phase reactions have been
performed in plug flow reactors (PFRs) and contusjstirred tank reactors (CSTRs). These
studies in PFRs have been useful for the acquisdfadata for scale-up purposes but issues
related to complete catalyst bed wetting and hyglrachics at the reactor scale remain unclear.
Continuous, Stirred Tank Reactors (CSTRs) are tsstudy three phase reactions and offer
better mixing and catalyst wetting in comparisorthie PFRs. A special type of fixed basket
type three phase reactor has been proposed by Mglebal., [13], see Figure 1-5. These
reactors, typically denoted as Robinson-Mahoney \R&actors are claimed not to exhibit
concentration or temperature gradients. They dfétter mixing of the involved phases and
can be operated in a wide range of operating comdit While RM reactors have been used
for acquiring intrinsic kinetics data [14, 15], @lsspecific research on the reactor
hydrodynamics has been performed [16-18].

The proper acquisition of intrinsic kinetics dataessential for satisfactorily explaining
the reaction network and to construct a valid kmetodel [13-15]. Hence, estimation of
reactor characteristics such as gas and liquid-tapldnd volumetric gas-liquid mass transfer
coefficient are important to assess the propenreghat exists in the reactor. Assessment of
these phenomena provides guidelines for operatingtrinsic kinetic regime and helps in

providing data which results in a broader knowlenhgerms of reactor design.
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Figure 1-5. Schematic of a three-phase bench-scale Robinson-Mahoney reactor showing

thereactor internals[14].



1.4.2Hydrodenitrogenation - experimental and modellinglges

Experimental studies on hydrodenitrogenation haeenbperformed with various
objectives:

a) understanding reaction mechanism and network edtioidl for basic and non-
basic nitrogen components,

b) effect of various operating conditions on the mazthponent conversion and
product distributions and their subsequent optitiosa

c) catalyst characterisation and development, and

d) effect of simultaneous hydrotreating reactions.

Modelling efforts on hydrodenitrogenation have feed on estimating kinetic and
catalyst descriptors. In the present section, spangcular studies available in the literature
which are related to this thesis are discussedt@anportant results are highlighted.

The first established experimental studies on hyeindrogenation, particularly of
pyridine, were presented by Mcllvried [19], Sonmenat al. [20-23] and Satterfield and
Cocchetto [24] in the 1970’s. Mcllvried [19] perfoed experiments on NiCoMo/ADs in a
fixed bed tubular reactor and subsequently simdl#te reactions using a simple Langmuir-
Hinshelwood model to obtain a good fit of the expental data. The proposed mechanism
involved the complete saturation of pyridine to gridine followed by rapid removal of
ammonia through a less stable amine intermediagefgure 1-4. Sonnemahal. [20-23], in
a series of four articles, focused on the variosigeats of pyridine hydrodenitrogenation
including catalyst preparation, reaction networkcedation and, to some extent, on kinetic
modelling and estimation of rate coefficients antivation energies. Sonnemetnal. [20-23]
performed experiments over a Mo#® and CoMo/AOs in a U tube reactor, and studied
various aspects by systematically varying all ratévoperating conditions to assess their
effects on the reaction kinetics. They constructertiels based on a top-down methodology
by starting from a power law model and, subseqyesetttending these findings to a more
established Langmuir-Hinshelwood model. Sonnerdaial. were the first to report the
formation of then-pentylpiperidine through disproportionation of tywiperidine molecules or
condensation between pentylamine and piperidine@yTddso systematically reported the
activation energies for the various (elementargctiens obtained through regression of the
experimental data with the proposed model. Alonghwhe earlier mentioned works,
Satterfield and Cocchetto [24] studied the pyridbigeridine hydrogenation equilibrium over



NiMo/Al O3 catalyst and provided important guidelines forf@@ning experiments at
conditions where this reaction is not equilibriuimited.

In the 1980's, research efforts in the framework hofdrodenitrogenation were
significantly enhanced, indicating its importancethe context of downstream processing.
Although much of the focus was on testing heava@npgonents such as quinoline [25-29],
preparation of better catalysts [30-36] and sinmdtas hydrodesulphurisation and
hydrodenitrogenation [12, 37], some work on pyr&ihydrodenitrogenation was still
published in this time period [38-41]. Ledoebal. [38, 42], studied the pyridine and piperidine
hydrodenitrogenation over different Mo based catalpromoted by Ni and proposed different
kind of sites to be involved in the hydrodenitrogiéon of pyridine and piperidine model
components. LaVopa and Satterfield [40] studiedpbisoning by nitrogen components and
correlated the basicity of these nitrogen compaentheir adsorption strength. These results
were helpful in predicting the poisoning effect éxted by these components on the
considered catalysts.

During the 1990’s the most pronounced interestirddenitrogenation is evident from
the literature. Distinguished groups such as thesRyroup at ETH, Zurich [43-53], Kasztelan
group at IFP, France [54, 55] Ho and colleaguekxaton Research, USA [41, 56] were
involved in the development of and contributedne field of hydrodenitrogenation. Reaction
network elucidation of various model nitrogen comgats resulted in a very detailed
understanding of the hydrodenitrogenation readiwh provided a basis for kinetic modelling.
At the same time, gas phase pyridine hydrodenitratien was performed at the Laboratorium
voor Petrochemische Techniek, the present Labgrdtosr Chemical Technology at Ghent
University [57]. These data obtained over NiMafdd catalyst are also employed in the
present work to develop a two site model accogrfoan the most recent understanding of the
catalytically active phase based on advanced expetal and modelling techniques, see

Figure 1-6.
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Figure 1-6. Methodology and assumptions adopted for the development of two Site gas
phase hydrodenitrogenation model.

In the early years of the new millennium the wonkhydrodenitrogenation continued [3,
53, 58-64]. Through advanced characterisation igces and advancements in computer
technology and ab-initio based DFT calculations-86% the scientific world could better
understand the reaction mechanisms and catalysegies. Models for the description of the
experimental data on different catalysts and deffiéassumptions of the active phases and sites
were proposed by Kopyscinsdtial. [86, 87].

Pyridine hydrodenitrogenation kinetics have bearutated using models with two types
of sites [14, 88] or in some cases even three typesites [87]. Pille and Froment [88]
considered two types of sités., Coordinatively Unsaturated Sites (*) and Sulphaioh (S
) sites, in their kinetic model, which sufficedaweoid any significant or systematic deviations
between the experimental observations and the nsodelations. Romeret al. [89] also have
successfully described naphthalene hydrogenatiogr @n industrial NiMo catalyst by
assuming two types of sites. In this work, a madeisidering * and %Bis further elaborated.

The sites are believed to be situated at or at leza the edges of the promoted sulphided
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catalysts [89]. This two types of site assumptitong with that of homolytic or heterolytic
dissociative Hand BS chemisorption on the catalyst surface is expéctpdovide the model

with the necessary flexibility to adequately sintelaboth the hydrogenation and
denitrogenation reaction via appropriate sulphut laydrogen surface concentrations.

1.4.3Hydrotreating catalysts

Industrial hydrotreating catalysts are high surfacesa materials made up of an active
component, a promoter and in few cases co-promaf@ch are impregnated on supports such
asy-Al>0z. These catalysts contain molybdenum sulphide@sadtive component and cobalt
or nickel as promoters. Usually, co-promoters swash phosphorous or tungsten are
incorporated as well in small amounts during therignation procedure to fine-tune the
catalyst performance in terms of activity, selatgiand/or stability. A few other co-promoters
used on the catalysts are boron, fluorine and ttdowhich influence the catalytic or the
mechanical properties of the catalysts. The comialgrcavailable catalysts have varying
amounts of active components, promoters and co-piensidepending on the application and
the feed quality. Generally hydrotreating catalgststain up to 25 % of active component and
10 to 25 % of promoter. Catalysts are manufacted pelletized into different shapes
according to the reaction and process demands.

Active phase structures for sulphided hydrotreatatplyst have been presented by
Topsze et al. [84, 90]. The crucial role of Ni or Co promoted Stananocrystallites for the
hydrogenation and bond breaking activity has besnahstrated [90]. The promotional effect
by Ni or Co on Mogis related to the formation of a Ni-Mo-S or Co-Mgghase [90, 91]. The
alumina support normally used for hydrotreatingabyats, allows a high dispersion of the
stable, unpromoted Ma®ano crystals. When a promoter such as Co or &tlded during the
synthesis, the edge sites of the Ma8uctures are further stabilised by the incorponaof
Ni/Co, instead of Mo [84]. Depending on the intéi@t of these modified nanocrystallites
with the catalyst support TYPE | and TYPE Il phasesreported to be formed [75], the TYPE
Il being much more active corresponding to thewdo interaction with the support. The
presence of a co-promoter such as phosphorus mignefienhance the hydrodenitrogenation
activity by increasing the number of TYPE Il sites proposed by Eijsbougs al. [52]. The
presence of Ni and P in the catalyst under conaiiber will certainly result in the formation
of the aforementioned phases, and minimise TYPakp formation. Morphology variations

of the modified nano crystallite during variousphd-reductive conditions are discussed by
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Schweigert al. [81, 82], but can be generally considered notdmuoto a significant extent,
unless a significant change in the reductive camastwould be enforced by varying the feed
sulphur concentration.

A huge number of publications has focused on thely&ally active sites in
hydrotreating in terms of their location, electimproperties, number and nature. Properties of
promoted Mognanocrystallites have been investigated experialigriv 6, 83, 92-94]i.e., by
EXAFS, STM, FTIR, as well as theoretically calceldt.e., by DFT [67-70, 74, 75, 95]. The
sites exhibit either a Lewis nature, correspondiitty sulphur vacancies associated with Mo
or the NiMo or a Bosnsted nature under the form of —SH groups [96, Blfre recently the
presence of brim sites on Mp&ctive phase has been reported by Bepsal.[98], as depicted
in Figure 1-7. This brim is understood to contagions of high electron density and is located
on the basal plane of the active phase, ratherdhdahe edges. Components that are adsorbed,
interact strongly with the brim sites and, henodilgit a possibly strong positive effect on
relevant reactions such as hydrodesulphurisatiah lydrodenitrogenation. This positive
effect is attributed to the strong interaction whgtero aromatic components and the vicinity
of hydrogen and sulphydril groups which are fornoedthe edge planes of the active phase
Topweet al. [98].

Figure 1-7. Atom-resolved STM image of a singlelayer M oSz nanocluster (light region =
brim) [98].
1.4.4Application of gas phase models to liquid phasetreas

Industrially, hydrotreating is carried out in mphiase reactors.e., gas-liquid-solid, in
which the catalyst is the solid phase, hydrogenlighter hydrocarbons are present in the gas

phase and the heavier hydrocarbons along withetexrd» components are in the liquid phase.
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Quite often, at the laboratory scale, reaction tkiseare investigated in a gas-solid reactor in
which, again, the catalyst represents the solig@Mmut in which all reactants are in the gas
phase. While the former is typically denoted aguid phase kinetics’, the latter is
conventionally termed as ‘gas phase kinetics'. ldqphase kinetics tend to be more frequently
disguised by phenomena such as hydrodynamic nafitids, diffusion limitations, heat
effects, physical adsorption and thermodynamic idealities compared to gas phase kinetics.
Extraction of kinetic data can, hence, generallyroge readily achieved from gas-phase data,
since fewer phenomena occur that potentially oles¢bese kinetics [99]. A few studies
addressing the application of gas phase deriveceladd liquid phase conditions taking into
account various phase related aspects have beéshmab[99-104], however, studies related

to hydrodenitrogenation are not explicitly foundle literature.

Eztended set of gas Limited liquid phase _ Thrﬂf: phase
phase — Fion indusrial reactor
EZp enmentanon srmulanon
- = +3aH +H +Hh N
U ‘ = l ‘ B ) NH #
| v ['J"S
H

Figure 1-8. Methodology used for the translation of models developed at gas phase
conditionsto liquid phasereactions.

Madon and Iglesia [105] have given a comprehensixgview on rates of chemical
reactions in terms of thermodynamic activities agdcities of reactants and products.
Transition state theory was used to rigorously diesdhe effects of non-ideal behavior on
reaction rates. Rates of catalytic reactions weoad to depend on the presence of a solvent
only when it affects the activated complex(es) Iagd in kinetically significant steps in a
catalytic cycle. Reinhoud# al. [106] in their discussion on the so called ‘gagHd-phase
controversy’, propose that the morphology of thievagophase of a sulphided catalyst favours
the interaction with a condensed liquid phase. Thigld be a generic phenomenon for the
hydrotreating reactions. Guevegtaal. [100, 103, 104] have more recently investigatddesu
effects on the various reactions occurring duripdyrbtreatment. Rautanehal. [107] studied

liquid phase hydrogenation of toluene. Based on é¢kemated adsorption equilibrium
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coefficients, they observed that hydrogenationsrategtained with the different solvents were
different. They explained the difference in ratgsdifferences in the hydrogen solubility,
which followed the same trend as the reaction rEtey also verified gas-liquid, liquid-solid
and intraparticle mass transport resistance angl fonhd the latter to be significant. At our
laboratory research related to application of gaagsp models to liquid phase reactions has
been done in the area of hydrocracking by Narasinehal. [108] and Thybauét al. [109],

i.e.,, making use of nano-porous catalysts. Narasinghah [108] developed a unified model
for the description of gas and liquid phase hydnyession on a USY zeolite accounting for
(i) liquid phase thermodynamic non-ideality, (igstabilization of the physisorbed state in the
catalyst micropore by compression of the adsorbgtine bulk fluid and (iii) carbenium ion
stabilization by sorbent solvation by the bulkdu”Accounting for these three features allowed
adequately describing liquid phas€+/n-Cy hydrocracking data starting from a kinetic model
obtained from gas phase data. Thyleshat. [109] successfully applied the same methodology
in the modelling of gas and liquid phase hydrocosioe of Halpasol™ on a USY zeolite.
Narasimharet al. [110] extended this model for shape selectivelgstasuch as Pt/H-ZSM-
22.

1.4.5Single-Event MicroKinetic (SEMK) models

Classical modelling is usually performed using aartional concepts and reaction
schemes, such as proposed by Langmuir and HinsbdlamoEley and Rideal. In this kind of
modelling, various possible mechanisms are propasedrival rate equations are derived
considering different elementary steps as rateruhéng. The models are subsequently
regressed to experimental data and after modelimis@ation, the model exhibiting the best
agreement with the experimental data along withdggtatistical and physical significance of
the parameters is selected. As opposed to classiodelling, SEMK provides a more
fundamental approach, by considering all the eleargmeactions occurring in the bulk and/or
on the catalyst surface. In the modelling basetherSEMK methodology, the construction of
the model is based on considering all the elemgmtaction steps occurring in a specific
reaction. During the application of the SEMK metblog)y for a specific reaction or set of
reactions no specific rate determining step ismgsl While constructing models based on the
SEMK methodology, reactions are classified basedeantion families such as protonation,
hydrogen addition etc. thus reducing the numbgrasdmeters that needs to be determined to

perform the model simulations. This concept contds a sound basis which also helps in
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Chapter 1

better extension of the model to more complex femtts and reaction conditions, with very
little or no changes to the model.

The SEMK methodology for modelling transformatianscomplex reaction mixtures
was first proposed by Froment [111] and appliethesmal cracking by Clymaret al. [112,
113]. This was subsequently extended to catalgactions such as hydrocracking by Baltanas
et al. [114, 115] and Svoboda al. [116]. Fenget al. [117] extended the SEMK methodology
to catalytic cracking. Fundamental models for Fesehropsch synthesis were constructed
based on the carbene polymerization mechanism mk&land Broadbelt [118] and were
interpreted according to the SEMK methodology byzdmo et al. [119]. Very recently
aromatic hydrogenation over metal catalysts wapgsed by Berat al. for benzene, toluene
and xylene as model components [120-122]. Otheties that have been comprehensively
proposed and extended are xylene isomerizatiorbethyene dealkylation by Toehal. [123]
and methanol to olefins by Kumatral. [124, 125].

The SEMK methodology involves a detailed understapdf underlying elementary
steps and implementing them in an adequate matiehatanner in a computer program
capable of rendering the complete reaction netwarkcalculating the entropicg. symmetry
effects. This reaction network can then be usednfaael construction and regression with the
experimental data to estimate the kinetic and gsitalescriptors, see Figure 1-9.

Detailed chemistry knowledge ® Reactant Molecule Experimental Data

and reaction mechanism * Define reaction families Pre-exponential factors
* Default / Single reactions apriori calculated

u-kinetic engine /
ReNGeP > Parameter estimation
* Complete reaction program

network(reactants,

intermediatesand
products)

* Information of reaction
pairs and n,

Estimated Kinetic and

catalysts descriptors

Figure 1-9. Graphical representation of the SEMK methodology.
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1.5 Scope of the thesis

In this thesis, hydrodenitrogenation is studieddetail with the help of a model
component pyridine. The dissertation is divide iftiur prominent subtopics:

» Studies dedicated to understanding the performahtteee-phase, continuous, stirred
tank reactors and their hydrodynamics have alrbaéy done before [16-18, 126, 127],
however, a study specifically dedicated to the Retan-Mahoney reactor at industrial
conditions is not available yet in the open litarat One of the objectives of this work
is, hence, to study parameters such as volumedtsdiguid mass transfer coefficients
and gas/liquid holdup in the reactor which are ingo@t to understand the exact
reaction conditions from a hydrodynamic and therymaanic point of view. In this
work the aim is to experimentally measure thesarpaters and compare them with the
data available at cold flow conditions and othes-tiguid systems. Equations to
correlate the experimentally obtained volumetris-tiquid mass transfer coefficients
have been proposed in the past and verified atftmhdconditions. In this work their
applicability for experiments conducted at relevamerating conditions will be
assessed. The experimental details and the praesediit allow the experimentalist to
verify and validate the reactor before starting Kieetic data acquisition. These
parameter values will also provide guidelines fals-up and/or scale down of reactor
if necessary. Finally the data on the liquid hopdelotained under these conditions can
very well be used in the description of the thergmaimic conditions within the reactor.
This work forms the third chapter of this thesis.

* Hydrodenitrogenation of various model components been studied on different
catalysts at gas and liquid phase conditions [4552, 86-88, 128, 129]. Although an
adequate understanding of the hydrodenitrogenéatiatics has already been pursued,
specific features such as explaining th& kromotional effect on C-N bond scission
in terms of elementary steps, accounting for thee tpf hydrogen and hydrogen
sulphide dissociation and correlations between @rapts’ chemisorption properties
and their proton affinity [76, 83] still remain twe explored and better quantified.
Recent developments in catalyst technology and mstateding, DFT calculations,
modelling methodologies, advances in computer telclgy and the current state of the
art allow to develop an advanced kinetic model antiag for this better understanding.
Pyridine hydrodenitrogenation data originally acgdiby Pille and Froment [88] are
used for model construction, regression and seleqiurposes, adapting the model
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assumptions to the results of more recent work by group i.e, naphthalene
hydrogenation over NiM@fAl.Oz by Romeroet al. [89] as well as to the broader
literature [80, 83, 86, 87, 89, 130-132]. As indech above, the most important
distinctions in comparison to the previous work @ the consideration of
heterolytically and homolytically chemisorbing ldnd HS, atomic and molecular
addition of h to the aromatic ring and a theoretical explanatiothe effect of b5 on
the hydrodenitrogenation reaction. This forms thath chapter of this thesis.
Pyridine hydrodenitrogenation is employed to denrats the applicability of the
methodology for applying gas phase models to tpresese conditions beyond acid
catalysis in hydrocracking [99]. In this case aighyre hydrodenitrogenation kinetics
model based on elementary steps resulting from xdensive gas phase kinetic
experimentation [88] has been used for the assegsrhiquid phase kinetics data. A
limited number of liquid phase experiments havenbgerformed to determine liquid
phase thermodynamic non-ideality and other gasugdrguid phase related effects on
the pyridine hydrodenitrogenation behaviour. Thiitglio adequately describe liquid
phase chemical kinetics making use of a rate egmesderived from gas phase
kinetics, provides a sound and efficient route talsadhe assessment of the kinetics of
a variety of industrial reactions at operating atads focused on intrinsic kinetics
determination without having to mimic the indudtogerating conditions. This aspect
is presented in the fifth chapter of this thesis.

Finally, another important aspect of this dissestats to provide a proof-of-concept
for the application of the SEMK methodology towarugdrodenitrogenation with
pyridine as model component. This extension towai@N will be the first step
towards extension of the methodology to heteroatemsone hand and towards
sulphided catalysts on the other. The extensidgh@SEMK methodology to pyridine
hydrodenitrogenation consists of expanding the lodipas of ReNGeP, more
particularly to include hetero atontsg. nitrogen, and to implement the relevant, new
reaction families, including the calculation of ayetry effects, in the framework of
hydrodenitrogenation. A detailed state of the arthie ReNGeP and its improvements
forms the sixth chapter of the thesis. Construcbbrthe model and its subsequent

assessment against experimental data forms thatbesteapter of this thesis.
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2  Procedures

This chapter discusses the procedures adoptedsithésis to acquire the experimental
data, the techniques used for data analysis aatiiiemt as well as the theoretical background
for parameter estimation and model selection. Bidhydrodenitrogenation over a
commercial, sulphided NiM@/Al.Oz catalyst was performed in two types of Continuous
Stirred Tank Reactors, CSTRs, both located at Latboy for Chemical Technology, LCT,
Ghent University. Kinetic data for the gas phasedaye hydrodenitrogenation have been
acquired using a Berty reactor as part of previwok by Pille and Froment [1], while kinetic
data at three-phase conditions were acquired wsimgnch scale Robinson-Mahoney reactor
set-up [2] as part of the present thesis. The gddtee liquid phase experimental data that have
been acquired using these set-ups and used in rooaigtruction in this thesis are reported in
Appendix A. The interpretation of the experimemeaults at varying operating conditions, the
data available from literature with respect to tb&ction chemistry and data together with ab-
initio based DFT studies provide guidelines foatikinetic model construction. Via regression
of those models to the experimental data, valuethéokinetic parameters in these models can
be estimated.

The procedures section is divided into two subtsasti.e., experimental and modelling.
First, the materials and methods used during tiperaxental investigations at gas and liquid
phase conditions are presented. The analysis dndatson procedures for the same have also
been explained. The second part of this chapteodates the procedures used during the
modelling including the mathematical treatmenth&fsde data and computer tools required for

model construction and parameter estimation.

2.1 Experimental

2.1.1Catalyst

A commercially available NiMo catalyst supported a@RAI>Os (Procatalyse
EC/22/216/91) was employed to study both the gddignid phase hydrodenitrogenation. The
catalyst composition by weight is 9.3% Mo, 2.5% &id 103 ppm P. Other physical
characteristics of the catalyst are reported inl@a@bl. The BET surface area was measured
by N2 adsorption [3]. Catalyst pellets as received veeushed and sieved to obtain a particle
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size between 540 and 6@@n which was sufficiently low to avoid internal maisansfer
limitations. During the gas phase experiments 0I3kg of catalyst was used while 2.5 10
3 kg of catalyst was used during the liquid phasestigation, as the difference in operating
conditions required correspondingly adapted spaigeest During the gas phase
experimentation catalyst pre-sulphiding was donefibgt drying the catalyst in argon
atmosphere at 0.6 MPa and 423 K for 2 hours, ahdegjuently using 15 mol%:H in H at
0.6 MPa and 663 K for 4 hours. At liquid phase ¢bods, the catalyst was dried in a nitrogen
atmosphere at 3.0 MPa and 423 K for 1 hour andswiasequently pre-sulphided with a 1 wt.%
mixture of DMDS in halpasol at 573K for 4 hours.d@rthe catalyst is pre-sulphided, it is
stabilised with the reaction feed for 12 hours betanetic data are recorded.
Table 2-1. Characteristics of the NiMo/y-Al203 catalyst used in the gas and liquid phase
experimental program

Property Units
Specific surface area 190°10m2/kg
Pore volume 4.94 1 m3/kg
Density 1297 kg/ms3
Porosity 0.66 -
Pore diameter 0.01um

2.1.2Reactor set-ups

2.1.2.1 Gas-phase continuous stirred tank reactor (Berty type) set-up

Pyridine hydrodenitrogenation experiments werequaréd at gas phase conditions in a
set-up comprising a Berty type continuous stiraatktreactor. A schematic representation of
the set-up is given in Figure 2-2, along with tlgebols used. The Berty set-up is divided in
four sectionsi.e,, (i) the feed section, (ii) the reaction sectiom), the effluent section and (iv)

the analysis section, see Figure 2-2.

) Feed section
Pyridine and/or piperidine as liquid feed is mixegith n-Cs andn-C-7 as solvent in a glass
feed bottle which is maintained under a slightagén over-pressure of 0.02 MPa. The liquid
feed (1) is pumped to the reaction section usindgdiggm Pressure Liquid Chromatography,
HPLC, pump (2). Liquid flow rates can be adjustetiteen 1 and 10 ml mitn Heat tracing,
HABIA, coils are wrapped around the inlet lineddoilitate the flow of heavy components.
The possible gases which can be fed to the reatdh, N> and HS in H. The internal

standard Chlis mixed with the reactor effluent before analy3ise flow rates of these gases
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are controlled by thermal mass flow controllersgB (4) in the range of 1 and 500 N ki
and 5 mol% HS in H are mixed and the majority of the mixture is derthe reaction section
via a mixer/evaporator/preheater (6) where it igsediwith the evaporating hydrocarbons and
preheated to a typical temperature of 473 K. Tmearsing part of the HIN> mixture enters
the reaction section via the shaft of the magndtice assembly to cool it internally and to

prevent hydrocarbon condensation in that shatft.

(i) Reactor section

The Berty type high pressure reactor (8) is coesddl by Autoclave Engineers. A
magnetically driven impeller (11) induces an intdnrecycle flow pattern in the reactor going
upwards between the catalyst basket (9) and thgorewvall and going down through the
catalyst basket, see Figure 2-1. The gaseous hgftwgdrocarbon mixture enters the reactor
just above the blades of the impeller, while tHaeht leaves the reactor at the bottom under
the impeller. The Berty reactor can be modellecarmsdeal continuous stirred tank or an
perfectly mixed flow reactor [4]. Typically the irajber is set to revolve at a speed of 25 rps.
The temperature in the reactor is maintained beatihg cap (12) containing three heating
elements of 500 W each controlled by two PID cdhrs (13) and (14) connected to two
thermocouples measuring the temperature just ooftapd below the catalyst basket. A third
thermocouple is used as a safety control to medisarmexternal wall temperature of the reactor.
It is connected to an on-off switch ensuring ttegt temperature will not rise above the safe
operation level. The sealing between the reactdy l@nd cover is ensured by the use of a

ductile aluminium gasket.

Figure 2-1. Cross sectional image showing theinternal circulation in a Berty gas phase

high pressurereactor.

(@iii)  Effluent section

The reactor effluent passes through a filter (1&pke being mixed with the internal

standard methane. The molar methane (99.95 volifA,iduide) flow rate is controlled with
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a Brooks thermal mass flow controller (5) in thagea of 2 and 10 NI*h The mixture of the
reactor effluent and the internal standard is spla two flows. The majority of this flow is
directly sent to a condenser (17), while a minaction passes through a six-way sampling
valve (16) before being sent to this condenserthm condenser the major part of the
hydrocarbons condenses and is kept in a colleChar uncondensed part of the reactor effluent
flows through the back pressure regulator (18) Winscused to keep the installation under the

desired pressure and is sent to the vent afterwafjs

(iv)  Analysissection

With the six-way valve, a 20 ul sample is sent talsaa gas chromatograph (GC —
Hewlett Packard Series Il) (19) via a heated liffes GC is equipped with an Flame lonization
Detector, FID. Separation of the gases occurs incapillary column with a
polydimethylsiloxane film of 0.25 x1®m. Cryogenic cooling of the column is possiblehwit
liquid nitrogen (21) to enhance the separatiorheflighter components. The capillary column
is 50 m long, has an internal diameter of 0.32%0and uses ¥hs carrier gas. The FID flame
requires both hydrogen and air, and is stabilizedde of a nitrogen make-up flow. The flame
transforms incoming hydrocarbons to ions which gateea small electronic current in a
collector electrode placed above the flame. Thet®eic signal is related to the number of
atoms that reached the detector, the latter baipgagally sensitive to carbon atoms. The signal

is enhanced and processed by the software packiage A
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Figure 2-2. Schematic representation of the vapour-phase Berty CSTR set-up [9]
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Procedures

2.1.2.2 Three-phase continuous stirred tank reactor (Robinson-Mahoney type) set-up

A schematic representation of the liquid-phase Rsim-Mahoney CSTR set-up at
Ghent University used for pyridine hydrodenitrogiora study is shown in Figure 2-3 along
with the symbols used [6]. Again, four different8ens can be distinguished, i.e. (i) the feed
section, (ii) the reaction section, (iii) the e#ht section and (iv) the analysis section.

(1) Feed Section

A total of four gas feed lines are available ferding gases to the reactor directly. While
two of them are used for2Nind H, the others are used to feed gases such@Hb or CHa.
The flow rates are controlled by four thermal mié®s controllers in the range of 3 to 400 NI
h'! (1) and (2) of various calibrated gases. The mssfare preheated separately allowing
more flexibility (3) and (4), before they are mix@) and sent to the reaction section. The
liquid feed,i.e., a pyridine and Halpasol™ mixture (5) is fed byHALC pump (6). Before
entering the reaction section, the liquid feedss @reheated (7) and mixed with the gas flows
(8). In this mixer, the gases are dispersed ifitjued phase by means of a sintered stainless
steel filter.

(i) Reactor section

The most important section of the experimentalupetonsists of a Robinson-Mahoney
reactor, which is of the CSTR type, see Figure 2@ which is equipped with a fixed
cylindrical catalyst basket. The reaction mixtwgentroduced at the bottom of the reactor. A
magnetically driven impeller induces a flow pattelirected to the reactor wall through the
catalyst basket and with recirculation above artkuthe basket, see Figure 2-4. Typically the
impeller is set to revolve at a speed of 25 rpsuang good mixing of the reaction mixture
inside the reactor. The catalyst, mixed with imeaterial, is located at mid-height of the basket,
where the flow through the basket is most unifdbinectly above and under the catalyst/inert
mixture, more inert material is present in the lgatabasket, while at the top and the bottom
the basket is filled with glass wool. Typically themount of catalyst used in
hydrodenitrogenation experiments was 2.0%®03.0 x1 kg diluted witha-Al 203 to obtain
1.0 cm height in the catalyst basket which corredgdo 20% of the total basket volume.
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Figure 2-3. Schematic representation of theliquid phase Robinson-Mahoney CSTR set-up at LCT, Ghent University.
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Figure 2-4. Cross sectional view of the Robinson-M ahoney reactor showing the flow

pattern inside thereactor[5].

(iii)  Effluent section

The gas-liquid mixture leaves the Robinson-Maham@gtor via a down-comer, which
extends into a small indent drilled in the upp@nfle of the reactor, and is subsequently
separated in a cyclone (10) mounted downstrearneofdactor. Because some small droplets
may still be entrained with the gas flow, it is gad through a demister (11). The potentially
entrained droplets are retained on a gauze irddnsster and collected in a tube connected to
the liquid effluent outlet of the cyclone. The ‘tgas leaves the demister at the top and flows
to a back pressure regulator (12) with which theupeis kept under the working pressure.
After the back pressure regulator the gas flow issechwith the internal standard GHvhich
is controlled by MFC (9). This mixture is split ma main stream which is sent directly to a
condenser (13) and into a smaller stream whicknst® a GC (14) for online analysis.

The liquid effluent of the cyclone enters a tubukservoir (15). The liquid level in this
tube is governed by an automatic level controll&)(which periodically discharges the liquid
from the reservoir by means of a magnetic valve.(The time interval for the periodic
discharge can be adjusted via a needle valve vighhaced in parallel with the magnetic valve.
Downstream of the level control system the liquavfis cooled (18) and flashed (19). Upon
flashing the gas dissolved in the liquid is libechtind captured in a gas burette (20) connected
with a vessel open to the air. This allows to meashe flow rate of the gas that was dissolved
in the liquid under reaction conditions, furthendted as ‘flashed gas’. The ‘flashed liquid’
falls down by gravity and is collected in a liguddrette (21) where the flashed liquid flow rate
can be measured. Offline samples can be taken tinenflashed liquid and flashed gas for

analysis on the gas chromatograph (14).

32



(iv)  Analysis Section

The analyses of the various effluent streams arfonpeed with a Thermo scientific
TRACE 1310 GC. The resulting chromatograms are gused using the Chromel&on
software package. The layout of the GC is as shiavAppendix A. It comprises an auxiliary
oven (isothermal), which contains the Hayesep QMal$ieve 5A columns coupled with an
TCD which is used to analyse ldnd CH in the sample, and a non iso-thermal oven for the
detailed hydrocarbon analysis, DHA, with an FID qee@ed by a polydimethylsiloxane
capillary column and for Nkl H2S and HO analysis using a Volamine column coupled with
a TCD. Argon and Helium are used as carrier gasasrvthese columns. Online gas effluent
analyses can be performed with the two TCDs andrtbevhereas offline liquid injection of
the liquid samples is possible on the split-sgisl injector (SSL) connected to the FID.

The gas product of the reaction is injected onfméhe GC through a heated sampling
six way valve. A volume of 0.2 to 1.0 pl is injedtasing a manual syringe via the SSL column
injection port. The continuous signals from theimas detectors of the GC are sent to a PC

where the Chromeleon software package is usethégpeak surface integration.

2.1.2.3 Cold flow reactor set-up

Methylene blue

tracer ejector port
Cyclone

; Gas outlet

MFC

Methylene blue
tracer injector port
Gaslnlet —— —l ;
Liquid Inlet —»—!

Pump

Figure 2-5. Flow diagram of the cold flow set-up constructed for studyingtheliquid hold-

up with impulse flow experimentsin a Robinson-Mahoney reactor [7].
Experiments at so-called ‘cold flow’ or ambient ddions have also been performed [7],
however, with a glass mock-up model reactor wignieccal dimensions to those of the high
temperature/pressure stainless steel reactor aielipy autoclave engineers, see Figure 2-5.
These experiments were performed by injecting grulse of tracer to the set-up operating at
steady state conditions. The configuration of th&ss reactor was slightly different from the
one at relevant conditions: instead of the ovewffsrangement for the effluent that is present

in the stainless steel reactor, the outlet forgdwe liquid mixture went through the upper flange
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of the reactor. Tracer impulse experiments wertopaed in the absence of the catalyst basket
and catalyst pellets. The inlet section consisted centrifugal pump delivering continuous
flow of liquid to the reactor, the liquid flow isired with a steady flow of Hwhich is sent
through a highly precise thermal mass flow con@rolAn injector port is inserted at about
3x102 m from the inlet of the reactor, this port is uded introducing the impulse of the
methylene blue tracer. The outlet of the reactaoisnected to a sampling port which is used
for drawing off a sample of the liquid effluent asdbsequent offline measurements of
methylene blue tracer concentration using a spglettmmeter. The glass reactor could not be
operated at elevated pressures and temperaturésatbambient pressures and room

temperatures provides an opportunity to visuallyesbe the gas-liquid interactions.

2.1.3Composition of the reactor effluent

The Robinson-Mahoney set-up as explained in se2tib2.2 was the re-constructed set-
up which was used to acquire data for the resudtsudsed in chapter 3. The data that are

discussed in chapter 5, were acquired with a sehafpexisted earlier.

2.1.3.1 Liquid effluent

A schematic representation of the different inled autlet flows of the setup is given in
Figure 2-6. Three effluent streams are identifig gas phase effluent denotedRgsthe
flashed gas effluenEg, and the flashed liquid effluerf. The liquid effluent is analysed
offline by the FID connected to the polydimethysi&ne capillary column. UsingCo as an
internal standarddFco = 1), the weight fractiomvi of all compounds can be calculated using
calibration factor<CFi, which were calculated with a reference mixtupgiari, see Appendix
A, and the GC surface are&ghat originate from the Atlas software as showednation 2-1:

A; 2-1
w; = CFweg i
9

2.1.3.2 Gaseffluent

Typically the gas effluent streafig sample is analysed online by the TCD connected to
the Haysep Q packed column whilelansample is analysed on the offline FID connected to
the polydimethylsiloxane capillary column. Howevesince the TCD in the GC was
unavailable, quantitative analysis of the gas pheas® not performed. The main components
present in the gas phase efflueRg, are NR, Hz, H.S and CH. Molar flow rates were
determined by using molar balances of the diffel@oimic balances based on the liquid

effluent. Care is taken that all relevant hydrooabfrom the flashed gas effluefig, are
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completely condensed such that they are measugether with the flashed liquidF.

Incondensable gases such as HS and CH are typically measured based by the liquid
volume displacement by these gases over a peritichef see also Section 2.1.2.2 (iv). The
device consists of an open ended flask which isiected to a column which has grading to
measure the liquid volume. The flask is placed amaually adjustable screw shaft which can
be used to adjust the liquid height of the colufinsteady operation of the set-up the flashed
gas flow rate is measured as a function of timeefector port situated at the top of a liquid
column is used to draw a sample for off-line analyls was observed that the flow rate 6

was very low in comparison t&and was neglected during the analysis.

F, £ ng =0
Ff
Fie
F?=F°+FF Fr=F;+F, <
REACTOR > CYCLONE > CONDENSER
F'O
» FLASH > >
£ Fy

Figure 2-6. Scheme showing theinlet and outlet flows considered in the Robinson-
Mahoney bench-scale three-phase CSTR experimental set-up.

2.1.3.3 Elemental balances

The carbon and the nitrogen balance were calcutaiesidering the outlet flowrates of
the components in liquid effluerf; and the corresponding deviation of the mass batanc
were calculated. A maximum of £ 5% deviation waseyled in the carbon and nitrogen mass
balance at all the experimental conditions. A cgpomding equal deviation for the hydrogen
and sulphur was assumed and subsequently calcubsteed on the molar balance of

consumption or production.

() Carbon balance

All the relevant carbon species involved in thectiem can be safely assumed to leave
the system in the liquid phases,, the flashed liquid. This is confirmed by verifyittge outlet
composition ofFg. Additionally, DMDS decomposes into>8 and CH and needs to be
considered while accounting for the total carbolamee in the gas stream. The molar methane

flow rate in the gaseous effluent can be calculasdg the balance as shown in Eq. 2-2:

Z Ci Fio = Z Ci Fig + Z Cl'Fi” 2-2
i i i

with ¢ the number of carbon atoms in comporient
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(i) Nitrogen balance

Each nitrogen atom that is present in pyridinehia teed is converted into one of the
intermediate nitrogen containing compounds eluiiiegthe liquid outlet or in the gaseous

effluent as ammonia. Thus, the molar flow raterofreonia can be calculated from the nitrogen

Zni Fl-O = Zni Fl-g +an‘Fi” 2-3
i i

i

balance as shown in 2-3:

which leads to:
FI\7€IH3= FF(’)_(FFl’l‘l‘Flfl’ﬁf"l'Frlll—PPP) 2-4
with ni the number of nitrogen atoms in compouiaadF;? the flow rate of compounidn the

gaseous effluenk? the feed flow rate of compoundndF} the flow rate of compounidin

the liquid effluent.

(i)  Hydrogen balance
The inlet hydrogen is consumed in the C-N bondssmisand hydrogenation reactions,
including saturation of the aromatic ring. The logkn that is not consumed in the reaction
will leave the reactor mainly through the gas phalse amount leaving the set-up via the

flashed gas being negligible. Thus the molar flate rof hydrogen in the gaseous effluent can

Z hi Fio = Z hl' Fig + Z hiFi” 2-5
i i i

with hi the number hydrogen atoms in compourithis can be written as:
Fa, = Fit, = 3 Fpp + 5 Fgs + 7 Flppp) 2-6

be written as 2-5:

(iv)  Sulphur balance

Since the sulphydril intermediates are not considéeo be stable enough to elute from
the reactor, the only sulphur containing compouthnictv needs to be considered is the&SH
generated by the complete decomposition of DMDS& i co-fed with the pyridine and the
solvent. The KS generated from the DMDS is in the gas phaselanchblar flow rate of b6

can thus be calculated as shown in equations 2+ 2dh

Z S Fio = Z S Fig + Z Sl'Fill 2-7
i i i

F[-}gzs =2 FBMDS 2-8

with s the number of sulphur atoms in compound
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2.1.4Conversion, selectivity, yield

The conversiorx; of feed componenton a molar basis is defined as equation 2-9:
F? —F; 2-9
X; =
i Fio

Fi° andFi represent the molar inlet flow rate and molaretuflow rate of compound
respectively.

The selectivity for produgtoriginating from feed componentS, , can be calculated as
equation 2-10q andg represent the carbon number of the feed compdnamtl produci
respectively)

_G(F—F) 2-10
P q(FY - Fy)

Using the above defined quantities, the yield afdoictj can be calculated as equation
2-11:

G- F?) 2-11

J Cl'FiO J

2.2 Modelling

2.2.1Parameter estimation

A kinetic model, described as a set of mathematqalations for theé experimental

output variabley, i.e., the outlet flow rates of the different producispadenoted as responses,

needs to be derived to setup a parameter estimafisa. Such non-linear multi-response
models are a function af independent variables e.g., temperature, pressure, molar inlet
flow rates, etc. ang@ model parameterg, eg., activation energies and chemisorption

enthalpies and can be represented as shown in@egat 2.

y=f(xp)+e Zi2
with f the model function and the experimental error. This can be representeahatrix
notation as shown in 2-13:
[y1] fl(xl y X2 5 s Xm s :81 1182 , '"lﬁp) & 2-13
2|
= +

Ja(X1,%z s s Xm 5 B1 Bz s e Bp)

LJ lfnm st B ...,ﬁp)J U
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Parameter estimation is based on the minimizatidineoweighted sum of squares (SSQ)
of the residuals between the experimental outtst ftates and the model determined outlet

flow ratesF:
nob nresp 2_14

~ b
$SQ =Z Z wi(F,; — F;)" 5 Min
i=1 j=1

This is done by varying the estimatefr the parameter valugsvhich are expected to

approach the real parameter value when the glolmaimam of the SSQ is reacheff.; stands
for the experimentally observed outlet flow of respej in experiment, F“i,j stands for the model

simulated value of that same response in experimardw; for a weight that can be assigned
to a responsey{ = 1 during parameter estimation).

2.2.2Regression and statistical tests

Model regression results can be evaluated by atomlgtof tests. In this work tHe test
andt test are used to validate the global significant¢he regression and the individual

significance of the parameters.

2.2.2.1 Sgnificance of the regression, F test

If the F value for the global significance of the regressie., exceeds the tabulated
F(0.95)-value, the regression is deemed to be stafly significant. TheF value of a
regression is defined as the ratio of the sum oasep of the regression and the residual sum
of squares, divided by their respective degredseefiom, see equation 2-15:

YL X wiF 2-15
p
F, = =
‘ L X wi(F; — F )2
q(n—p)

2.2.2.2 Sgnificance of individual parameters, t test
The significance of a parameter estimates based on itsvalue, which should exceed
the corresponding, tabulategalue, see equation 2-16:

b: 2-16
- > tq,q(n_p)(0.95)

ti
JV (D)

V(b)i,; corresponds to the diagonal element on irofvthe covariance matri¥(b) of the

regression. This implies a high sensitivity of thedel towards the parameter and a narrow

95% confidence interval, defined as below, see tegua-17:
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bi — tqn-p)(0.95)V(D)i; < B < b+ tyqmp)(0.95)/V(D); 2-17

2.2.3Regression routine

In this thesis, regression, c.q., parameter esomaivas performed using the nonlinear
least-squares technique by applying a combinatioa Rosenbrock [8] and a Levenberg-
Marquardt [9] algorithm for minimization of the @gjtive function. Since the Rosenbrock
method has a smaller chance to diverge when thameder values are remote from the
optimum, this method is applied first to find anpegpriate direction leading to a possible
optimum. In order to prevent the combined RoserfoMarquardt search from arriving in a
local optimum, a few Rosenbrock Marquardt searele® performed starting from different
initial parameter estimates to verify the globah@tter of the optimum that was reached. An
in-house written code is used for the Rosenbrocthatk while the Marquardt algorithm is
implemented by selecting the Ordinary Least Squ@@sS) option within ODRPACK-
package version 2.01 [10, 11]. Some additionals®uode was added to ODRPACK in order

to retrieve additional statistical information, particular, variance analysis, by Thybaut et al

[5].

2.2.4Calculation of outlet flow rates and reactor model

The net rate of formation of tH& component for th&" experiment for a given set of
kinetic parameters is a function of the reactiangeratureT;; the total pressurgy,; and the
mole fraction of the reaction mixture,. and is formulated using the appropriate kinetic
equations developed further in this thesis. Thie#c model equation is independent of the
reactor model equation.

Rij = f(Ti, Dt Zij1s - r Zimresp) 2-18

The composition of the reaction mixture was obtdiimre a straightforward way from
these outlet flow rates.

E; 2-19

nresp .
Zj=1 Fl,]

2 =

The calculation of the composition of an individpabseij.e., liquid phase, is addressed
in more detail in chapter 5.
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2.2.5Continuous stirred tank reactor (CSTR) model

At the investigated operating conditions, a Beeggator as mentioned in section 2.1.2.1
and a Robinson-Mahoney reactor as mentioned irose2tl.2.2 conform to a perfectly mixed
CSTR. Vapour-liquid equilibrium verifications ingliid phase experimentations have been
performed using the Peng-Robinson equation of d&jteThe system is assumed to be
isothermal and isobaric. The molar outlet flow rafta componerntin experiment is obtained
from the solution of the set ofFesp algebraic equations in theesp unknown molar outlet
flow ratesFi :

Fij—Fj —RijWeai =0 2-20

The set of non-linear algebraic equations is soligdg the DNSQE routine available at
the Netlib software library [12]. The purpose of BQE is to find the solution of a set of
nonlinear algebraic equationsnivariables by a modification of the Powell hybriétimod [13,

14].
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3 Gas-liquid hold-up and
volumetric mass transfer
coefficient in a three-phase
bench-scale Robinson-
Mahoney reactor at
industrially relevant

operating conditions

The liquid hold-upg¢L, as well as the volumetric gas-liquid mass transbefficient k.a,
have been measured in a bench-scale, gradiertiess;phase Robinson-Mahoney reactor at
industrially relevant operating conditions with listc feeds ki a has been determined via the
so called ‘dynamic gas absorption technique’ wizet@al pressure decrease is monitored as a
function of the timek a was found to increase from 1.22%€' to 2.14 1 s* with the agitator
rotation speeds\agitator, from 8.33 to 25 rps according to the relationghip = 1.77 1077 *
Nagitator >+ +1.21 1072,

The liquid hold-up was investigated by imposingepschange or injecting an impulse
of tracer in the liquid phase fed to the reactdrindlustrially relevant operating conditions,
i.e.,between 523 to 583 K and 2.5 to 5.5 MPa and vditicialet H//Halpasol™ ratio in the
range of 5 to 250 Am3 the Go content in Halpasol™ — amparaffin mixture in the rangesC
to Ci4— was varied. For ajdAvater mixture, at ambient conditions., 298 K, 0.1 MPa and a
volumetric inlet H/water ratio in the range of 0 to 586 mi3, a methylene blue tracer impulse

was employed. At industrially relevant conditiotise temperature and total pressure were
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found to only exert a minimal impact on the lighiold-up,i.e., it remained constant at about
70%. In contrast, a decrease to a liquid hold-upkmfut 50% was observed by changing the
volumetric inlet gas-liquid ratio from 5 to 250°m3. At ambient conditions, for Hwater
mixture a more pronounced change in the volumetlat gas-liquid ratioj.e., from 0 to 580
m>m3, was necessary to achieve a similar reductioigind hold-up. This could be attributed

to differences in surface tension rather than ieragpng conditions. The experimentally
measured liquid hold-up always exceeded the onairaat from vapour-liquid equilibrium
calculations based on the volumetric inlet gasidigatio. It is indicative of a reactor in which
the liquid constitutes the continuous phase, wthke gas is present as the disperse phase,
although at the highest volumetric inlet gas-liquitio the gas phase may start adopting a

continuous character.

3.1 Introduction

Three-phase reactions are among the most encodntertie chemical and process
industry. Such reactions are especially prevalepietroleum refining with processes such as
hydrotreating and hydrocracking [1-4]. Typicallgese three-phase reactions comprise a solid
catalyst which is contacted by the hydrocarbonitiqa be converted under a high hydrogen
pressure. Other light gases, such as hydrogenidalpdimmonia, methane and ethane tend to
end up in the gas phase as well.

Reactions involving three phases have been stiektghsively in the past to unravel
several of the many aspects involved. On the ond hesearch dedicated to understanding the
intrinsic kinetics of the reactions has been pulsioeoptimise the operating conditions to be
employed [4-7], while on the other hand researaticdged to the hydrodynamics as well as
mass and heat transfer phenomena has providedis foasreactor design and process
intensification [8-13]. The latter research, asorggd by a variety of publications has
contributed to the development of comprehensivetoganodels, taking into consideration all
relevant physical phenomena encountered in an induseactor in addition to the chemical
kinetics [7, 14, 15].

Many three-phase reactions have been experimemakgtigated in plug flow reactors
(PFRs) operating in the trickle flow regime [1, 1&uch studies have been useful in data
acquisition for scale-up purposes. Neverthelessjes with respect to complete catalyst
wetting and reactor hydrodynamics remained uncl€amtinuous Stirred Tank Reactors
(CSTRs) are believed to provide better mixing aathlgst wetting in comparison to PFRs,

explaining their advantages in catalyst performan@duation in general and intrinsic kinetics
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determination, particularly for three-phase reaxioA special type of fixed-basket, three-
phase reactor was proposed by Mahogtegl. [17]. These reactors, also denoted as Robinson-
Mahoney (RM) reactors, are gradientless in coneéiotr and temperature and, hence, can be
considered to approximate an ideal CSTR. Additignahese reactors can be operated in a
wide range of operating conditions thereby prowdiftexibility to study reactions at
industrially relevant conditions.

The presence of three phases and the design dRheeactor internals result in a
seemingly complex lay-out and hydrodynamics, seer€i 3-1. The gas liquid mixture enters
the reactor from the bottom and reaches the ceftitee annular basket by the action of the
agitator’s bottom blades. The vertical, centralbgdted blades on the high speed rotating
agitator push the gas-liquid mixture through thalyat basket to the reactor wall, where part
of it moves upwards and another part downwardsnfense internal recirculation is achieved
in the reactor thanks to the blades tilted overatif -45° above and below the central, vertical
blades of the agitator. This recirculation largekceeds the inlet flow at the bottom of the
reactor as well as the outlet flow in the down comiiated at the top of the reactor. This flow
pattern, which dominates at high turbulence, isesgary to achieve uniform concentrations
throughout the reactor, hence, approximating teali@STR flow pattern and turning the RM

reactor into a potent tool in the acquisition dfimsic kinetic data [4-6, 18-21].

Figure 3-1 3D representation of the Robinson-Mahone reactor internals and flow
pattern at high agitator rotation speeds (source: Atoclave Engineers [22])
The interest in RM reactors has motivated resetir@ssess the various effects of the
reactor internals on the fluid hydrodynamics ingltereactor by theoretical, CFD studies [23]

as well as by experimental investigati¢24-26].
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Some of the important parameters for assessingreébetor performance are the
volumetric gas-liquid mass transfer coefficidng, along with the gas and liquid hold-up,
andeL. Appropriate changes in the reactor geometry @méde in order to attain very high
values fork a, which are generally desired. Gas or liquid hgbdare defined as the percentage
or fraction, by volume, of the gas or liquid in tto#al reactor volume. These are important
since they constitute essential information fomdng an adequate picture of the actual phase
distribution within the reactor.

The performance of three-phase CSTRs and theiodydamics have already been the
subject of a considerable number of investigatj@4s31]. Nevertheless, a study dedicated to
the RM reactor at industrially relevant operatingditions has not been reported yet. The main
objectives of this work are, hence, to evaluateiafyparameters such ks, ¢c ande in three-
phase operation in a CSTR at such industriallyegleconditions. A correlation that is able to
capture the effect of agitator rotation spe€gatr, ON thek a is proposed and compared to a
literature reported correlation constructed fergdsoil/water mixture at atmospheric pressure
i.e., 0.1 MPa and room temperature i.e., 298 K.[P4ta orec ande_ are used to propose an
adequate image of the phase distribution in thetoe@olume compared to the one calculated

based on the feed composition.

3.2 Procedures

The experimental set-ups used during the estimatigdhe volumetric gas-liquid mass
transfer coefficient and hold-up are describedatad in Chapter 2.

3.2.1Volumetric gas-liquid mass transfer coefficient

The experimental methodology reported by Dietathl.[30] and Pitaulet al.[24], for
studyingk.a in a batch configuration has been adopted in thegmt work. Since the set-up
used comprises a continuous reactor, see Chaptez dutlet gas and liquid flow were closed
in order to perform these experimerdis was quantified from experimental data by using Eq.
3-1 as described by Dietri@t al.[30] and Pitaulet al.[24]. Thek.a measurement procedure
involved filling the reactor with Halpasol™, degegsthe solution by agitating the mixture at
high speeds in the absence of gas and noting thdting pressurep,. Subsequently, the
agitator was stopped anc Mias admitted until the desired pressuyxg, was attained. The
agitator was re-started and the pressure decrsaséuaction of time due tozJhbsorption in

the Halpasol™, as a result of this agitation, waeftlly tracked and logged till the final
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pressure,pr ,was attained. Data acquired at different agitatgpeeds resulted in an
understanding of the variation in tke for a particular gas-liquid system.

— — 31
Pm P _ o (pm Poya. t)
P — Pr Pr — Do

3.2.2Gas and Liquid Holdup

As described in Chapter 2 and also evident fromR&&D, the auxiliary components
such as cyclone, demister and level tube, incotpdna the Robinson Mahoney set-up impact
on the actual time at which concentration changesmeasured at the liquid outlet. The set-up
can, hence, be considered to comprise two diffaxgrgs of zones, a completely mixed one,
also denoted as the ‘reactive’ zone and two tuboieas upstream and downstream of the
reactor, also denoted as the ‘non-reactive’ zotilesugh which the mixture is assumed to
move in plug flow. In the reactive section idealT®Sbehaviour is assumed for the gas-liquid
mixture in contact with the catalyst. During conbus operation and kinetic data acquisition
at steady state conditions, the zones in which fibwg is established will not interfere with
these kinetics measurements. However, during therrdaation of liquid hold up in the
reactive zone with the help of a tracer, the olet@ym of the concentration changes with time
will be delayed because of these non-reactive, fdwg zones. The correspondinigg time
of the set-up varies with the inlet liquid flow eath an inversely proportional manner. Further
details are provided in Section 3.4.1. Experimarts performed with the chemicals and
materials as shown in Table 3-1, the componenthenexperiments are used as supplied
without further purification.

Table 3-1. Materials and chemicals used during thexperimental study of the Robinson-

Mahoney three phase bench scale reactor hydrodynans.

Chemical Phase Supplier Code
Decane Liquid Sigma Aldrich 30570
Halpasol™ Liquid Haltermann 190-240
H> Gas Airliquide N40
Alumina balls Solid Gimex (-)

Liquid hold-up is an aspect of reactor design thaypically investigated in trickle bed
reactor configurations using various techniques R&. Publications on liquid hold-up in
CSTRs are scarce to non-existent, especially aisinidlly relevant operating conditions.
Measuring a step response to a change in the ligaaticoncentration of the tracer component
constitutes an ideal method to characterize theebr of an existing set-up at industrially
relevant operating conditions, without having tgpiement major modifications. In addition to
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the step response experiments at relevant congljtadso pulse response experimentation has
been performed for the analysis of the reactor@ebawith a H/water mixture at atmospheric
pressure, 0.1 MPa, and room temperature, 298K.tAgmman the actual comparison of the gas
and liquid-phase hold-up behaviour at differentrapag conditions, the latter experimentation
also provides an opportunity to visually obseneitivestigated phenomena

3.2.2.1 Step response to a change in the liquid phase cdraten

Step response experiments were performed by impigngean abrupt change in the
liquid phasen-decane concentration within a Halpd¥osolvent. The original liquid feed and
gas flow rates to the reactor were started andiés@ed temperature and pressure were set.
Once steady state conditions were achieved, an mmafun-decane was added to the
Halpasol™ solvent in the liquid feed recipientiatd zero. Tha-decane outlet concentration
was monitored over the period of timemping in Which its concentration evolved from the
original one to the new one. Thsdecane concentration profile as a function of tatlewed
calculating the corresponding gas and liquid holohughe reactor as well as the lag tirig,
corresponding with the plug flow zones in the setupstream and downstream of the
completely mixed reactive zone. During typical expents,tiag amounted to about 1080 s for
the combination of set-up and operating conditiased.

In order not to complicate the data treatment,litngds usedj.e., Halpasol™ andn-
decane, exhibited sufficiently low vapour pressuaeshe investigated operating conditions
such that any vaporization can be safely negle&ed result, the transient mass balance for
then-decane concentration can be written as followss Esp 3-2:

VLZ—i = Fy;C;— F,.C 32

Where, VL, is the liquid volume in the reactdt, andCs, are the tracer concentration in
the reactor and the feed respectively, Bpg andF, are the liquid inlet and outlet volumetric
flow rates. Since, vaporization of the liquid iretfeactor can be assumed to be negligible, the
liquid inlet and outlet volumetric flow rates aentical. The unambiguous definitions of the

residence timerg;, and liquid hold-upe,, are presented in Egs. 3-3 and 3-4.

VL 3-3
T, = F_
%4
6 = E_TL'FV 34
Ve Ve
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The outlet tracer concentration profile as a fuorctof the time can be obtained by
integrating Eq. 3-2, see Eg. 3-5, wh&gepresents the tracer concentration in the reattor

the start of the experimeahdC:. represents the final concentration of traceteddy

C=C+ (Co— Cf).exp (— %) 35

As a consequence of the non-reactive plug flow gamé¢he reactor set-upe., between
the injector and the reactor inlet and betweemahetor outlet and the liquid collection burette,
the lag timetiag, Should be taken into account. Hence, the expetimhebservations should be

assessed using equation 3-6:

c_c 3-6
— t S—
f _ exp| - ( sampling lag)
Co— G eLxVe
Fy

As evident from Eqg. 3-6, a non-linear parameternmegton procedure should be
employed to estimate the parameter,The expression on the left hand side of the éguat
contains quantities that have served as input ge lmeen observed as a function of the
measured sampling timkamping AN estimate of the lag time is also inherently présn the
equation and can easily be compared with the exatally observed data.
3.2.2.2 Response to an impulse of tracer

Liquid hold-up with a H/water mixture at atmospheric pressure, 0.1 MPd,raom
temperature, 298K was assessed by injecting 0°hE®f methylene blue tracer impulse into
a continuous liquid feed (water) of 0.13%®° s* upstream of the reactor with an injector port
[33]. The subsequent outlet methylene blue conaBoir was determined off-line with
spectrophotometric equipment. The time of the imgpecdetermines the starting time of the
experiment and the outlet methylene blue conceaitras measured with respect to time to
calculate the liquid hold-up. To investigate thieef of the inlet gas-liquid ratio on the liquid
hold-up, H at 100 and 280 NI-hwas introduced into the liquid feed using a thervBEC.

A similar data treatment methodology as proposedhf® step-input of a tracer is used
for experiments conducted at atmospheric presSutdyiPa, and room temperature, 298K, as
well, see section 3.2.2.1. However, since, an tigaof the impulse of a tracer rather than a
step change in concentration is implemented, thatemn is slightly different, see Eq. 3-7. The
terms on the left hand side of Eq. 3-7, serve asrput for the parameter estimation problem
with tiag andeL as the model parameters. As in the cold flow mras#t-up, the injector and the
liquid collection ports are located close to thacter inlet and outletjag will be practically

negligible.
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3-7

£ — ex _ (tsampling - tlag)
¢, P e+ Vg
Fy

3.2.3Regression analysis

Athena visual studio [34] was used to estimataribdel parametersge., k.a, e andtiag.
The model parameters were estimated by the miniiorsaf the objective function Eg. 3-8,

by employing a non-linear least squares algorithm.

nob nresp 3_8
~ \2 D
$5Q =) Y (Y= %;)" > Min
i=1 j=1

The model parameters were assessed for their @thysid statistical significance [35].
The global significance of regression was confirbgdhe resulting= value for the global
significance of the regression, while the studetdst was used to assess the statistical

significance of the individual parameters.

3.3 Results and Discussion

3.3.1.1 Volumetric Gas-Liquid Mass Transfer coefficient

Bergeret al. [36] specifically elaborate on the potentially tiing phenomena that may
arise within gas-liquid-solid reactors in additinthose occurring in the gas or liquid phase
only. Apart from the adequate mixing of a singl@gdin the entire reactor volume, also the
dispersion of the occurring phases needs to beagtesd by the reactor hydrodynamics. Not
only the ‘conventional’ external and the internadss (and heat) transfer phenomena at the
catalyst pellet scale need to be assessed, buth@snass and heat transfer between the fluid
phases present in the reactor needs to be condidéamy empirical correlations have already
been developed in this respect, nevertheless, aeriexental validation particularly at
industrially relevant operating conditions remaiesired. In order to acquire intrinsic kinetics,
the volumetric gas-liquid mass transfer coefficiemtst be well above the necessary limits. In
what follows the evolution dk.a as a function of the agitator rotation speed iras-lgguid
CSTR at industrially relevant conditions has beemstigated

Thermodynamics as well as hydrodynamics play aiakuole in the dominant
phenomena. While thermodynamics are related to @hena such as gas dissolution and
liquid vaporisation, which essentially occur at thelecular level, hydrodynamics account for

the mixing and dispersion phenomena, occurringeacroscopic level.
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The hydrodynamics which predominantly govern phaseng constitute an important
aspect during agitation of fluid phases. The disiperof gas bubbles in the liquid phase is the
result of inertial forces acting on the mixtureucdd by the agitator. The fluid flowing through
the catalyst basket and around the catalyst anckrdilparticles is believed to provide the
necessary shear for the creation of bubbles ofblrisizes. This force increases with the
agitator rotation speed as quantified by the Froldenber, Nr, see Eq. 3-9. This
dimensionless group quantifies the ratio of thetiakto the gravitational forces and allows
identifying the dominating forces at various agitagpeeds.

N?D 3-9
- g
The creation of bubbles in a continuous liquid ghasreases the mass transfer rate

NFr

between this gas and liquid by increasing the fatgal area. The agitator rotation speed affects
the dynamic coalescence and breaking of bubblescam$equently, chang&sa. As long as
the physical properties of the considered fluidshsas density and viscosity are not changing
drastically, static forces such as surface tengenot critically determine the gas liquid mass
transfer coefficient [16, 37-39]

The volumetric gas-liquid mass transfer coefficieniestimated using Eq. 3-1 . The
obtainedF values for the global significance of the regressivere exceeding the tabulated
value of 3.84 at all agitator speeds, see TablelBi evolution ok a as a function of agitator
speed is visualised in Figure 3-2. While initidhy increase is only moderate, it increases more
rapidly once a certain threshold agitator speedbkas reached. This evolution can be regarded
as having to overcome an initial, minimum resiseaimcluced by the reactor internals, such as
the catalyst basket consisting of concentric ngdakes with a very fine mesh filled with inert
alumina material. Once this initial resistance basn overcome, a high turbulence regime is
entered whereik,a increases more rapidly with the agitator speeds&hesults show that

higher agitation speeds are best to attain maxitnansfer within the phases involved.
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Table 3-2. Estimated values of the volumetric gasguid mass transfer coefficient,k.a,
along with their 95% confidence intervals, in a thee phase bench-scale
Robinson-Mahoney reactor for a B-Halpasol™ mixture. Eq. 3-1 was used for
the estimation procedure. The tabulatedF value was 3.84 for all the

experimental conditions.

Nagitator -1
(rps) kia (st F Value
8.33 1.26 1% + 2.36 10¢ 2.50 16
8.33 1.23 1% + 1.95 16 3.47 16
12.50 1.36 1% + 3.42 10 1.39 168
16.67 1.39 1% + 25310 2.62 16
20.83 1.74 1% + 4.65 106 1.21 168
25.00 2.231¢% + 8.62 1¢¢ 5.64 16
2.50E-02
2.00E-02-
a .§°'.
o -
< 1.50E-02
~ K JRTIihy .
' .......
1.00E-02
5.00E-03 . . . ; ;
0.00 5.00 10.00 15.00 20.00 25.00 30.00

Agitator rotation speed (rps)

Figure 3-2. Evolution of the volumetric gas-liquidmass transfer coefficient,k.a, as a
function of the agitator rotation speed in a threephase bench-scale Robinson-
Mahoney reactor for a H.-Halpasol™ mixture. (@) parameter values obtained
by regression of experimental data with Eq. 3-1, th error bars represent the
95% confidence intervals, (line) model simulated Jaes using Eq. 3-10 and
parameter values shown in Table 3-5 Other experimeal conditions: T = 523
K, p = 3.0 MPa.

52



Table 3-3. Comparison of three-phase mixed flow resors as encountered in the

literature.

Reactor characteristics Dietrichet al. [30]" Pitault et al. [24]  This work
Volume m 500 10 1100 10 250 10°°
Inner diameter m 7.00 18 8.00 1(P2 5.00 1¢P2
Inner height m - 22.00 16 13.50 102
Length of straight blades m - 7.00%0 6.30 10P2
Turbine diameter m 3.20 78 3.00 1¢P2 1.84 102
bottom shape - - Curved Curved

*

The reactor used by Dietrigh al.[30] does not have a catalyst basket and is ofystype CSTR.

Table 3-4. Experimental conditions maintained durig the experimental determination

of the G-L liquid volumetric mass transfer coefficent.

Experimental variable Dietrich et al. [30]°  Pitault et al. [24] This work
Water, pure ethanol,
and mixture Halpasol™
Liquid phase obtained by Water, gasoil W P '
i ater
hydrogenation  of
adiponitrile.
Gas phase H Air, H» H>
Temperature range (K) 293, 353 298 523
Pressure (MPa) 0.01325 0.01325 3.0

* The reactor was operated in slurry mode

The mixing quality increases with the agitator sheece the Froude numbeXg,
exhibits a second order dependency on this agitaedtation speed, see Eq. 3-9. The
experimental measurements performed as part ofsbik are in agreement with what has
already been published for alternative completeiyenh reactor configurations, typically at
(slightly) different operating conditions, see TaB}t3 and Table 3-4 respectively [24, 30].

Pitaultet al. [24] performed experiments in two different thygease CSTRs acquired
from two suppliers, a first one from Autoclave Emegrs (AE) and a second one from Parr
instrument company. While the AE reactor was usedir-water mixtures, the Parr reactor
was used for ktgasoil mixtures. All experimentation was perforna@@98K and atmospheric

pressure. At the investigated operating conditiaasvaried from 2.65 x18to 7.91 1Fs?
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with agitator speeds from 8.33 to 25 rps for therd&ctor at high inlet gas flow rates,., 18
NI h'twhile it varied from 2.93 18to 6.41 1 s? for agitator speeds from 8.33 to 29.16 rps
at low inlet gas flow rateise., 3.6 NI h! [24]. On the other hand,a as measured in the Parr
reactor varied between 1.2934® 4.28 1¢ for agitator speeds of 8.33 to 29.16 rps. Our tesul
are in in the same order of magnitude as thosertexpby Pitaultet al. [24], albeit that the
variation with the agitator speed is less pronodrineour case. In addition to a difference in
temperature, also the use of a gas inducing impielldne Parr reactor may have led to a more
pronounced dependence of the gas-liquid mass éasiefficient on the agitator speed.
Nevertheless, the sufficiently higha already achieved at low agitator speeds in oulkwor
eliminates the need for a more advanced impellgigde

Dietrichet al.[30] reportk_a values between 0.2 to 2.4 for a 500 16 m® slurry reactor
operated with agitator speeds amounting from 157t& rps The results were obtained for a
H>-water mixture with a non-pyrophoric Ni catalyssgersed in water. Their gas-liquid mass
transfer coefficients are exceeding the ones reddry Pitaultet al. [24] and those found in
our work by at least one order of magnitude. Thigjher value can be attributed to the catalyst
being present as a slurry of finely dispersed gladi The movement of the catalyst particles
along with the fluid mixture induces stretchingedk-up and coalescence of the bubbles and,
hence, result in an increased interfacial area andespondingly, enhanced mass transfer.
Another effect that potentially contributes to thgherk a as observed bRietrich et al.[30]
is the so-called ‘shuttle mechanism’ according tocl gas adsorbed on the catalyst particles
at the gas-liquid interface is transported andassd in the bulk liquid phasa&dditionally the
catalyst particle size used by Dietriehal.[30] was much lower compared to that used in our
work, i.e., 10 to 15 um compared to 50, which could also induce additional surface area
between the gas and the liquid phase.

In order to describe the variation of tkea with agitator rotation speed an equation
consisting of three parameters is proposed, se8-&Q.

kia = C1Nagitator  + Cs 3-10

The parameter€; andC; can be denoted as the ‘agitator parameters’ woténtially
depend on the agitator type used, while parant@&teorresponds to the volumetric gas-liquid
mass transfer coefficient in the absence of sgrrifor a the btgasoil mixture in the Parr

reactor Pitault et al. [24], propose the dependeasicyolumetric gas-liquid mass transfer

according to the following correlatiokia = Nagiator™® Because preliminary regressions

indicated that it was impossible to estim@eandC, simultaneously, the latter was fixed at
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the value as determined by Pitaetlal.[24],1.e.,3.4, and the remaining two model parameters

were estimated by regression, see Table 3-5. Tdmbtegression was significant, as evident

from a calculateér-value exceeding the tabulated one. The volume#iseligiuid mass transfer

coefficient in the absence of stirririgg., Cz amounts to 1.21 10+ 0.07 1 s which is close

to the mass transfer coefficient experimentallyepbsd at an agitator speed of 8.33 rps. This

means that stirring at low agitator rotation speddss not significantly increase the mass

transfer, as evident indeed from the rather lowealf the agitator dependent scaling parameter

Cu.

Table 3-5. Agitator parameters along with their 95%confidence intervals for a Robinson-
Mahoney three-phase bench-scale reactor, calculategith a H2-Halpasol™
mixture. The F value of the regression amounted to 332 while thabulated F
value amounted to 7.7. The binary correlation coeifient amounted to 0.7.

Constant Parameter estimates
C 1.77 10 + 0.27 10/
C 3.4
GCs 1.21 1% + 0.07 17

* Value proposed by Pitaudt al. [24]

3.4 Liquid hold up

The gas and liquid in the reactor are assumed to treermodynamic equilibrium and,
hence, in principle, the gas dissolution and liguaghorisation equilibrium can be calculated
by making use of a conventional simulation packageh as AspenPlus. In such calculations
the thermodynamic equilibrium is assessed as the established in a closed system
comprising amounts of gas and liquid that are priopmaal to the feed flow rates. While these
thermodynamic models satisfactorily reproduce thernal composition of the individual gas
and liquid, their accountability on the gas liquiistribution within the reactor is not
established. In practice, unrealistically low liquhold-ups are calculated [4]. Hence,
complementary experimental evidence is pursuedeterchine the actual volumes in the
reactor occupied by gas and liquid.

As explained in Section 3.2.2, the liquid hold-ugsietermined from step and impulse
response measurements of a tracer input at withréatbasol™ at industrially relevant as well
as with H-water mixture at atmospheric pressure and roonpéeature. The industrially
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‘relevant’ conditions varied in the following rargee.,temperatures between 523 and 583 K,
total pressures between 2.5 and 5.5 MPa and ialatnetric B-Halpasol™ ratios between 5
and 250 mMm. A potential impact of the agitator speed on ths gnd liquid hold-up [24] was
not specifically assessed as the guidelines useHirietics measurements indicate a single
value amounting to 25 rps, see below. The quaatitia of the gas and liquid hold-up will
provide a clear view on which of both phases carcdmsidered as the continuous one,
respectively the dispersed one. The comparisomeodata acquired at ambient and industrially
relevant conditions will provide a basis for thdragolation potential starting from the data

acquired at ambient conditions to those at the maleant conditions.

3.4.1Step input of G tracer at industrially relevant condition

As explained in section 3.2.2.1, the response ats#t-up outlet for an abrupt step
increase of the tracer concentration at the reacter was monitored. A typical evolution in
the relative tracer concentration at the set-upebig shown in Figure 3-3. The exponential
decrease of the relative tracer concentration @raghteristic for ideal CSTR behavior.
Parameter estimation making use of Eq. 3-6 to dater the liquid hold-up and the lag time
resulted in the model parameters shown in TableSir&e a constant liquid volumetric flow
rate of 0.04 x16 m® swas used, a single lag time is considered to desail experiments.
The experimentally observed lag tinigg, of the set-upi.e., 1080 s was fixed during the

estimation of the liquid hold-up at different exipeental conditions.
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Table 3-6. Estimated hold-upi.e.,, &, see Eq. 3-6, along with their 95% confidence
intervals for the three-phase bench-scale Robinsoklahoney reactor set-up
with H2-Halpasol™ mixture at industrially relevant conditions. Experiments
were performed by introducing a step change of a &ceri.e., n-Cioto a reactor
operating at steady state conditiondiag Of the set-up amounted to 1080 s. The
F value for the total regression amounted to 274 ancé corresponding
tabulated F value of 4.

Experimental condition

Pressure  Temperature Volumetric inlet H- &L
MPa K Halpasol™ ratio
m3 m3
2.5 523 18.75 072 + 0.11
4 523 18.75 0.72 + 0.12
5.5 523 18.75 0.66 + 0.11
4 523 18.75 0.66 + 0.12
4 553 18.75 0.67 + 0.11
4 583 18.75 0.65 + 0.11
4 523 6.75 1.00 + 0.07
4 523 62.5 0.72 + 0.12
4 523 250 049 + 0.10
1 !

.08+ K
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Figure 3-3. Evolution of the tracer concentration & a function of the sampling time,
tsampling, &S Observed in a three-phase bench-scale Robinddahoney reactor.
Operating conditions: T: 583 K, P: 4.0 MPa, Volumetic inlet H >-Halpasol™
ratio: 18.75 m* m3, (@) Experimentally obtained values (line) model simwlted

values by using Eq. 3-6 and parameters shown in Téb3-6.tag Of the set-up
amounted to 1080 s.
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3.4.1.1 Temperature effect

Experiments to measure the liquid hold-up at déifértemperatures were performed
between 523 and 583K. The total pressure andhhketalpasol™ ratio were fixed at 4.0 MPa
and 18.75 fim® respectively. No significant change in liquid hald was observed with
varying temperature, see Figure 3-4. This is attat to the minor change in vapour pressure,

c.q., volatility, of the liquid used in this tempéure range.
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Figure 3-4 Liquid hold-up, &, as a function of the temperature in a RM reactorat 4.0
MPa and volumetric inlet H>-Halpasol™ ratio: 18.75 n?¥ m3. Values of liquid
hold-up estimated by the regression of experimentalata along with the model
equation 3-6.tjag Of the set-up amounted to 1080 s. Error bars repsent 95%

confidence interval values.
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3.4.1.2 Total pressure effect
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Figure 3-5 Liquid hold-up, ., as a function of the total pressure in a RM react at 523
K and volumetric inlet H2-Halpasol™ ratio:18.75 n#¥/m?3. Values of liquid
hold-up estimated by the regression of experimentalata along with the model
equation 3-6.ti5g Of the set-up amounted to 1080 s. Error bars repsent 95%
confidence interval values.

Experiments were performed at varying total pressgtween 2.5 and 5.5 MPa. The
temperature and inletaHalpasol™ ratio were fixed at 523K and 18.75mn respectively
No significant change in the liquid hold-up was etved, showing that the liquid was non
compressible and that the gas phase density haigndicant impact on the results in the

investigated range of total pressures.
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3.4.1.3 Inlet Hy/Halpasol™ effect
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Figure 3-6. Liquid hold-up, &, dependency in a B-Halpasol™ mixture for a RM reactor.
Other experimental conditions: Pressure = 4.0 MParad Temperature = 553
K. Values of liquid hold-up estimated by the regresion of experimental data
along with the model equation 3-6tag Of the set-up amounted to 1080 s. Error
bars represent 95% confidence interval values.

At varying inlet H/Halpasol ratio from 5 to 280%Ym=, by systematically increasing the
gas flow rate, while keeping the liquid flow ratenstantthe liquid hold-up was observed to
decrease by about 50 %. At very low inlefHthlpasol™ ratioj.e., about 5 m m the liquid
hold-up in the reactor is close to unity showingtttihe reactor is completely filled with liquid.
As this inlet ratio increases the liquid hold-uptive reactor decreases. Initially being more
pronounced, the decrease in liquid hold-up in #mctor levels of at higher values of the
volumetric inlet H-Halpasol™ ratio. The evolution of the phase dusttion in the reactor with
increasing inlet +Halpasol™ ratio can be envisaged as a transitiom fa reactor which is
completely filled with liquid over one with disped gas bubbles in a continuous liquid to a
reactor in which both gas and liquid comprise digant fractions of the volume. This
experimentally determined liquid hold-up in theatea is clearly distinct from the one obtained
using gas-liquid equilibrium calculations with thas and liquid feed flow rates as inpig,,
about 70% compared to practically O, at typicaévaht experimental conditions, see Figure
3-4 and Figure 3-5. Given the limited volatility tife liquid that is considered and the gas
solubility reaching its saturation, a limited impan the internal phase composition can be
understood, however, to adequately simulate thaigasiquid hold-up in the reactor, the liquid

accumulation needs to be accounted for.
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3.4.2Impulse input of methylene blue at ambient cond#dio

Impulse input experiments with methylene blue amadewwere performed to assess the
liquid hold-up at ambient conditions. As explainedection 3.2.2.2, a similar data treatment
as in the step response measurements was perfovMutkel Eq. 3-7 was subjected to
regression analysis against the experimental dagatimate the lag time and liquid hold-up at
different inlet volumetric B+water ratios. The liquid hold-up evolution withetivolumetric
inlet Ho-water ratio and the corresponding 95 % confidemiezvals is presented in Figure 3-7.
The lag time of the set-up was not significantlffedent from O s which is in line with the
experimental observations. It confirms that, in ¢b&l flow set-up with the use of high water
flow rates and the injection and sampling port geituated close to the reactor inlet and outlet,
respectively, the non-reactive plug flow zones ddaé safely ignored in the impulse response
experiments.

Table 3-7. Estimated liquid hold-up ,&, along with their 95% confidence intervals for
the three-phase bench-scale Robinson-Mahoney reactset-up with H2 and
water mixture at ambient conditions. Experiments wee conducted by
injecting an impulse of traceri.e.,, methylene blue to a reactor operating at
steady state conditions. Thé& value for the total regression amounted to 562

and a corresponding tabulated~ value of 4.75.

Inlet volumetric

Ho-water ratio &L
(m® m?)
0 1.00 + 0.15
280 0.80 + 0.17
580 0.62 + 0.19
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Figure 3-7. Liquid hold-up, &, dependency with volumetric inlet gas-liquid ratioin a Hz-
water mixture for a Robinson-Mahoney reactor at amlent conditions i.e.,
T=298K and P=0.101 MPa. The liquid hold-up estimaid as parameters by
using Eq. 3-7. Error bars showing 95% confidence irervals of the parameters.

Similar to the liquid hold-up measured at indudiyieelevant operating conditions using
the step response technique, experiments withnijeetion of a tracer impulse at ambient
conditions exhibit a decrease in the liquid holdwith increasing volumetric inlet Hvater
ratio. For the Hwater mixture at ambient conditions, the inlet-gager ratio required to
achieve a similar reduction of in the liquid hold-amounted to about 580*m3, i.e., more
than the double of the ratio required at indudirieélevant operating conditions with a-H
Halpasol™ mixture, see also Section 3.4.3. At antl@enditions it was visually observed that
the number and the size of the gas bubbles inalesitle increasing inlet gas flow rates.

Very few data are available in the literature wispect to liquid hold-up in three phase
CSTRs. Moreover, most of what is reported, if ngtrafers to results acquired at ambient
conditions [24, 27-29]. Pitaudt al.[24] reported liquid hold-ups in the range of 98@%an air
—water mixture for volumetric gas flow rates of®1® 5 10° m® s¥. The liquid hold-up was
found to decrease with the agitator speed, as coeléxpected because of the better gas
dispersion within the liquid. Also the use of a gasucing impeller reduced the liquid hold-up
in the reactor. Total gas hold-up of less than 1086 reported for both Autoclave Engineers
manufactured Robinson-Mahoney reactor and Parr aogpnpmanufactured Robinson-
Mahoney reactor. For an air-water mixture, Yawakdaal. [27] reported a liquid hold-up in
the range of 80% for a CSTR with inlet volumetrasdglow rate of 1 1®to 4 10° m® s™.
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Yawalkaret al.[27] also suggest that the turbulence generatdtidggitator and the inlet gas

flow rates assist in increasing the gas hold-uiwithe reactor.

3.4.3Industrially relevant versus ambient conditions and

determination of dispersed phase

While an inlet volumetric ratio 250%m of gas to liquid was sufficient to decrease the
liquid hold-up by 50% for bktHalpasol™ mixtures at relevant operating condgjoa
volumetric ratio amounting to 5803 m3 was necessary to reduce the liquid hold-up to a
similar extent for the Hwater mixture at ambient conditions. Since it waserved that the
pressure and the temperature did not have anyfismmi effect on the liquid hold-up, an
explanation for this difference was sought in thaitl phase physical properties. Additionally,
the absence of the catalyst basket in the cold feaetor may have impacted on the internal
reactor hydrodynamics and potentially be respoasibl the observed changeas., the
presence of a filled catalyst basket may causdiaddl gas bubble coalescence and break-up,
resulting in enhanced gas hold-up in the reactdfei2nces in gas hold-up and, hence, also
liquid hold-up, have also already been interprétedrms of liquid phase viscosity and surface
tension, among others, [16, 39] for both plug flamd mixed flow reactors.

In the present work, the differences in liquid ghaéysical properties along with the
presence of reactor internals in the case of theessarements at relevant conditions are indeed
believed to explain the observed differences. Tdwel surface tension of Halpasol™
compared to watet,e., 23.0 versus 72.5 mN T results in a much more stable gas bubble
formation in Halpasol™ and comparatively more bebialescence in case of thewhter
mixture. The higher surface tension in the casgaiér is, hence, in line with the higher liquid
hold-up that was observed when using water andahespondingly higher required gas to
liquid inlet flow rate ratio to attain the sameuid hold up in comparison to the-tlalpasol
mixture [16]. This difference in liquid surface son, along with the earlier mentioned
presence of reactor internals at industrially refgconditions results in a comparatively lower

liquid hold-up at industrially relevant conditions.

3.5 Conclusions

Experimental studies for calculating the volumetyas-liquid mass transfer coefficient,
kia, and liquid hold-upgL, for a three-phase bench-scale Robison-Mahoneyareaere
performed at industrially relevant as well as abemt operating conditions. Experiments were

performed using Hand Halpasol™ at high temperature and pressutbddirst time to mimic
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the conditions encountered in an industrially ralgvenvironment. Experimental results
showed thatkia depends on the agitator speed according to tHewiolg correlation
kia=1.7710"7 % agitator 3% 4 1.21 1072, This correlation is in line with earlier reported
correlations based on less relevant gas liquidurestand operating conditions.

The liquid hold-up of a low-volatility liquid did at exhibit any variations with
temperature and pressure suggesting no significapact of liquid vaporisation nor gas
compression. The most influential factor on theuilighold-up appeared to be the inlet
volumetric gas-liquid ratio. It resulted in a 50d¥crease of the liquid hold-up with the inlet
Hz/Halpasol™ ratio increasing from 5 to 256G mi® at relevant operating conditions while a
volumetric inlet gas-liquid ratio of about 58F m™ was required to reduce the liquid hold-up
to a similar percentage at ambient conditions wigter as the liquid phase. Irrespective of the
operating conditions used, including the feed cositfmm, it was observed that with increasing
inlet gas-liquid ratio, the phase distribution vintlthe reactor evolves from being completely
filled with liquid over a continuous liquid phasetliva dispersed gas phase to a practically
equal distribution between gas and liquid phaseohtmetric inlet gas flow rates exceeding
that of the liquid by at least two orders of magdé.
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4 Pyridine
hydrodenitrogenation

kinetics over a sulphided

NiMo/y-Al,O3 catalyst

Gas phase pyridine hydrodenitrogenation (HDN) kasehave been determined over a
commercial, sulphided NiM@/Al O3 catalyst in a Berty type Continuous Stirred Tara&tor
(CSTR). Temperatures and total pressures varied 563 to 633 K and from 1.5 to 4.0 MPa,
in a space time range from 350 to 180Q.kg) motle. Pyridine was first hydrogenated into
piperidine. The subsequent denitrogenation wenpiparidine ring opening to pentyl amine
followed by the actual nitrogen removal, yielding Kydrocarbons and ammonia as end
products. The C-N bond scission rate was enhangdlebpresence of 43, which could be
rationalized based on a substitution mechanismgiauir Hinshelwood reaction mechanisms
accounting for two types of sitese., coordinatively unsaturated sites (*) and sulpmioas
(S?), have been developed to assess the experimemahsured kinetics. These models
explicitly accounted for the substitution mechanisnmthe C-N bond scission in terms of
elementary steps. Model discrimination has allowedessing the importance of hydrogen
addition to pyridine through heterolytically or holytically chemisorbed hydrogen and
hydrogen sulphide, as well as of sulphydril or log#mn assisted C-N bond scission in
piperidine denitrogenation. Chemisorption entropiese calculated a priosuch that, in
addition to the kinetic parameters, only chemisorptenthalpies had to be estimated by
regression. The third hydrogen addition and théntiggmic C-N bond breaking were found to
be rate determining in pyridine hydrogenation aipépdine denitrogenation, with activation

energies amounting to 41 kJ moand 185 kJ mdl. A distinct linear relationship was
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established between the proton affinity of the aasi nitrogen components and their free

energy of chemisorption.

4.1 Introduction

The awareness related to the environmental imgfeossil fuel production and use has
continuously risen during last decades [1-5]. Tisigeflected at present in the evermore
stringent regulations that are enforced by govemimall around the globe [6]. Academia as
well as industry have focused on finding alterratenergy vectors while existing process
innovation and technology enhancement have als®ivet considerable attention.
Hydrodesulphurisation has been of primary intemreshis respect, since sulphur is the most
abundant heteroatom present in crude oil. Witratheent of ultralow sulphur fuels, exhibiting
sulphur levels below 10 ppm, as well as of feeds @newable origin such as from algae oils,
there is an increasing interest in the removaltbéoheteroatoms, such as nitrogen, and their
impact on hydrodesulphurisation. More specificaliyg removal of the final sulphur traces has
been found to largely depend on the amounts arestgpnitrogen components in the feed [4,
7].

The interaction between a nitrogen containing comept and the active site depends on
its molecular characteristics. Nitrogen containinglecules can be classified in two ways:
structurally, as ‘heterocyclic’, in which the nitrogen atoniriside a ring, or ‘non heterocyclic’
and chemically, as ‘basic’ or ‘non-basic’ depending on the elewict configuration of the
nitrogen atom involved. The nitrogen in pyridinieelicomponents is contained in the aromatic
ring together with 5 carbon atoms and is bondetthése neighbouring carbon atomia sp?
orbitals by providing an electron each to theloud, the thirdsp? orbital of the carbon atoms
in the ring forms a bond with a hydrogen atom whsrthe thirdsp? orbital of the nitrogen
atom contains a pair of electrons, available farsty and providing pyridine with its basic
character. On the other hand, the ‘free’ electrain pn the nitrogen in pyrrole is required for
establishing the aromaticcloud via the overlap of twp orbitals and, hence, is unavailable
for sharing turning pyrrole into a weak base [8, 9]

Over the years advanced analytical techniques eddbé determination of the detailed
composition of crude oil and typical hydrotreatfegds originating from different sources [10-
13]. Generally the total nitrogen content variedhie range from 500 to 2500 ppm [14, 15]. A
more detailed composition analysis such as reptgetiamet al. [10, 12] has shown varying
amounts of basic and neutral nitrogen componeritsimihis total nitrogen content. Due to

the inhibiting effect of nitrogen components, partarly of the basic ones, on the
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chemisorption and further reaction of sulphur congats [3, 16-21], the former can jeopardize
the fuel quality that can be achieved by ‘convamibhydrotreatment processes. Moreover,
insufficient “basic” nitrogen removal potentiallgsults in a devastating effect on the acid
catalyst in subsequent conversion or cracking yaizs

Experimental [23-27]i.e.,, EXAFS, STM, FTIR, as well as theoretica., DFT [28-35]
investigations have significantly improved the uwstiending of the active sites on
hydrotreating catalysts in terms of their locatielgctronic properties, number and nature of
promoted Mo% nanocrystallites. Active phase structures for Isuled hydrotreating catalysts
have been presented by Tepst al. [36, 37]. The alumina support normally used for
hydrotreating catalysts, allows a high dispersibtne stable, unpromoted Mefano crystals.
When a promoter such as Co or Ni is added duriaginthesis, the metal edges of the MoS
structures are further stabilised by the incorporabf Ni/Co, instead of Mo only [37]. The
active sites are believed to be located at or tteaedges of the nano crystallites and exhibit
either a Lewis nature, corresponding with sulphagancies associated with Mo or the NiMo
or a Bpnsted nature under the form of —SH groups [29,3®, Hydrogen activation and
changes in the MaSactive phase morphology at different sulpho-regectonditions have
been a topic of interest, recently [35, 40-42].dilet experimental studies by Schachthl.
[40] and Gutierrezt al. [41] have provided insights in the stability oiface species and the
corresponding Eactivation on the edges of the MoSanostructures. DFT calculations by
Prodhommeet al. [35] and Raybaudt al. [39] revealed that the morphology of the MaSa
function of the temperature and gpHb. The kinetic experiments used in the present work
however have been performed at conditions in wiigh amount of sulphur to which the
catalyst has been exposed is changing less signific Hence, the time scale of the desired
hydrocarbon conversion reactions, c.q., hydrodegénation, is significantly shorter than that
of the catalyst structural changes. It allows detdiog of the hydrocarbon conversion kinetics
from those of the catalyst structural changes #meahce, justifies the assumption that no
interconversion of active sites occurs within tbesidered experimental data [43].

HDN of various model components has been studiedifberent catalysts at gas and
liquid phase conditions [44-51]. Although an addquanderstanding of the HDN kinetics has
already been pursued, specific features such daiexyy the HS promotional effect on C-N
bond scission in terms of elementary steps, acoayfdr the type of hydrogen and hydrogen
sulphide dissociation and correlations between @rapts’ chemisorption properties and their
proton affinity still remain to be explored. Recel@velopments in catalyst technology and

understanding, DFT calculations, modelling methodi@s have allowed the construction of a
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correspondingly more detailed kinetics model. Agedydrodenitrogenation data obtained by
Pille and Froment [46] are used for this purpodee ©riginal model assumptions made by
these authors have been assessed against theaoent literature [26, 27, 34, 39, 42, 47, 48,
52-55] and more recent work on naphthalene hydratgmm by our group in particular [43].
Pyridine HDN kinetics have typically been simulatesing models with two types of sites [46,
56] or in some cases even three types of sites 4llg and Froment [46] considered two types
of sites,i.e, * and $ sites, in their kinetic model, which sufficed teoad any significant or
systematic deviations between the experimentalreasens and the model simulations. Also
Romeroet al. [43] have successfully described naphthalene mygiration over an industrial
NiMo catalyst by assuming two types of sites. la pnesent work, a model considering * and
S?* is further elaborated. This two type of site asgtiom, along with that of homolytic or
heterolytic dissociative Hand HS chemisorption on the catalyst surface, is expetde
provide the model with the necessary flexibilityaidequately simulate both the hydrogenation
and denitrogenation reaction via appropriate sulimal hydrogen surface concentrations. As
indicated above, the most important distinctionsamparison to the previous work lie in the
consideration of heterolytically and homolyticallhemisorbing H and HS, atomic and
molecular addition of kHto the aromatic ring and a mechanistic explanatibthe HDN

enhancement by 19.

4.2 Procedures

Gas phase pyridine hydrodenitrogenation was irgegsid over an industrial NiMp/
Al>Os catalyst [46] The operating conditions comprised temperatures tatal pressures
ranging from 573 to 633 K and from 1.5 to 4.0 MPlae molar inlet hydrogen to pyridine and
hydrogen sulphide to pyridine ratio was 80 to 6@tbl( molt) and 1 to 16 (mol md)
respectively. The space time was varied betweeraB80.800 kg:s moi’s. The experiments
have been performed in a Berty type CSTR with adixatalyst basket and a volumetric
capacity of 200ml, excluding the reactor intern@lse pyridine dissolved in hexane as solvent
is evaporated and mixed with the hydrogen and hgehicsulphide gases before feeding into
the reactor. The product analysis is done onlinegus Chrompack gas chromatograph

equipped with an FID and CP sil5CB column.

4.2.1Equilibrium and kinetic regime verifications
Pyridine hydrogenation to piperidine, which is thigst step of pyridine

hydrodenitrogenation is potentially equilibrium lted at the investigated operating conditions

72



[40]. The affinities of the pyridine hydrogenatioeaction can be calculated at various
operating conditions to verify the equilibrium liaiions by equation 4-1. At the investigated
conditions, the reaction affinity (A) was alwaysosb 1 16 (kJ mot!) which shows that
pyridine hydrogenation is not equilibrium limited.

A ) _ [pppﬁzl 4-1

exp <— ﬁ

Ppp
The absence of mass and heat transfer limitatices werified, in particular for the

experiments where the observed reaction rate wgls [4il]. The maximum temperature
gradient in the catalyst particles was found t@beK at the highest reaction rate using the
Prater criterion [42]. External mass transfer latians were reduced by having high agitation
speeds, typically between 20.83 to 25 rps. Intedifélision limitations were assessed using
the Weisz and Prater criterion [42]. The maximums&&/enodulus was found to be 0.016 which
is well below the threshold value of 0.08. It cquience, be concluded that the acquired data
were free from transport limitations and, henctjaded in the intrinsic kinetics regime. The
catalyst stability and repeatability of experiméntasults were verified by repeated
experimentation at reference operating conditiolise experimental error amounted to

maximum 5%.

4.2.2Model simulation and parameter estimation procedure

The piperidine (PP) and pentanes)@olar outlet flow rates were calculated from a

CSTR mass balance, as presented in chapter 2.

Parameter estimation was performed by minimisatibthe sum of squared residuals
between the experimental and model calculated npotaduct outlet flow rates of piperidine
and pentane. The objective function and the salutbaitines in the parameter estimation are

explained in chapter 2.

The objective function used in this work considéme molar outlet flow rates of
piperidine and pentane as responses. This is elifférom the objective function used by Pille
and Froment [28] wherein pyridine conversion angepdine and pentane yields are used as
the responses. Although not the main aim of thegework, the differences in responses
considered may result in subtle differences in Mioderesults since experiments in which
high conversions are obtained generally correspotidhigh space times and, hence, low flow
rates. As a result, data points with a more pronedrimpact on the sum of squares in the
present work might have exerted less impact iptbeious work and vice versa. The objective
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function as used in the present work allowed deténg a higher number of statistically
significant parameters with a physical meaning Whig not contradicting the previously
obtained ones. It hence, allows an enhanced uladeisg of the reaction mechanism
compared to before, see also section 4.5.

The global significance of the regression was a&gsbsa the corresponding value
whereas the number of significantly estimated patars was evident from the reported
values. A thorough assessment of the physical mgasfithe global model as well as of the
individual model parameters is performed to vakdamnd discriminate between rival models.
The maximum absolute value of the linear binaryredation coefficients between the
parameter estimates was always significantly b&®@& for all models. The product of the rate
and (chemisorption) equilibrium coefficients in tkimetic factor of the derived Langmuir-
Hinshelwood rate equations was estimated as aespalameter to avoid high correlation
between the various coefficients and to limit tla4finearity in the parameters of the model

eqguations.

4.3 Experimental results

The observed pyridine hydrodenitrogenation produetse piperidine, pentane, pentene
and ammonia. At the investigated operating conatidhe pentene yield was very low in
comparison to pentanee., below 5%, and, hence, pentane and pentene wes&leoed as a
single G response. The selected range of operating conditie., high temperatures and high
H>S to pyridine inlet molar ratios resulted in a Ipyeridine yield, typically below 15%-
pentylpiperidine formation, through condensationd@proportionation reactions involving
piperidine, which is often cited in the literatuss a side reaction during pyridine
hydrodenitrogenation [15, 43-47] could, hence, hgpsessed allowing for a more
straightforward kinetic analysis.

In Figure 4-1, two typical pyridine conversion gmdduct yield versus space time curves
are shown. The rather steady level of the pipeeigield as well as the observed increase in
pentane yield with increasing spacetime, are ia With the primary and secondary product
nature of these components.
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Figure 4-1. Pyridine conversion and product yieldsas a function of the space time.
Operating conditions: T = 573K; p = 3.0 MPa; H/Pyridine (mol mol?) = 500;
H2S/Pyridine (mol moft) = 2 (left), H2S/Pyridine (mol mof!) = 7.5 (right).
Symbols: e pyridine conversion; m yield-piperidine; Ayield-Cs. Lines: ---
pyridine conversion; ... yield-piperidine; - - - yield-Cs model calculated values
obtained by solving reactor model equations preseet in chapter 2 (Eq. 2-20)
and rate equations corresponding to model 6.e., heterolytic mechanism,
proton addition first, 3@ hydrogenation step and 2 denitrogenation (ring
opening) step as rate determining (as shown in TadK-3), along with the set
of parameter values of kinetic and catalyst descrijors reported in Tables 4-6
and 4-10.

Hydrogen sulphide is known to impact the hydrodeggnation activity and selectivity
[21, 43, 45, 48, 49]. In the present work theSHffect is visualised in Figure 4-1, representing
pyridine conversion and product yields as a fumctibthe space time for two different inlet
H.S/pyridine (mol mok). Hydrogen sulphide potentially reduces the amadihemisorbed
hydrogen on the catalyst surface due to competitivemisorption, and, hence, may also
decrease the pyridine hydrogenation rate and dvanaversion. While the effect on the overall
pyridine conversion is limited, the selectivity tamls G is about 8% higher ata3/pyridine =
7.26 (mol mot") than HS/pyridine = 1.95 (mol mdl), seeTable 4-1 This can be attributed to
a promotional effect on C-N bond breaking by faating nitrogen removalia a substitution
reaction rather than an elimination reaction [5, 50]. Cattenotet al. [52], have clearly
demonstrated the preferential occurrence of thetgubon mechanism. Massott.al. [5],
further propose that the denitrogenation rate ptechdy HS is directly proportional to the
square root of the ¥ partial pressure. However, nitrogen removal cameroceed in the
absence of k6 [29, 30] albeit at reduced pace. It indicated tih@ slower elimination

mechanism is also active in nitrogen removal.
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Figure 4-2. Pyridine conversion and product yield a a function of the temperature.
Operating conditions: p = 3.0 MPa; Space time = 1@ Kgcat S mob?;
H2/Pyridine (mol mol?) = 500; HS/P (mol mol') = 7.6. Symbols:e pyridine
conversion; m yield-piperidine; Avyield-Cs. Lines: --- pyridine conversion; ...
yield-piperidine; - - - yield-C5, model calculatedvalues obtained by solving
reactor model equations provided in chapter 2 (Eg2-20) and rate equations
corresponding to model G.e., heterolytic mechanism, proton addition first, 3¢
hydrogenation step and 2¢ denitrogenation (ring opening) step as rate
determining (as shown in Table 4-3), along with theet of parameter values of

kinetic and catalyst descriptors reported in Tables}-6 and 4-10.

Within the investigated range of operating condiio the hydrodenitrogenation
conversion was found to increase with the tempegafthis indicates that the increase in rate
coefficient overcompensates a potential decreassagtant surface concentrations as opposed
to what has been reported for aromatic hydrogenato noble metals [53]. Higher
temperatures may also lead to reduced surface otvatiens of potentially inhibiting species,
such as hydrogen sulphide or ammonia. The higletbaty for pentane in the range of higher
temperatures, séble 4-1 indicates that C-N bond breaking is more tempeeatlependent.
At an equal conversion amounting to 40% tRes€lectivity is 20% higher at 599K compared
to the one observed at 573k., 79% vs 59%, thus supporting the former. Followihg
previous statements, a higher (apparent) activar@rgy for C-N bond breaking is expected
than for hydrogenation, see also section 4.5.
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Table 4-1. Experimental observations, highlightingthe effect of S partial pressure,

temperature and total pressure on product selectity at 40 percent pyridine

conversion.
Effect T P Space-timé  Fuzs/Fpe Selectivity (%)
T(K) P(MPa) (kgcas mobl) (mol/mol)  Cs(-) PF ()
H2S 573 3.0 1820 7.3 74 26
573 3.0 1820 2.0 66 34
Temp. 573 3.0 1520 7.6 59 41
599 3.0 720 7.2 79 21
Pressure 614 2.9 740 6.2 90 10
614 2.1 1080 5.8 96 4
" WealFop
.08 .08
% 0.6 - %o.s -
g 0.2 - -~ g 0.2 -
S oo [ AAAAd m---u S oo oo ileeeo -l
1 15 2 25 3 35 1 15 2 25 3 35
Total Pressure (MPa) Total pressure (MPa)

Figure 4-3. Pyridine conversion and product yieldss a function of the total pressure; T
= 598.15K (left) — 623.15K (right); Space time = BD Kgeat S mobt;
H2/Pyridine (mol molt) = 200 (left) — 300 (right); BS/P (mol mott) = 2.1 (left)
— 6.3 (right). Symbols:e pyridine conversion; m yield-piperidine; Ayield-Cs.

Lines: --- pyridine conversion; ... yield-piperidine; - - - yield-Cs, model
equations provided in chapter 2 (Eq. 2-20) and ratequations corresponding
to model 6i.e., heterolytic mechanism, proton addition first, 3¢ hydrogenation
step and 29 denitrogenation (ring opening) step as rate determing (as shown
in Table 4-3), along with the set of parameter valess of kinetic and catalyst
descriptors reported in Tables 4-6 and 4-10.

Increasing total pressures exhibited a positivecefon the pyridine conversion in the

investigated range of operating conditions, seear€ig¢-3. The hydrogenation rate increases at
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higher pressures. When the C-N bond scissionsait®re moderatég., at lower temperatures
and inlet molar &S to pyridine ratio, an increasing pressure canltr@sthe accumulation of
the piperidine, which is more basic than pyridineleacules and, hence, chemisorbing more
strongly on the catalyst surface and resultingshght inhibiting effect on the catalyst activity.
Figure 4-3 (left) illustrates the pyridine HDN peminance at such conditionsg., 598.15K
and 2.1 HS/Pyridine(mol mot). It leads to inhibition and a more moderate iaseein the
overall conversion and a higher piperidine yieldgerating conditions are such that piperidine
ring opening is fast,e., at high temperatures and higher inlet mola® kb pyridine ratios, the
formed piperidine molecules react quickly to peetand, hence, only a minor fraction of the
catalyst surface will be covered with piperidineletoles.Figure 4-3(right), illustrates the
pyridine HDN performance at such conditiores, 623.15K and 6.3 p$/Pyridine (mol mot).

It also results in correspondingly low piperidingface concentrations as discussed below in
section 4.5. The low amount of inhibiting nitrogemmponents on the surface leaves more
vacant active sites for additionapimolecules to chemisorb at higher pressure. Ehises a
further enhancement of the naphthenic C-N bondsgrisrate at higher pressures as can be
seen on Figure 4-3 (right) exhibiting a correspagti lower piperidine yield at high pressure.

4.4 Kinetic analysis

4.4.1 Reaction network and mechanism

The global pyridine hydrodenitrogenation reactioetwork, as evident from the
experimental results presented in chapter 1 oftti@sis which is in agreement with previous
published data [40, 45, 46, 49, 54, 55]. Directagen removal is generally not encountered.
It is well established that the aromatic C-N bosdnuch stronger than the naphthenic C-N
bond, and, hence, that pyridine denitrogenatiamlg possible after a prior hydrogenation to
piperidine. Due to its low activation energy, pynel hydrogenation is a much more easy
reaction than hydrodenitrogenation [56]. Hencedinmer reaction occurs at a much faster rate
compared to the latter. Subsequently, the naphthiérg can open to form an amine, which
further undergoes deamination to form final hydrboa products.
4.4.1.1 Pyridine hydrogenation

Pyridine hydrogenation to piperidine is an revdesibeaction [40]. Each surface
elementary step is considered as an atomic hydragddition, similar tog.g., benzene and
naphthalene hydrogenation [36, 57]. During the espeation derivation, both heterolytic and

homolytic hydrogen dissociation was taken into ade&rstion and every single hydrogen
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addition was considered potentially rate deterngnj@6, 58]. In the case of heterolytic
hydrogen dissociation both proton and hydride @olditvere considered to, potentially, occur
first. The basicity of pyridine would be the reasorhave proton addition first, however if the
N-Ni bond would cause the electron density to bilaadvawn from the ring a possibility would
be opened up for hydride addition first [59]. Mod®nstruction and its corresponding
discrimination can, hence, be performed by considgsroton or hydride additions first, after
which successive alternating hydride or proton @alus are considered in order to restore the
electronic neutrality of the hydrocarbon speciesived. An example scheme for a proton

addition first is shown in Figure 4-4.

H* * H H* H H* H
SENE N LR EINE N
N N N N N N N
H H H H H H
Figure 4-4. Hydrogenation of pyridine in terms of éementary steps assuming heterolytic

mechanism and proton addition first

4.4.1.2 Piperidine ring opening

Piperidine undergoes ring opening through hydrogéditions only, see Figure 4-5.
During the model construction of piperidine ringeopg, only proton addition first is
considered, since hydride addition first would alkdw the further reaction of -SH substitution
to proceed. Proton addition to the nitrogen comagirthe free electron pair, is much more
plausible owing to the basic nature of the pipeediHence, during the modelling procedure,
the piperidine ring opening is considered to prddege proton addition first only.
The presence of 4% at typical hydrotreating conditions has been shawpromote the C-N
scission rate, by enabling a comparatively fastésstution pathway [49, 60]. The thiol end
group in the intermediate formed is a good leagraup and is rapidly removed as3 The
mechanism shown in Figure 4-5 is in line with thecmanism proposed by various researchers

[60] which comprises several steps including threnition of the aminethiol species.
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Figure 4-5. Reaction mechanism of the denitrogenatn step, considered during modelling
of pyridine HDN over NiMo/y-Al20s. 1 and 2 represent the steps that are
considered as potentially rate determining. The kirtic relevance of the other
steps is limited at the investigated operating contibns such that they can be
assumed to occur instantaneously. Reactions occung through the direct
amine removal (indicated in grey) are less likelya occur under the operating

conditions used, particularly because of the highdH2S partial pressures.

4.4.1.3 Pentylamine denitrogenation

Pentylamine was not observed in the reactor efflugging a linear amine, the orbitals
of the carbon and nitrogen atoms involved in thedbthat needs to be broken aiming at the
denitrogenation can orient themselves much moreuiably compared to a C-N bond in a
cyclic structure. Hence, C-N bond scission in adinchain is expected to proceed much faster
for acyclic alkylamines such as pentylamine comghaoecyclic amines such as piperidine. A
similar effect is observed for C-C bond scissiofinear versus cyclic hydrocarbons [61, 62].
For the modelling purposes in the present work ypemtine denitrogenation can, hence, be
assumed to occur instantaneously such that onlyateoequations are needed to describe the
hydrodenitrogenation of pyridineg., pyridine hydrogenation and piperidine denitrogemat
4.4.1.4 Active sites on sulphided catalysts

Pyridine hydrodenitrogenation kinetics have bearutated using models with two types
of sites [28, 47] or in some cases even three typesites [29]. Pille and Froment [28]
considered two types of sités., * and S sites, in their kinetic model, which sufficed tooéd
any significant or systematic deviations betweenekperimental observations and the model
simulations. Romeret al. [36] also have successfully described naphthatsmeogenation
over an industrial NiMo catalyst by assuming twpdy of sites. In the present work, a model
considering * and Bis further elaborated. The sites are believedetm the edges of the
promoted sulphided catalysts [36]. This two typsitd assumption along with the assumption
of homolytic or heterolytic dissociativeotand HS chemisorption of on the catalyst surface is
expected to provide the model with the necessawilfility to adequately simulate both the
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hydrogenation and denitrogenation reactioa appropriate sulphur and hydrogen surface

concentrations.

4.4.2Model construction

The assumptions made during model constructiomaagreement with our previously
published work on naphthalene hydrogenation [36préviparticularly the site balances as
required according to the homolytic and the hejgimlmechanism are constructed along
identical lines.
4.4.2.1 Stebalances

In accordance with the assumptions made by Romiealo[36], 2 site balances need to
be constructed.e., one for the coordinatively unsaturated sites, teh@s * as shown in
equation 4-2, and one for the sulphur anions, @gehas 5. While the site balance for the
sulphur anions is literally identical as the premgly used one, that for the coordinatively
unsaturated sites needs to be adapted to thethytthiercarbon compounds that are considered:

Cotor = Cot Cogngnt + Co oy + Cognignm + Coy e + Cogrignn 42
+ Copyonn+ + Cosmont® + Cogmyy® + Cumyt + Co—
+ Csy—

The derivation of the site balances and the relati®o between the * and thé Sites are

provided in Appendix B.

Table 4-2. Chemisorption equilibria used for constucting the pyridine HDN models.

Chemisorption/desorption equilibria Coefficient
Heterolytic Homolytic
Hydrogen and hydrogen sulphide Hydrogen and hydregéphide
H,S++* +S?>” 2SH™ "+ S*"H* H,S++* +S?>~ 2SH*+ S>°H | Khzs
Hy,+* +S*” 2H "+ S*H* Hy,+ 2 *x22H" Kh2
Hy+ 2 S~ 225%H Kz, &
Nitrogen components
CsHsN + + 2 CsHsN* Kp
CsH; N + 2 CsHyN* Kep
NH; + *2 NH3" KnNH3

4.4.2.2 Rate equation derivation
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Rival rate equations for pyridine hydrogenation gderidine denitrogenation are
obtained by considering alternative, potentiallierdetermining steps. The elementary steps
in the reaction mechanism with proton additiontfindooth hydrogenation and denitrogenation
can be written as shown in equations 4-3 to 4-848dnd 4-10 and respectively.

CsHsN* + S2"H* 2 CsHsNH™ + §%° Kp_py 4-3
CsHsNH* + H™* 2 CsHgNH* + * Kppopry 44
CsHNH* + S>"HY 2 CsH,NH™ + S~ Kppopys 4-5
CsH,NH** + H™* 2 CsHgNH* + * Kpys_pua 46
CsHgNH* + S?"HY 2 CsHogNH'* + S?~ Kpya—pus 47
CsHyNH** + H™ 2 CsH(NH* + * Kpys_pp 4-8
CsHioNH* + S> H* 2 CsH;oNH," + S~ 4-9

[CsHioNHy" " + SH™ > NH,CsHyoSH* + | 4-10

# Further steps in the reaction are considered¢aranstantaneous.

As an example, when the third hydrogen additioooissidered to be rate determining,
the rate equation can be derived starting from4=g, such that the following expression is

obtained,

CCSH7NH+* C52-> 4-11

Rpopp = ky + <CCSH6NH*CSZ_H+ T K
PH2-PH3
Similarly, for denitrogenation, when piperidine fmoation is considered rate
determining, the corresponding rate equation caebiged starting from Eq. 4-9 such that the

following expression is obtained,

Rpp = kpp_ppu CC5H10NH* Cs2-y+ = kpp_ppy Kpp \/H_5PCSH10NH C*Z 4-12
The surface concentrations can be calculated baisetle equilibria of the preceding
steps while the surface concentration of hydrogehad the active sites can be calculated from
the site balance presented in Appendix B.
Similar rate equations are developed considerie eathe hydrogenation steps as rate
determining. An overview of these equations for hle¢erolytic mechanism, both for proton
and hydride addition first are given in Table 4-3.
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Table 4-3. Rate equations for pyridine hydrogenatio and piperidine denitrogenation

assuming heterolytic chemisorption of Hand Hz2S

Pyridine hydrogenation

Proton addition first Hydride addition first
1 1 Peponn
R,=k,,Kp C.2\/Sul|P, - —s a0 § Peob,onH
P p+ OP H( CsHsN Kgqui Py Ry, = kpKp Ky c? |- Peohgn Pr -
Hu KEquiPuz
2 Ry =ky +Kp_pu Kuz2 Kp (o Ry =ky+ Kp Kuz Kp—pn c.26
1 Py NH) < Pen NH>
P Py, — —— 5710 7 )2 Py, — —>-t0 " T
( CollsN TH2 KEqui PH22 sttt Tz KEquiPsz
3 R, =ky,Kp_puz Kuz Kp C.2/6 1 , , s
Rp = kp,+KP Ku2” Kp_ph2 C. -
1 Pcoyone
Pu,Pesusy ——— 32~
Equi PHZ PC e NH
<Pc HsN Psz - A)
s KEquiPHZ
4 R, =k, K Ky2? Kp C.2 R, =k, Kp Ki2? K, C2é
p = "p+ BP—PH3 "H2 TP “x p = Rp+ 8p BH2 8p-pH3 Lk
1 Peponm Peor,ona
P ZP _ 51110 P P 2 _ 51110
( fa TCsHsN KEqui PHZ CoHlsN T H2 KEquiPHZ
S Ry =ky+Kp_pus Kuz* Kp C.2\[5 , L Is
p Rp = kp,+KP Ku2” Kp_pha C. -
2 1 Peyonu u
Pu,“Pegugn — Ko P
Equi H2 P
3 CsHq oNH
<Pc51-151v Pyy” — K—>
Equi
6 R,=k,.K Kyo® Kp C.2 R, =k, Kp Ki2° K, C2é
p =~ "p+0P-PH5 MH2 P T p = fp+ 8p BH2 Ap-pH5 Lk
1 Peyh,oNH
(PH23P65H5N - rPCSHwNH> <Pc51-151v PH23 - %
Equi Equi

Piperidine denitrogenation

1 Rpp=kpp CcusNH* Coz-p+

= kpp Kpp /11 8 Peypyonn ¢’

2 Ry, =kpp Kpp_ppy Kpp 1t Pcyyonn C. 2 Not considered

Not considered

Symbols : Kk-x+ = equilibrium coefficient for species X and hydeogadditions to X; Kqui= global equilibrium coefficient
pyridine and piperidine

In the case of piperidine denitrogenation, as erpthearlier two potentially kinetically
significant steps are considered,, first protonation followed by sulphydril assist€eN bond
scission in piperidine, see Figure 4-5. The expoassderived for the denitrogenation rate are
listed inTable4-3.
4.4.2.3 Homolytic mechanism

Rate equations for the homolytic mechanisms areedas similar chemisorption
equilibria as discussed for the heterolytic meckraniThe differences are situated in the

elementary steps involving hydrogen and hydrogetphsie. A separate hydrogen
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chemisorption equilibrium is considered on the tl&8. Different rate equations can be
constructed accounting either for a preferentialrbgen addition from the sulphur anions or
from the coordinatively unsaturated sitass., hydrogenation occurring solely through
hydrogen atoms from * ancfSsites. The homolytic rate equations are summaiisddble
4-4. Note that the piperidine denitrogenation exjaations depend on the type of site where
the hydrogen atom for piperidine hydrogenationioates from.

The enhanced understanding of HDN catalysis, imgeof catalyst active sites, their
location, characteristics as well as the assumpfadissociative Hland BS chemisorption
result in rate equations as, listed in Table 4-8 @&able 4-4, that are different from those
derived by Pille and Froment [28]. Moreover, insthwork the promoting effect of 43 on
“hydrogenolysis” is taken into account by assumangubstitution reaction pathway while in
the previous work this was done empiricaliye.,, multiplying the rate of piperidine
denitrogenation rate by (1+(s Ph29)%°) based on the results proposed by Massbéh [5,
63].
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Table 4-4. Derived rate equations for pyridine hydogenation and piperidine

denitrogenation assuming homolytic chemisorption oHz and H2S

Pyridine hydrogenation

Hydrogen addition from * Hydrogen addition from S
1 Rp = kp,+ Kp C*Z KHZ,* Py, Rp = kp,+ Kp C, CSZ_\/ KHZ,SZ’ Py,

1 PCSHNNH>

P B 1 Pepnu
CsHsN Koawt Pry® —s

Peonon —
< 58 KEqui PH23

2 Rp= ky+ Kp—pn Kp .’ Kz« Py Rp = ky + Kp_py Kp C, Cg2- Kpyp g2- Py
(Pc = 1 Peponn > <Pc = 1 Peyonu )
5ig KEqui PH23 sis KEqui PH23
3 2 3 3
Rp = kp,+ Kp_pn2 Kp C. (KHZ,* PHZ)Z Rp = kp,+ Kp_pr2 Kp Ci Cs2- (KHZ,SZ’ PHZ)Z

1 Peunu )

1 PCSHmNH>
KEqui PH23

<Pc51-151v - <PC5H5N - Kequt PH23

2 2
4 Rp =kp+ Kp_pu3 Kp c.? (KHZ,* PHZ) Rp = kp+ Kp_pusz Kp C, Cs2- (KHZ,SZ’ PHZ)

<P _ 1 Peguyonn ) <P _ 1 Peguyonn )

CsHsN Kequi —PH23 CsHsN Kequi —PH23

5 3 5
Rp =kp+ Kp_pua Kp c.? (KHZ,* PHZ)Z Rp = kp,+ Kp_pna Kp C C2- (KHZ,SZ’ PHZ)Z

P 1 Pe o NH p 1 Pe oy, nH
CsHsN KEqui—PHz3 CsHsN KEqui_PH23

3 3
6 Rp = ky+ Kp_pus Kp c.? (KHZ,* PHZ) Rp = kp,+ Kp_ps Kp C Cs2- (KHZ,SZ’ PHZ)

(P _ 1 PCSHwNH> _ 1 P(JsHmNH>
Catslt KEqui PH23 KEqui PHz3

<PC5H5N

Piperidine denitrogenation

Hydrogen addition from * Hydrogen addition from S%
1 Rep=kpp c.? Kpp \/Kuz Prz Pegnyonn Rpp = kpp C, Cs2~ Kpp /K252~ Pz Pegu,onn

_ 2
Ry = kppKpp—ppuKpp PehonuCe
Ryp = kpp Kpp—ppr Kpp Pegyonn Ce

Ky, .
< B KHzSPHZS + KHZ'* PH2> (C* KHZSPHZS + CSZ_KHZ.SZ_PHZ)

N

Kh, 52—

4.5 Results and discussion

In total 48 different models, corresponding to #edent types of reaction mechanisms
with each 6 potentially rate-determining hydrogerasteps and 2 possible rate-determining
steps for piperidine denitrogenation, were subj@cegression. The number of parameters to
be estimated during non-isothermal regression fadets based on the heterolytic mechanism
amounted to 14, while for those based on the hatealyechanism this number amounted to
16. In order to keep the number of parameters tedbenated at a reasonable number and
simplify the model assessment, chemisorption erdsowere determinealpriori, see section

4.5.1. This allowed reducing the number of adjustphrameters to 9 and 10 in case of models
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based on heterolytic and homolytic mechanism, sy, and typically resulted in a higher
number of remaining model parameters that can tima&ted significantly. Moreover, it will

allow a more thorough comparison with literaturearted values.

4.5.1Chemisorption entropy assessment

Statistical thermodynamics are used to determine@propriate range for the pre-
exponential factor of the chemisorption coefficeenand, hence, the corresponding
chemisorption entropies [64]. The pre-exponentatdr corresponds to the change in the
entropy upon chemisorption. The latter was caledlaince by assuming retaining a maximum
of translational freedom upon chemisorptias,, a loss of only a single degree of freedom,
and once by assuming a complete loss of all traask entropy. The Sackur-Tetrode equation
[65] was used for this purpose. The correspondamges can be determined by considering a
minimum and a maximum loss of degrees of freed@®, &able 4-5. The discrepancy in the
ranges proposed forHand HS with respect to the other components stems frioen t
dissociative character of their chemisorption coragao the molecular one for the other

components [36].

Table 4-5. Range of chemisorption entropies used rfanolecular and dissociative

chemisorption

Component ASochemisorptior(\] mol* K'l)
Upper bound Lower bound
Piperidine / Ammonia -95.7 -191
Hydrogen / Hydrogen sulphide 0 -191

Various regressions have been performed with reéiffecombinations of chemisorption
entropies. The set giving the best results in teoaumber of parameters that could be
estimated significantly and of physical meaninghef parameter estimates is listed in Table
4-6. These entropy values indicate that mobilitytteé different molecules on the surface

decreases in the order ammonia — piperidine — lggire- hydrogen sulphide.
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Table 4-6. Chemisorption entropy values and their @rresponding loss in degrees of

freedom for reacting components used during fixedrdropy regressions.

Corresponding loss of

Component AS chemisorpion(J Mo K*) degrees of freedom*
Ammonia -98 1
Piperidine -158 1
Hydrogen -187 2
Hydrogen sulphide -190 2

* Approximate value

4.5.2Initial regression and primary discrimination

Table 4-7. Statistical information of rival modelsused in the discrimination of models for

gas phase HDN of pyridine over sulphided NiMa/-Al 203

RDS Heterolytic (9 par.) Homolytic (10 par.)

a 0 Proton  Model| Hydride Model * Model S* Model

DT_ S_T- F S.p No F S.p No F S.p No F S.p N
1 1 253 5 1 1603 6 13 1312 7 25 1318 7 37
1 2 |22 5 2 952 7 14 1396 7 26 1324 7 38
2 1 (2700 9 3 2717 9 15 1968 8 27 2224 7 39
2 2 12334 9 4 2012 9 16 2248 9 28 2356 9 40
3 1 (2793 9 5 2071 7 17 2239 8 29 2399 8 41
3 2 [ 2758 9 6 1763 7 18 2734 9 30 2327 5 42
4 1 (2210 7 7 2357 8 19 1834 4 31 1935 6 43
4 2 [ 1948 8 8 1562 8 20 1595 6 32 1562 6 44
5 1 (2481 8 9 1063 5 21 1264 5 33 1470 3 45
5 2 [ 2354 8 10 353 3 22 1335 7 34 566 3 46
6 1 196 6 11 1058 8 23 910 4 35 N.C 47

6 2 (970 7 12 500 4 24 912 5 36 889 4 48

The statistical results of the regression perforfioe@ll models are summarised in

Initial regression and primary discrimination

Table 4-7. 18 modelsi.e., 11 models based on the heterolytic mechanism das&d on the

homolytic mechanism exhibited an F value for thebgl significance of the regression
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exceeding 2000. These models were further discatethbased on the physical significance
of the estimated parameters as discussed below. chmesponding, comprehensive
information comprising all parameter values arevjgted in Table 4-8 and Table 4-9.
45.2.1 Models based on heterolytic mechanism

As mentioned above, 11 models based on the hetieroigchanism exhibited a high
global significance, out of which 5 models., models nr. 7, 9, 10, 17 and 19 did not allow
estimating all parameters significantly. Despititihigher F values for the global significance
of the regression these models resulted in lowerkan of significantly estimated parameters,
hence, the focus was put on the other 6 madelsmodels nr. 3, 4, 5, 6, 15 and 16 which
generally exhibited the higher F values and alloestimating all parameters significantly.
Since none of the models assuming the first hydragidition to be rate determininige.,
models nr. 1 and 2, had good F values for the glsigmificance of the regression nor a
reasonable number of significantly estimated pataragit can be concluded that, despite the
pronounced endothermicity of the first hydrogen itioldl to pyridine [59], it is not rate
determining. The aromatic structure of pyridinpagentially preserved after the first hydrogen
addition due to the ionic or the radical charaetfféer the first hydrogen addition. The second
hydrogen addition is exothermic since it compersébe the charge. However, the lack of
physical significance in the parameter estimateficates that this cannot be the rate-
determining step either,e,, the pyridine chemisorption coefficient in modelsad 4 is
substantially lower than the one reported by La&apd Satterfield [18]. In the case of model
3, on top of the low pyridine chemisorption coa#itt an activation energy for pyridine
hydrogenation amounting to 22 kJ ma$ obtained, which is much lower than the literatu
reported values [28], whereas in the case of Mdd#ie denitrogenation activation energy is
excessively high, amounting to 207 kJ rhoFor models 15 and 16 considering the second
hydrogen addition as rate determining with hydadelition first, the pyridine chemisorption
coefficient is estimated relatively high at 8.1 MRand 7.5 MP3, with very wide confidence
intervals [18]. Additionally model 16 has a quitglhdenitrogenation activation energy [28].
The lack of physical significance of at least ohéhe parameters in models nr. 3, 4, 15 and 16
further suggest that these can be discarded frotineilumodel discriminatioModels 5 and 6
resulted in the statistically and physically sigraht parameters and are further discussed

below.
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Table 4-8. Kinetic and catalytic descriptors estimged during regression of models related to heterotic mechanism for pyridine HDN

over NiMo/Al 203, along with their 95% confidence intervals.

Model
number 3 4 5 6 7 9 10
F Value 2700 2334 2793 2758 2210 2481 2354
Number of
significant 9/9 9/9 9/9 9/9 7/9 8/9 8/9
parameters
Kp=pp A*2 | 3.10° + 4.10*| 3.10° + 8.10*| 8.10® + 1.10%| 9.10° + 2.10%| 6.10* + 4.10%| 8.10* + 3.10%| 8.10* + 3.10¢
Kp=pp EQ 22 + 11.0 16 £ 12.0 48 + 11.0 41 + 10.0 NS NS NS
Kppopa A*? | 2.1 + 4.10! 31¢ + 210| 11 =+ 210'| 110 =+ 210'| 810t + 110 21 + 6.10'| 210 *+ 6.10°
Kpp—pa Ea 170 + 143 207+ 175 126 + 16.0 185 + 19.0 123 + 11.1 51 + 8.6 100 =+ 115
K% 1.5 + 01 1.5 + 0.1 46 + 1.4 6.1 + 1.5 2.7 * 0.6 4.3 + 1.7 6.4 + 2.8
-AHpip 113 + 1.7 113 + 2.0 119 + 2.0 117 + 3.0 114 + 3.0 128 =+ 1.3 127 + 1.6
-AHNH3 69 + 1.3 69 + 1.4 75 % 2.0 76 % 2.0 74 + 1.3 78 + 2.3 81 =+ 2.4
-AHu2 * 73 + 41 85 + 3.8 99 + 5.0 104 + 3.0 102 + 4.6 102 + 3.0 109 + 2.8
-AHHz2s * 103 + 3.8 107 + 4.0 111 + 10.0 129 + 3.0 NS 126 + 5.8 137 + 3.0

Units : k (A*) [mol s'kge.s'], Ea [kJ moft), K [MPaY] andaH [kJ mot?] 2 Reaction and chemisorption coefficient at the agertemperaturég., 599 K
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15 16 17 19

2717 2012 2071 2357

8/9

9/9 9/9 719

3.10° + 8.10%| 3.10%° =+ 1.108 8.10° + 8.10°|6.10* =+ 2.10%

36 + 8.7 37 + 10 NS NS
6.1 + 210F| 2.10 =+ 1.10¢ 1.1 + 4.10'(81¢ =+ 410
176 + 183 232 + 24.4 166 + 13.9| 84 + 11.7
8.1 + 2.1 75 + 2.3 3.6 + 0.8 10.1 t 5.8
119 + 24| 116 + 3.6 110 + 8.7 129 + 2.2
76 + 2.0 76 * 2.4 74 * 1.6| 82 t 3.0
74 + 4.9 85 + 5.1 89 + 51| 86 + 4.3
106 + 43| 109 + 4.9 NS 115 + 4.2

Units : k (A*) [mol s'kge.i'], Ea [kJ mot), K [MPaY] andaH [kJ mot?], @ Reaction and chemisorption coefficient at the agertemperaturée., 599 K
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Table 4-9. Kinetic and catalytic descriptors estimted during regression of models related to homolyti mechanism for pyridine HDN over

NiMo/ y-Al20s, along with their 95% confidence intervals.

Model number 28 29 30 39 40 41 42
F Value 2248 2239 2734 2224 2356 2399 2327
Number of
significant 9/10 8/10 9/10 7/10 9/10 8/10 5/10
parameters
Kpepp A*2 2.10° + 8.10%|7.10% + 5.10%| 4.10°® + 3.10°| 3.10° + 3.10°%| 4.10° + 9.10*| 4.10° + 3.10° NS
Kpepp EQ 22 + 11 NS NS 29 + 11.9 28 + 9.5 NS NS
Kppopa A*@ NS 1.1 + 8.10'|3.10' + 1.10' | 1.10' + 9.10%| 4.10° + 21¢| 7.10' + 5.10° NS
Kpp—pa EQ 200 + 2838 83 + 11.8| 208 + 157 112 + 18.6| 219 = 18.0 80 + 11.7| 179 + 133
K% 1.4 + 0.2 54 + 21| 40 £ 14 8.0 + 7.0 83 + 2.1 NS NS
-AHpip 113 + 1.9/ 115 + 29| 115 + 3.2 123 + 40| 119 + 26| 120 + 59| 124 +* 6.3
-AHNH3 70 + 1.3 76 + 22| 75 = 18 77 + 3.8 77 + 2.0 77 + 55| 80 * 6.2
-AHp2 * 72 + 27.1 110 + 47| 106 * 56 NS NS 85+ 61 NS
-AHH2,s2- 190 =+ 0| 190 + O 190 £ 56 NS 190 + 0.0 190 * 10.1| 190 =+ 7.7
-AHH2s,* 100 + 2| 104 + 94 134 = 26 NS 84 + 00| 112 =+ 50.4| 97 + 7.8

Units : k (A*) [mol s'kge.i'], Ea [kJ mot), K [MPaY] andaH [kJ mot?], @ Reaction and chemisorption coefficient at the agertemperaturée., 599 K
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45.2.2 Modes based on homolytic mechanism
At most 9 out of 10 parameters could be estimatgudfecantly in the models considering

homolytic B and HBS dissociation. While the models correspondinght® third hydrogen
addition being rate determining exhibited betterfggenance, the models considering the
second hydrogen addition as rate determining alsawed good global significance of
regression. In these models, the kinetic descsptoe., both the hydrogenation and
denitrogenation activation energies could not b#meded statistically or physically
significantly. E.g., an unrealistically high activation energy amougtto 200 kJ mot was
obtained for the denitrogenation step with modemM28le with a value of 22 kJ mélthe
hydrogenation activation energy step is extremely [28]. The pyridine chemisorption
coefficient was also estimated as 1.4 + .2 M®hich is much lower than the expected value
[18]. While these models corresponding to the hgtimmechanism resulted in rather good F
values, none of them was capable to give physicatigeptable values for all parameter
estimates.e., activation energies and or chemisorption coeffitseAs a result, none of these

models was retained for further evaluation.

4.5.3Final model selection

Overall heterolytic mechanisms considering protditon first result in higher F values
and a higher number of significantly estimated paaters compared to heterolytic mechanisms
considering hydride addition first or homolytic rhanisms and, hence, seem to be the
preferred reaction mechanism. Rometal., [36] also obtained the best regression results in
the case of naphthalene hydrogenation with a Hgteronechanism. However, in their work
hydride addition first was found to be more likéhan proton addition first. While pyridine
and naphthalene are both aromatics, the reasahdadifferent mechanisms regarding both
components can be attributed to the presence migen as hetero atom in pyridine and its
corresponding basicity. The higher proton affirofypyridine compared to naphthalene,,

930 kJ mot versus 803 kJ mdI[66], explains why proton addition first is mowglcal for
pyridine than for naphthalene.

Models 5 and 6, in which the addition of the thingdrogen atom in pyridine
hydrogenation was considered rate determining éehibbetter global significance of
regression, good physical meaning of the paramataishe best overall agreement with the
experimental data, s&égure 4-1to Figure 4-3. Interestingly models where the third hydrogen
addition was shown to be rate determining were aported for naphthalene hydrogenation

[36] in which rate equations were constructed basesimilar assumptions. Additionally, this
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observation for the hydrogenation mechanism sedsasta be independent of the selected
piperidine reaction mechanism. The identificatidrire third hydrogen addition as the rate-

determining step similarly to previous work [36]dicates that pyridine’s basic properties do

not critically interfere with the aromatic hydrogeion.

Table 4-10. Kinetic and catalytic descriptors estirated during regression of models for

pyridine HDN over NiMo/y-Al203 along with their 95% confidence intervals.

Best performing modelsi.e., model 5 and model 6, see Table 4-7 for statistical

information. Models derived based on assuming proto addition first with

fixed entropy values shown in Table 4-6.

Parameter A* [ K Ea/-AH
Model 5 Model 6 Model 5 Model 6

K®p=pp 8 103 + 110%|910° + 210% |48 + 11 | 41 + 10
Kpp—pa 1.15 + 2.10' | 1.15 + 2.10' | 126 + 16 | 185 + 19
K2 4.6 + 14 | 6.1 + 1.5 10.8 11.0

Kpp 13.5 8.5 119 + 2 117 + 3
KnNH3 2.5 3.0 75 + 76 + 2
K2 0.0r 0.02 99 +5 104 + 3
Khzs 0.1° 2.F 111 + 10 | 129 + 3

Units : k (A*) [mol s'kges'], Ea [kJ matt), K [MPa?] andAH [kJ mot?]
2Reaction and chemisorption coefficient at the agetemperaturége., 599 K
b Calculated, assuming similar loss of mobility gsepdine

¢ Calculated from estimated chemisorption enthalpy best fitting chemisorption entropy, Table 4-6

The difference between models 5 and 6 is situaitdae rate determining step considered
for piperidine denitrogenation. Model 5, considgrithe protonation of the completely
saturated aromatic ring as rate determining stepahslightly higher F value for the global
significance, compared to model 6, considering giperidine C-N bond scission as rate
determining step. However, both models allow ediimgaall the parameters significantly. A
comparison of the parameter estimates on physicaingls helps in further discrimination
between the models.

As could be expected, both models estimate sirhjarogenation activation energies
and similar NH and B chemisorption enthalpies. The major differencesthe model
parameter estimates are situated in the activanangy of the rate determining step, in the
denitrogenation mechanism and the piperidine as&ldhemisorption enthalpies.
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Since a direct comparison of activation energiesunavailable for the piperidine
protonation step, ab initio calculations for pyndi are referred to [59]. A pyridine
chemisorption enthalpy amounting to 125 kJfibirough an end-on chemisorptivi@ N-Ni
bonding was reported. Assuming this energy involmasdine chemisorption as well as its
subsequent protonation to form the pyridinium mme would expect a much lower protonation
activation energy when a compound with higher hbigsstich as piperidine is considered. In
our case model 5 estimates a protonation activatiengy of about 126 kJ mbWvhich is rather
high. The larger value for chemisorption equililbnicoefficient for piperidine of 13.5 MPa
related to model 5, shows a much larger deviatiomfthe physical relevance of the parameter.
For model 6, the activation energy for piperidieaitrogenation step amounts to 185 kJ-mol
which is rather well in agreement with literatueported values [28, 29]. The piperidine
chemisorption equilibrium coefficient amounts t6 &Pat, which is also much closer to the
expected value [18].

The hydrogenation and denitrogenation activatiogrgies for models 5 and 6 confirm
the less pronounced temperature dependence ofytliredenation rates compared to the
denitrogenation rates. The obtained activation giasrconfirm the experimentally observed
higher selectivity towardsgDiydrocarbonat higher temperatures at 40% pyridine conversion,
seeTable 4-1 These results are not only in qualitative bub atsquantitative agreement with
the results of various other authors [28-30]. TH&gknce in the activation energies can be
related to the more energy demanding transitiote starmation in C-N bond breaking
compared to hydrogenation through a proton or ainitig.

On top of the physical grounds, a distinct trend ba observed in the residuals for
piperidine as a function of the>8 inlet flow rate obtained with model 5. A cleas®matic
downward behaviour with the-8 flow rate of the residualgure4-6 can be observed when
considering the proton addition step as rate detengnin piperidine denitrogenation. Model
5, hence, seems to fail to account for the chamgpmperidine outlet flow rate that arise from
varying BS partial pressure. The absence of such systedtiations when using model 6,
seeFigure4-7, supports the selection of the substitutiog/opening mechanism with the C-N
bond scission as the rate-determining step as eguatke representation of the actual reaction.
Performance curves as shown in Figure 4-1 to FigtBeallow a more severe assessment of
the model simulation capabilities. No indications &ny lack of fit can be observed.

Although model 6 has a slightly lower F value timaodel 5 on physical groundsg., because
the sound physical significance of the model patarseand the performance, model 6 is the

preferred one.
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Figure 4-6. Residual figure for the piperidine outét flow rate at varying inlet Hz2S flow
rate. Model calculated values obtained by solvingeactor model provided in
chapter 2 (Eg. 2-20) and rate equations corresponadg to model 5i.e,
heterolytic mechanism, proton addition first, 3rd hydrogenation step and 2nd
denitrogenation (protonation) step as rate determimg (as shown in Table
4-3), along with the set of parameter values of kitic and catalyst descriptors
reported in Tables 4-6 and 4-10.
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Figure 4-7. Residual figure for the piperidine outét flow rate at varying inlet HzS flow
rate. Model calculated values obtained by solvingeactor model equations
provided in chapter 2 (Eq. 2-20) and rate equationsorresponding to model 6
i.e., heterolytic mechanism, proton addition first, 3¢ hydrogenation step and
2"d denitrogenation (ring opening) step as rate detemnining (as shown in Table
4-3), along with the set of parameter values of ketic and catalyst descriptors
reported in Tables 4-6 and 4-10.
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4.5.4Chemisorption coefficient assessment in the selatiedel

4.5.4.1 Hydrogen and hydrogen sulphide chemisorption coefficients

Naphthalene hydrogenation (HDA) over a NiMo catalg6] and dibenzothiophene
hydrodesulphurisation (HDS) over a CoMo catalyst] [$ave been investigated and were
modelled according to similar model assumption® d@trresponding hydrogen and hydrogen
sulphide chemisorption coefficients are comparett Wie presently obtained ones in Table
4-11. Both the chemisorption entropy and enthatpyH: are lower in comparison with the
HDA study. Even though the investigated operatargge is similar in both cases, the catalysts
are slightly different. The catalyst used in thisdy is co-promoted with phosphorus, whereas
the one used in HDA of Romesbal. [36] study is not co-promoted. The difference vitie
H> chemisorption coefficient obtained in the HDS stiglrather high and is attributed to the
different promoterj.e,, Co rather than Ni. Nickel as a promoter is knownhave better
hydrogenation characteristics [67] compared toT@e HS chemisorption enthalpy is similar
to the one obtained in the HDA study. The chemisomngentropy of HS is higher in the present
work compared to the HDA study but considered tplngsically more meaningful.
Table 4-11. Reported values of hydrogen and hydroge sulphide chemisorption

equilibrium coefficients, Van‘t Hoff parameters

Pyridine HDN Naphtalene HA Dibenzothiophene HDS

(NiMo) (NiMo) (CoMo)
Kiz  AH° (kJ mol?) -104 -80 -143
AS® (3 mot K1) -187 -156 142
Khzs AH® (kJ mot?) -129 -128 -106
AS° (I moft K1) -190 -253 -150

aWork on Naphthalene hydrogenation [36]
®Work on DBT hydrodesulphurisation [37]

4.5.4.2 Pyridine, piperidine and ammonia chemisorption coefficients

The chemisorption of nitrogen components has beesstigated quite extensively due
to their inhibiting effect on hydrodesulphurisatiand hydrodearomatisation [18, 59, 68]. La
Vopa and Satterfield [18] have established a @hatiip between the proton affinity of
nitrogen containing components and their chemismmptcoefficients. The pyridine
chemisorption enthalpy could not be significantyimated for any of the models and, hence,
the corresponding coefficient was treated as teatpey independent and estimated as a single

parameter at average temperatuee, 599 K. This was also reported in the work by Palfel
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Froment [28] and typically stems from relatively weak chemismptin comparison to other
components. A higher proton affinity indicates sgier interaction with the catalyst surface.
Our results are in agreement with those resultsaol/opa and Satterfield [18], where the
chemisorption coefficients of the nitrogen compdseedecrease in the following order:
piperidine > pyridine > ammonia. The strong piprdchemisorption on the * sites is evident
from the in more negative chemisorption entropypiperidine, amounting to -158 J ridk?,

in comparison to naphthalene, -129 Jtiéi!, and tetralin, -97 J mdIK, which were
reported by Romeret al. [36]. Accordingly, a comparatively less negatslgemisorption
entropy for ammonid.e., -98 J mof K1, indicates a higher mobility due to the weaker

interaction with * sites which is explained by libssver proton affinity.
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Figure 4-8. Chemisorption coefficient for the diffeent nitrogen molecules at the average
temperature (i.e., 599K); plot constructed in a similar way as by Lavopa and
Satterfield [18], line: best fitting linear curve

4.5.4.3 Surface coverages

The selected model was further used to simulatestiniace coverages of the relevant
components at the operating conditions used. Figtgeshows that the model predicts 50%
of the * sites to be occupied by&molecules under typical operating conditionssHmsures
the availability of surface sulphydril species fibre denitrogenation to proceedla the
substitution pathway. It also indicates the tengesfcthe catalyst to remain in its sulphided
state. The surface coverages by the other speaigsrom a minimum of 5% to a maximum

20%. The free site concentration is very low intraithe surface to be completely occupied
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by the species involved in the reaction. This ignhyaa result of the strongly adsorbing nitrogen
containing species and>8&. At higher total pressures only the piperidingfaze coverage
increases significantly while the hydrogen and bgen sulphide surface coverages remain
rather constant.

Pyriding emm= ¢PP e ea NH3 o= :H2 === Empty H2S
0.3 0.8
- 0.6
o 0.2 > <~
[-T¢] oo
o - ©
() ()
3 - 04 3
o (8]
Q Q
o (5]
O 8
501 - 5
w wv
‘~_~~ - 0.2
~----- e -
— — **----
0 1 1 1 I O
1.5 2 2.5 3 3.5 4

Pressure (MPa)

Figure 4-9. Surface coverage of components over thg corresponding with Figure 4-3
(right), model calculated values obtained by solvigp reactor model equations
provided in chapter 2 (Eq. 2-20) and rate equationsorresponding to model 6
i.e., heterolytic mechanism, proton addition first, 3rdhydrogenation step and
2nd denitrogenation (ring opening) step as rate detmining (as shown in
Table 4-3), along with the set of parameter valuesf kinetic and catalyst

descriptors reported in Tables 4-6 and 4-10.

4.6 Conclusions

Pyridine hydrodenitrogenation occurs as a two-séggtioni.e., hydrogenation of the
aromatic ring to form piperidine and subsequenitdggenation to release ammonia and yield
Cs hydrocarbons. Hand BS were found to chemisorb heterolytically on thelyat surface,
providing proton, hydride and sulphydril speciestfe occurring reactions. The aromatic ring
undergoes stepwise hydrogenation with proton amdiirst as a consequence of its basicity.
Nitrogen is predominantly eliminated via a3denhanced substitution mechanism which, was
the sole denitrogenation mechanism incorporatedhen model. For the first time, this
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denitrogenation mechanism was modelled in terneteshentary steps. An a priori assessment
of the chemisorption entropies based on statistltmimodynamics, allowed the significant
estimation of all model parameters, except for plgadine chemisorption enthalpy, in all
models retained after preliminary selection. Thghbr activation energy for naphthenic C-N
bond scission than for hydrogenatidre., 185 versus 41 kJ mél quantifies the more
pronounced temperature dependence of the formepa@m to the latter. The addition of the
third hydrogen atom being rate determining in tixdrbgenation sequence is in line with what
is generally observed in aromatic hydrogenation dads not seem to be influenced by
pyridine’s basic character. Piperidine denitrogemais enhanced by the presence eSHia

a sulphydril assisted C-N bond scission, the ripgring C-N bond scission being more energy
demanding than the acyclic one. The proton affimfythe various nitrogen containing
components is linearly related with the correspogaihemisorption coefficients. The surface
coverage is dominated by the sulphydril specietaipg the impact on the C-N bond scission

while piperidine is the most strongly chemisorbibagic compound.
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This page intentionally left blank

104



5 Pyridine
hydrodenitrogenation
over industrial NiMo/y-
Al,O3 catalyst:
Application of gas phase
kinetic models to liquid

phase reactions

A systematic methodology for simulating gas-liqswlid kinetics starting from a gas-
solid kinetics model (presented in chapter 4) gyliad to pyridine hydrodenitrogenation over
an industrial NiMoy-Al O3 catalyst at liquid phase, is developed. Data e acquired in
two independent, dedicated experimental programmes:an extended set of gas phase
experiments that were previously carried out ineatBtype reactor setup at 573-633 K, 1.5 —
4.0 MPa and space times between 0.36 to 1.8 kgnmol's and a more limited set of liquid
phase experiments that were performed as parteopitesent work in a Robinson-Mahoney
reactor setup at 543 — 613 K, 6.0 — 8.0 MPa andesfiaes between 0.45 to 3.0:kg mmol
5. At liquid phase conditions the pyridine convemsianged from 37 to 80%, while at gas
phase conditions the pyridine conversion rangeh ft@ to 72%. The reaction temperature and
H>S inlet partial pressure were found to be mostisogmtly affecting the selectivity to
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intermediates and products in both experimentayq@mmesn-pentylpiperidine formation, a
bimolecular reaction product exclusively observilihaid phase conditions, could be ascribed
to the differences in phases present during thetikirmeasurements as well as to the
differences in molar Hand HS to pyridine inlet ratios used and the resultingface
concentrations. A kinetic model constructed usimg gas phase data was extended to liquid
phase conditions by accounting for (i) liquid phasa-ideality (ii) solvent adsorption effects
and (iii) the additionally observed response, n-pentylpiperidine. The latter was found to be
produced via condensation between piperidine antyjagnine.

5.1 Introduction

Hydrotreating, which is mainly aiming at the remlafheteroatoms and aromatics from
complex hydrocarbon mixtures, is one of the mogtartant processes in petroleum refining
[1-3]. The importance of hydrodenitrogenation ia ttontext of crude-oil based feedstocks has
been presented in chapter 1.

Industrial hydrotreating catalysts are high surfaoea materials comprising an active
component, a promoter and, potentially, co-pronsotdrich are impregnated on supports such
asy-Al20s, SIiO, or zeolites. A detailed discussion on the indabtrydrotreating catalysts has
been presented in chapter 1. The location, morgiyokelectronic nature and the acidity of the
active sites of these sulphided Ni/Co-Mo catalistge been a matter of debate [4-7]. Previous
modelling efforts have typically considered twoegpf sites to explain the various reactions
involved in hydrodenitrogenation. Although diffeces exist in the exact interpretation of the
nature and function of the active sites consideaechmmon trend is to propose one type of
site, such as coordinatively unsaturated sites\{th a metallic character, for hydrocarbon and
light gas adsorption and another type of site, sascthe sulphur anion sites?jSexclusively
for adsorption of light gases that help catalysd Gend breaking by providing the required
acidity through protons or sulphydril species, alse chapter 4 [8, 9].

Different types of nitrogen compounds can be foumdrude oil [10, 11]. As a result,
various nitrogen compounds have been used to difthrent aspects. In depth reaction
network elucidation and kinetic modelling have beserformed typically with model
compounds with more complex structures [12-16].eDttudies have focused on the interplay
between hydrodesulphurisation and hydrodenitrogematreactions during the deep
desulphurisation of crude oil [17] and rather made of more simple, substituted pyridines
and benzothiophenes. The latter, together withogén compounds with six-membered

aromatic rings, have been most widely investigdiéd25]. In the present work, which is
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aimed at investigating ‘gas versus liquid phasestiis’, see below, pyridine is used as the
model compound. In addition to the wide availapitf literature data, it forms relatively few
intermediates, which allows focusing on the ‘gaBdoid phase kinetics’ aspect.

In the present work, pyridine hydrodenitrogenatisnemployed to demonstrate the
applicability of the methodology for applying gakase models to three-phase conditions
beyond acid catalysis in hydrocracking [26]. Instltiase a pyridine hydrodenitrogenation
kinetics model based on elementary steps resuftimgp an extensive gas phase kinetic
experimentation [8] has been used for the assessvhéquid phase kinetics data. A limited
number of liquid phase experiments have been puddrto determine liquid phase
thermodynamic non-ideality and other gas versusdigphase related effects on the pyridine
hydrodenitrogenation behaviour. The ability to adsgly describe liquid phase chemical
kinetics making use of a rate expression deriveghfgas phase kinetics, provides a sound and
efficient route towards the assessment of the kigeif a variety of industrial reactions at
operating conditions focused on intrinsic kinetiegermination without having to mimic the

industrial operating conditions.

5.2 Procedures

The gas-solid and the gas-liquid-solid phase erpartal investigations, denoted shortly
as gas-phase and liquid-phase experimentation, beese performed independently in a Berty
and a Robinson Mahoney reactor. Details of thetoeaset up including the data treatment
procedures can be found in chapter 2, while thaildedf gas phase experiments can be found
in chapter 4 and previous work by Pille and Fronj8htHowever, Table 5-2 provides a quick

look-up into the differences in the operating cdiods in the gas and liquid phase experiments.

5.2.1Catalyst and Chemicals

A commercially available NiMa@tAl>Os catalyst (Procatalyse EC/22/216/91) was
employed. Properties of the catalyst compositiash igg\physical characteristics are provided
in chapter 2. The chemicals, both gases and liquisisd for the liquid phase experimental
programme were used as available commercially withather purification. The supplier and
codes of the various chemicals used in the expatmhprogram are listed in

Table 5-1.
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Table 5-1 Codes and suppliers of the chemical used in the marimental program for

liquid phase hydrodenitrogenation studies of pyridne on a NiMo#-Al203

catalyst
Chemical Phase Supplier Code
Pyridine Liquid VWR Prolabo 203-809-9
Dimethyl disulphide Liquid Acros Organic 624-92-0
Nonane Liquid Acros Organic 111-84-2
Halpasol™ Liquid Haltermann 190-240
H> Gas Airliquide N40

™ : Product of Haltermann, isvgparaffinic mixture and consequently the mildesterms of solvent effect and odour.

5.2.2Set-up and operating conditions

The gas and liquid phase operating conditions @perted in Table 5-2. The major
differences are situated in the total pressuretla@dnolar inlet HHand HS to pyridine ratio as
they arise from the phase requirements. Additignalheavier solvente., Halpasol™, which
is a mixture comprising-alkanes in the range ofCo to n-Cyi4, is used in the liquid phase
experimentation compared to a light solvent suchn&Ss at gas phase conditions.
Thermodynamic vapour liquid equilibrium calculatsornere performed to ensure the expected
phase equilibrium of the reactants.

Table 5-2. Summary of gas and liquid phase pyridinydrodenitrogenation experimental

programme over a sulphided NiMo#-Al203 catalyst

Program Gasphase[8] Liquid phase
Reactor type Berty type Robinson Mahoney
Temperature range (K) 573 - 633 543 - 613
Total pressure (MPa) 1.5-4.0 6.0-8.0
Inlet Hy/pyridine ratio (mol mot) 80 — 600 10-15
H.S/Pyridine(mol/mok) 0.1-18 0.04 —0.20
Space time (kgts mmott) 0.36 - 1.8 0.45-3.0
Inlet solvent/pyridine (mol mdj) 40 20-40
Solvent n-Ce Halpasol™

5.2.3Kinetic regime verification

In order to measure intrinsic kinetics, the expental data had to be free from mass and
heat transfer effects. Several criteria for theessent of these effects have been proposed
[27], and have been successfully been employed i&$s transfer at the gas liquid interphase
and the liquid solid interphase were assessedlbylating the dimensionless Carberry number

at the extremes of the operating conditioms, highest and lowest operating temperatures and
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pressures, and were found to be insignificant @dhberry numbers well below the limit value
of 0.05. The Weisz - Prater [29] criterion addrese intraparticle diffusion for the various
reactants and products. The most critical valuaiobt was for hydrogen and amounted to
0.039, which is still below the limit value of 0.08

The absence of heat transfer was verified by ugiagcriteria reported by Mears [30].
The temperature gradients were compared with themen allowed limits between the liquid
solid interphas@AT_.sand particleATint. The most critical values &fT.sandATint were found
to be 0.058 and 0.015 respectively, at the highpstating temperature which is much lower

than Mears’ criterion of 1.9, confirming the absei heat transfer limitations.

5.2.4Thermodynamic non-ideality at liquid phase condisio

Thermodynamic non-ideality is an issue that ofteads to be addressed at liquid phase
conditions due to the interactions involved betweerecules of a different type or nature. In
the present case, thermodynamic non-ideality cagexpected due to the interaction between
the aromatic heterocompounds, the aliphatic hyabmees and the light gasa., hydrogen
and hydrogen sulphide.

The basis for the calculation of deviations frostandard state can be established with
the help of the chemical potentjal which is independent of the assumed standard atat
can be expressed as follows:

W = pftandard 4 RT In g, 5-1

The chemical potential is expressed with respeatdelected standard state and requires
the calculation of a generalised activigy,which depends on this selected standard staie. Th
generalized activity is denoted as an ‘activitytlire case the pure liquid is considered as the
standard state or a ‘fugacity’ when the ideal ga®ferred to as the standard state. Given the
gas to liquid phase aspect of the present kinatiody, the corresponding vapour liquid
equilibrium calculations for hydrocarbon mixturee @erformed using the ideal gas state at
0.1 MPa as the standard state for both the liguatthe vapour phase [31]. As a consequence,
the generalised activily in equation 5-1 represents a fugatityhich can be calculated using
the Peng-Robinson equation of state. The equdiitgeochemical potentials of all individual
components in a mixture withn components as shown in equation 5-2 as a requirieioe
the phase equilibrium is then reduced to the etyualifugacities as shown in equation 5-3.

W = p i=1,..,n 5-2
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P = ft i=1..,n 5-3
The fugacity of a component is related to its papressure with the help of the fugacity
coefficient ‘@’ [32], which is presented in equation 5-4. Thetjaipressure in this equation
can be related to its mole fraction using equabién
fa= ®apa 5>-4
Pa = YaDt 5-5
The concentration of a species A in the liquid jghal, can be related to its mole fraction
considering the molar volume of the liquid. Thedaiy can be obtained from equation 5-6.
fi=@ap: Vi ci 5-6
The interactions between chemisorbed species antigiiid molecules are considered
to be insignificant compared to the interactiontltd chemisorbed species with the catalyst
[31]. The description of the effects of the ligytiase thermodynamic non ideality on the
reaction kinetics is then entirely situated in tieemisorption steps.e., the transfer of the
reactants from the fluid phase to the catalysteserf
Consider the chemisorption of a component A onrfasa with the site **’ as shown in
equation 5-7.
A+ x> Cy 5-7

For which the equilibrium relationship can be verittas,

Gy 5-8
fi C.
Upon using concentrations for modelling the ligpigase kinetics, the chemisorption

K4

coefficient can then be replaced considering eqoatb-8 and 5-9
KfizKA(p}LIPt Vin 5-9
Non-idealities due to interaction between the waigases and the hydrocarbons are
implemented as suggested by Moysaal.[33]. Estimation of the molar volume of the liquid

mixture is performed using the Hankinson-Brobst+fison method [32].

5.2.5Reactor Model

The Robinson-Mahoney reactor used for the liquidsghpyridine hydrodenitrogenation
is as continuous stirred tank reactor, hence thetoe model equation is similar to the one

presented in chapter 2.
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5.2.6Parameter estimation

The methodology for parameter estimation is basetthe minimisation of the weighted
sum of squared residuals between the experimenthh®del calculated outlet molar flow
rates. Detailed information on the parameter estomgrocedure and the tests performed for

assessing the model is provided in chapter 2.
5.3 Qualitative assessment of liquid phase pyridine

hydrodenitrogenation
5.3.1Pyridine hydrodenitrogenation reaction network

Experimental pyridine hydrodenitrogenation investigns at varying operating
conditions,i.e., temperatures, total pressures, and inlet molaartdl BS to pyridine ratios
have been performed [8, 21, 23, 34, 35]. The cparding reaction network has been
extensively investigated and was found to comisversible initial saturation of the hetero-
aromatic ring followed by irreversible ring openiagd nitrogen removal [18-20, 36]. While
piperidine has been indicated as an intermediatdl ithe studies, only a few investigations
have reported the observation of pentylamine [@] mpentylpiperidine [18, 25, 36-38]. The
end products of pyridine hydrodenitrogenation wesdnydrocarbons, with higher selectivity
towards pentane and lower selectivity towards pente

The complete reaction network is summarised in feigu1. Pyridine, upon complete
hydrogenation (1), is converted into piperidinejehhcan subsequently undergo ring opening
to form pentylamine by a direct route (2) or thrbwgsubstitution reaction pathway (3) where
a thiol amine is formed as an intermediate. Sinyilgoentylamine undergoes a Hofmann
elimination type (4) or a substitution type (5)ctan [12, 35, 39] to form £hydrocarbons.
Reversibility of the initial hydrogenation has beielicated by the corresponding double
headed reaction arrows, while all other reactiores @nsidered to be irreversible in the
investigated range of operating conditions indiddig the single headed reaction arrows in
Figure 5-1. Additionally, in the present woike., at liquid-phase conditions, a significant
amount of n-pentylpiperidine was formed. This has been coneiflexs the result of a
disproportionation reaction between two piperidinelecules (6) or a condensation between
piperidine and pentylamine (7) [18, 21, 36, 37] anturther addressed in more detail in this
work. Both the disproportionation and the condensateactions are assumed to occur

irreversibly.
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additional reactions at

o . - gas phase reaction network
liquid phase conditions

Figure 5-1. Detailed reaction network comprising dl intermediates in pyridine
hydrodenitrogenation. Explanation of enumerated reations can be found in

section 5.3.1.

5.3.2Effect of the operating conditions on the liquidapla pyridine

hydrodenitrogenation kinetics

The most pertinent operating conditions have syatieally been varied to investigate
their effect on the reaction kinetics. As coulddx@ected, the pyridine conversion increased
with increasing temperature, total pressure, aratesgime. However, differences in the
product distribution were noticed in each of theesa Increasing space times enhances the
consecutive reactions of the intermediate pipeeicand, hence, result in higher selectivity
towards the end-product pentane. The rather higleteaty towards piperidine at liquid phase
conditions observed in the present work compardtd@revious gas phase experimentation
can be explained by the different molar inleSHo pyridine ratios used. The lower inlet molar
H>S to pyridine ratios at liquid phase conditionsites less pronounced substitution reactions
and, hence, lower C-N bond scission compared toogghation rates at these operating
conditions. Along with the promotional effect of&on the C-N bond cleavage reaction, this
observation suggests that also the removal of arranfiam the primary amine occurs through
substitution reactions of the SNype, rather than elimination reactions as suggesty

Cattenotet al.[40]. This is further in agreement with a recemtrkvby Kopyscinsket al.[34]
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who did report the presence of pentylamine in tb&perimental program in the absence of
H>S. This results in a higher concentration of sthpegemisorbing nitrogen components such
as piperidine on the catalyst surface, which alswides a potential explanation for the

significant occurrence of the aforementiomegentylpiperidine formation.

5.3.3Temperature

Higher temperatures were found to enhance theipgritbnversion, despite the typically
lower reactant surface concentrations due to thathexmic nature of adsorption. This
temperature effect on chemisorption is overcompedday the increase in the surface reaction
rate with the temperature. These are similar olagiemns to those made during gas phase
pyridine hydrodenitrogenation experiments [8].

The product selectivity at different temperatut@st, similar conversion, are compared
to assess the temperature effect on the varioustioratypes involved in pyridine
hydrodenitrogenation, see Table 5-3. A higher $eiég towards G products is observed at
583 K compared to 573 K, The piperidine selectiv#tycorrespondingly lower, while that
towardsn-pentylpiperidine remained similar. These trendscitare further confirmed by the
data presented in Figure 5-2 at constant space imalieate that the lowest apparent activation
energy is obtained for pyridine hydrogenation tadggsiperidine, while the C-N bond cleavage
reaction is most strongly temperature dependenttartte, has the highest apparent activation
energy. n-pentylpiperidine formation has an intermediate appia activation energy,
explaining why its selectivity is rather indepentehthe temperature, see also Section 5.4.
Table 5-3. Product selectivity as a function of theemperature at a conversion amounting

to 0.65 and a total pressure of 6.0 MPa and an irtlenolar ratio H 2S/Pyridine

of 0.04.
T W/Fp® X Selectivity
Cs PP n-PPP
(K) (kgeats mok™t) () () () ()
573 1129 0.64 0.34 0.44 0.22
583 790 0.65 0.45 0.35 0.20
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Figure 5-2. Temperature effect on pyridine convergin and product selectivity in liquid
phase pyridine hydrodenitrogenation over a sulphidd NiMo/y-Al 203 catalyst.
Operating conditions: Total Pressure = 6.0 MPa, sp time = 790 kg s mal,
molar inlet H2/pyridine = 10 (mol mol?), molar inlet H2S/pyridine = 0.04 (mol
mol1), molar inlet solvent/pyridine = 40; Symbols: expementally obtained
values,+ : pyridine, m : piperidine, *: n-pentylpiperidine, A : Cs hydrocarbons;
Lines: Calculated using model simulated outlet flowates from reactor model
eqguation presented in chapter (Eg. 2-20) along withate equations 5-10, 5-11
and 5-18 to 5-20 and net rates of formation 5-21 t-24 and parameters from
chapter 4 (Table 4-10) , Tables 5-4 and 5-&=: Pyridine, == == : Piperidine,

-- . n-Pentylpiperidine, ¢ : Cs hydrocarbons.

5.3.4Molar inlet H:S to pyridine ratio

Increasing the molar inlet43 to pyridine ratio slightly increases the ovemjtidine
conversion, see Figure 5-3, however, a significactease in the £product selectivity was
observed at a higher molar inles$ito pyridine ratio. The positive effect op$lon the C-N
bond scission rate by its involvement in the sdibtin reaction is much more pronounced
than the, potentially expected, decrease in hydratyen rate by competitive chemisorption
between HS and H on the catalyst surface. As a result, lower searfeancentrations of the
most strongly binding piperidine are established higher molar inlet k&/pyridine ratio and
the overall pyridine conversion is moderately erean Conversely, at lower molar inlet
H.S/pyridine ratios a higher selectivity towards oggen components, such as piperidine, can
be observed, which consequently also results i prominent occurrence of bimolecular

reactions leading to-pentylpiperidine and a reduced €klectivity
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Figure 5-3. Effect of molar inlet H.S/pyridine ratio on pyridine conversion and product
yields as a function of the temperature in liquid fase pyridine
hydrodenitrogenation over a sulphided NiMo#-Al203 catalyst. Operating
conditions: Total pressure = 6.0 MPa, space time 439 kgat S mobkt, molar
inlet H2/pyridine = 10 (mol mott), molar inlet H2S/pyridine = 0.04 (mol mot)
(left) — 0.2 (mol motY) (right); solvent/pyridine = 40 (mol mot?); Symbols:
experimentally obtained values, ¢: pyridine, m: piperidine, < n-
pentylpiperidine, A: Cs hydrocarbons; Lines: Calculated using model
simulated outlet flow rates from reactor model equ#ion presented in chapter
(Eq. 2-20) along with rate equations 5-10, 5-11 art18 to 5-20 and net rates
of formation 5-21 to 5-24 and parameters from char 4 (Table 4-10) , Tables
5-4 and 5-6; Lines: model simulated values=: Pyridine, == == : Piperidine,

-- . n-Pentylpiperidine, ¢ : Cs hydrocarbons.

5.3.5Molar inlet H; to pyridine ratio

The molar H inlet flow rate was systematically increased dmelliquid feed flow rate
was kept constant, see Figure 5-4. Hence, the midletr H> to pyridine ratio was varied
simultaneously with the total pressure. It onlyufesd in a moderate effect on the overall
reaction compared to the other operating condifiomsich can be understood from a
compensation between the hydrogenation and C-N bteayage reaction. A higher molar
inlet H to pyridine ratio results in an increase of theHirtial pressure and, hence, an enhanced
H2 solubility in the liquid phase. At the same tintlee higher H partial pressure results in a
decrease of theJ3 partial pressure and, hence, in significantijhardiydrogen concentrations

on the catalyst surface at the expense £8.H\s a result, piperidine surface concentrations
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increase because of a decrease in the rate of ulbstiteitions reactions. The resulting

accumulation of strongly adsorbing piperidine males on the catalyst surface results in a
less pronounced increase in pyridine hydrogenataitenthan would be expected for a simple
aromatic hydrogenation reaction [28].
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Figure 5-4. Effect of the molar inlet H/pyridine ratio on pyridine conversion and product
yields observed in liquid phase hydrodenitrogenatio of pyridine over a
sulphided NiMo/y-Al20s3 catalyst. Operating conditions: Temperature = 573
K, space time = 564 kg s md| molar inlet H2S/pyridine = 0.04 (mol mot);
molar inlet solvent/pyridine = 40 (mol mot'); Symbols: experimentally
obtained values, ¢: pyridine, m: piperidine, : n-pentylpiperidine, A: Cs
hydrocarbons; Lines: Calculated using model simulatd outlet flow rates from
reactor model equation presented in chapter (Eg. 20) along with rate
equations 5-10, 5-11 and 5-18 to 5-20 and net ratesformation 5-21 to 5-24
and parameters from chapter 4 (Table 4-10) , Tables-4 and 5-6; Lines: model
simulated values,=—— : Pyridine, == ==: Piperidine, --: n-Pentylpiperidine,
eee: Cs hydrocarbons.

In summary, liquid phase pyridine hydrodenitrogeratvas found to comprise three
main reaction types: pyridine hydrogenation, pigiee and pentylamine C-N bond cleavage
and bimolecular reactions leadingrigentylpiperidine. Piperidine anc8 were identified as
the crucial intermediates in the reaction mechaniRiperidine chemisorbs more strongly than
pyridine and, hence, exerts inhibiting effects witeatcumulates on the catalyst surface. The
latter particularly occurs when thex$ availability at the active sites is limited amgénce,

when C-N bond cleavage via the substitution medmanis slowed down. Compared to
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previous gas phase experimentation, liquid phaséitons were such that more significant
amounts of piperidine were observed, also resulitng more pronounced occurrence of

bimolecular reactions leading tepentylpiperidine.

5.4 Gas to liquid phase kinetics modelling
5.4.1Gas phase kinetic model

The kinetic modelling of the presented liquid phksetic data started from the model
developed based on the gas phase data [41]. Thdingyrhydrodenitrogenation kinetic
modelling, particularly the accompanying model agstions, have also taken inspiration from
previous efforts to model toluene and naphthalegpdrdgenation [28, 42] as well as
dibenzothiophene hydrodesulphurisation over aN@@d/Al 203 catalyst in the presence of
H>S [43]. The corresponding gas phase pyridine hyahititbgenation modele., model 6 is
presented in chapter 4, and is used without furthedifications in the present work.

The best performing gas phase kinetics model v@asdon a heterolytic mechanism
with proton addition first and wheré®hydrogenation step andenitrogenation step are
considered rate determining, see chapter 4, amskid as basis for the liquid phase modelling.
The liquid phase operation and, hence, the dewiatiom ideal gas conditions requires
replacing the partial pressures in rate equatsees chapter 4, by the corresponding fugacities,
see equations 5-10 and 5-11.

1 fC5H10NH> 5-10

Tppp = Kp +Kp_pn2 Ku2 Kp C*Z\/ Su (szfC5H5N T s 2z
KEqui sz

Tpppa = kpp Kpp—ppr Kpp U feinyonn Ce 2 5-11
Accordingly, the auxiliary variablé has been extended by including terms for the
solvent as well as-pentylpiperidine chemisorption on the coordinatyuahsaturated sites. See

Appendix B for involved site balances.

5.4.2Extension of gas-phase kinetic model towards ligundse data

According to the proposed methodology for the esitemof gas phase kinetics models
to liquid phase reactions, the knowledge obtainddrims of the parameter values from the gas
phase modelling is used in the simulation of theeseeactions at liquid phase conditions. The
model parameters that are relevant to gas phasdomes namely the rate coefficients for
pyridine hydrogenation and piperidine hydrodeni&ogtion as well as the chemisorption

coefficients of the various compounds involved, skapter 4, are used without further

117



adjustment during the determination of the pararsetpecifically pertaining to the liquid
phase operation. As a result, only four additiarwfficients need to be introduced into the
liquid phase kinetics modalg., 2 rate coefficients related to disproportionatiomdensation
and dealkylation reactions and 2 chemisorption famehts related to the solvent amd
pentylpiperidine, in addition to the parameter eslobtained from the gas phase modelling.

The reaction network discussed earlier, see Fiftkeindicated already the formation
of an additional component;pentylpiperidine, at liquid compared to gas phaseldions.n-
pentylpiperidine formation was first reported byn8emanst al.[25] , who established that
the consecutive step in pyridine hydrodenitrogematafter its initial hydrogenation to
piperidine was not ring opening to pentylamine bather disproportionation tan-
pentylpiperidine and ammonia. Later, Hanlon [3@&]jpmsed tham-pentylpiperidine formation
may be the result of a condensation reaction betvpemtylamine and piperidine. Similar
conclusions with respect tepentylpiperidine formation have also been drawotbyer authors
[21, 37]. Accordingly, in this simulation work, meld equations corresponding to two
alternative reaction mechanisms for describimgentylpiperidine formation have been
derived, one mechanism accounting for piperidirspmtiportionation and a second one for a
condensation reaction between pentylamine andigdiper

Statistical thermodynamics and transition stateotyhewvere used to calculate the
chemisorption entropies and pre-exponential faadbrshemisorption and rate coefficierats
priori in order to reduce the number of parameters wleouanting for their temperature
dependence [44]. Depending on the mobility of tindage species, values for the adsorption
entropy ranging between -95.7 J &l and -190 J mdi K* for a mobile and an immobile
surface species have been considered. Differenbic@tions of pre-exponential factor values
corresponding with different assumptions abouttioility of the species involved have been
assessed while determining the corresponding aictivanergies and chemisorption enthalpies
by regression. The final pre-exponential factouealfor the rate coefficients in both models
are shown in Table 5-4. The best agreement betexgaerimental data and model simulations
was obtained when 1 translational degree of freed@® retained upon adsorption of the
solvent andh-pentylpiperidine, which is in line with earlier latic modelling work [28]. This
corresponded to adsorption entropies amounting8a/mol K for the solvent and -130 J/mol

K for n-pentylpiperidine.
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Table 5-4. Calculated pre-exponential factor valuegor the rate coefficients based on
statistical thermodynamics and used during non-isdtermal regression of

liquid phase pyridine hydrodenitrogenation

piperidine Pre-exponential factor Pre-exponential  Units
disproportionation factor value
model
2
Tpp—pentylPP kpp-pentyirp Kpp 1 x10 st bar?
TpentylPP—PP+C5 kPentylPP Kpentyipp—pentyippr Kpent, 5 x1@ st bar!
piperidine
pentylamine

condensation model

Tpa-cs kpa Kpa—pan Kpa 1 x1CG st bar?
YPA+PP—PentylPP kpa+pp Kpp Kpa 1x10 st bar?
YpentylPP—PP+C5 kpentyipp Kpentyipp—pentyippa Kpenty 1x10 st bar!

5.4.3 Piperidine disproportionation

In the first mechanism, further denoted as “pipeed disproportionation”,n-
pentylpiperidine formation via piperidine disproponation and the release of ammonia is
considered, see Figure 5-5. Via dealkylationpentylpiperidine decomposes into & C
hydrocarbon fragment and piperidine. The correspmndmodel equations 5-12 for
disproportionation and 5-13 for dealkylation alowgh the equations 5-10 and 5-11 for
pyridine hydrogenation and piperidine ring opennegctions complete the set of kinetic

equations for pyridine hydrodenitrogenation accowntor piperidine disproportionation.

N 4sH
N \ NHz  _NH,

H

~

Figure 5-5 . Piperidine disproportionation reactionscheme

119



Piperidine Disproportionation

L , [H 2y 5-12
TppP—pentylPP = KpP—PentylPP KPP g szHloNH C.

Dealkylation of n-pentylpiperidine

— 2
rPentylPP—>PP+C5 - kPentylPP KPentylPP—PentylPPH KPentylPP u fPentylPP C* 5-13

It leads to the following net production ratestfo# various products according to the piperidine

disproportionation model:

Rp = —Tp_pp 5-14

Rpp = Tpopp = Tpp-scs = 2Tppspentyipp + TPentylPP—PP+CS 5-15
Rpentyipp = Tpp—pentyipp — TPentylPP—PP+C5 5-16

Rcs = Tpposcs + Tpentyipp—pp+cs 5-17

Table 5-5. Estimates for the activation energies ahchemisorption heats along with their
corresponding 95% confidence interval obtained fromthe non-isothermal
liquid phase pyridine hydrodenitrogenation regressin using the
disproportionation mechanism. The simulated molar atlet flow rates were
calculated from reactor model equation presented ichapter (Eq. 2-20) along
with rate equations 5-10 to 5-13 and net rates obfmation 5-14 to 5-17 and
parameters from chapter 4 (Table 4-10) and Table-8.

Parameter Symbol Value
Ksolvent -AH 39.8+8.8
Kn-pentyipiperidine -AH 115.6 +11.0
Kpp->pentyiPP Ea 97.7 £ 17
KpentylPp->Pa+PP Ea 172.2 +10.0
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Figure 5-6. Product parity diagram for piperidine, pentane andn-pentylpiperidine for
the liquid phase kinetics model for pyridine hydrodenitrogenation on a
sulphided industrial NiMo/y-Al203 catalyst. The simulated molar outlet flow
rates were calculated from reactor model equation qgsented in chapter (Eq.
2-20) along with rate equations 5-10 to 5-13 and neates of formation 5-14 to
5-17 and parameters from chapter 2, Tables 5-4 ansi5.

The F value for the global significance of the s=gion of the disproportionation model
amounted to 287. All model parameters could beregéd statistically significantly, see Table
5-5. Little quantitative information is availablen ithe literature with respect to-
pentylpiperidine formation and its correspondingl&gation to G products as well as with
respect to piperidine. Hence, the work by Sonneratiak[25] on a CoO-Mo®@ Al O3 catalyst
is recurred to as reference point for assessingitbgent parameter estimates. The activation
energy for n-pentylpiperidine dealkylation is in good agreemevith that reported by
Sonnemanst al. [25], the latter being about 20 kJ mdbwer than the one obtained in the
present workj.e., 150 kJ mot versus 170 kJ md| whichcan be attributed to the different
catalyst used in both works. The piperidine disprapnation activation energy was estimated
at approximately 100 kJ mblin this work. The chemisorption heats were estimat
significantly. While the solvent chemisorption hésatimited to about 40 kJ mblindicating
that the solvent only occupies a small fractiothencatalyst surface, thatmfpentylpiperidine

amounts to 115kJ mél This latter chemisorption heat is similar to tétpiperidine and,
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hence, higher than expected because of the lowaorpraffinity of n-pentylpiperidine
compared to piperidine. Moreover, steric hindradoe to the pentyl substituent is also
expected to result in a comparatively lower heath@misorption fon-pentylpiperidine.

The agreement between experimental data and mioagdbsions is shown in Figure 5-6.
The simulated product outlet flow rates for piper@and pentane appear to satisfactorily
approach the experimentally observed values, excegbentane at high molar flow rates.
Moreover, the model significantly under-predictsnkpentylpiperidine outlet molar flow rates
at all experimental conditions, see the encircled pf Figure 5-6. Also the residual figure for

the molar pyridine outlet flow rates indicates asistent over prediction.

5.4.4Condensation between piperidine and pentylamine

The second mechanism, referred to as “piperidimtyfemine condensation” considers
n-pentylpiperidine formation from a pentyl amine aauhi to piperidine with the release of
ammonia as a condensation product, see Figure Sthilar to the “piperidine
disproportionation” mechanisnm-pentylpiperidine can decompose into piperidine anc
hydrocarbon fragment via dealkylation. Accordingipdel equations 5-18, 5-19, 5-20 along
with equations 5-10 and 5-11 complete the set afetic equations for pyridine
hydrodenitrogenation accounting for piperidine aedtyl amine condensation.

N 43H
_ NH, NH
N N 3
g OL
H

()
.

Figure 5-7. Piperidine pentylamine condensation rezion scheme

()

N
H

Pentylamine denitrogenation
Tpascs = kpa Kpa—pan Kpa 1 fesny nu, Ce 2 5-18
Piperidine and pentylamine condensation

U ) 5-19
Tpa+pP—pentylpP = Kpa+pp Kpp Kpa 5 festyonifesay N, Co
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n-pentylpiperidine dealkylation

— 2
rPentylPP—>PP+C5 - kPentylPP KPentylPP—PentylPPH KPentylPP u fPentylPP C* 5-20

It leads to the following net production rates foe various products according to the

piperidine pentylamine condensation model:

Rp = —Tp_pp 5-21

Rpp = Tp_.pp — Tpp—pa — TPa+PP—PentylPP T TPentylPP—PP+C5 5-22
Rpentyipp = Tpp+PA-PentylPP — TPentylPP~PP+C5 5-23

Rcs = Tpasscs + Tpentyipp—pp+cs 5-24

As pentylamine has not been observed experimenttdlyate of consumption is
potentially much higher than its rate of formatiom the previously discussed
disproportionation model, the pentylamine fugaocmgs, hence, not explicitly required.
However, to calculate the condensation rate betywéemridine and pentylamine, the fugacity
of the latter, needs to be determined. Using theugs steady state approximation for
pentylamine, its fugacity can be expressed as eifumof the known piperidine fugacity, see
equation 5-27.

Tpp—pA = TPa-cs + TPA+PP—PentylPP 5-25

Replacing the reaction rates in equation 5-25 adgfiliations 5-28 and 5-29 allows solving
for the pentylamine fugacity.

kpp W feshyonn Ce 2 5-26
= kPA MfCSHllNHZ C* + kPA+PP szHloNHfCSHllNHZ EC*
kpp™ 1 fegHyoNH 5-27
szHllNHz =

kPA* U + kpA+PP* fCSHloNH\/%

Thus an analytical expression for the right hardk germs in equation 5-25 can be

derived starting from the rates of the individugdcetions

kpa* 5-28
k : *
Tpa-scs = o PALPP kpp chHmNH pC,?
—A— i+ fCSHloNH\/;
kpaipp
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U 5-29
fesHyonn ) .
\/7 kpp fesn,onm M Ce 2

TpA+pPP-PentylPP = o ®
PA

kpa+pp

s U+ feon,onn '[(;

Table 5-6. Estimates for the activation energies a@chemisorption heats along with their
corresponding 95% confidence interval obtained fromthe non-isothermal
liquid phase pyridine hydrodenitrogenation regressbn using the condensation
mechanism The simulated molar outlet flow rates wer calculated from
reactor model equation chapter (Eq. 2-20) along wit rate equations 5-10 and
5-11 and 5-18 to 5-20 and net rates of formation 3% to 5-24 and parameters
from chapter 4 (Table 4-10) and Table 5-4.

Parameter Value
Ksolvent -AH 39.8+3.0
Kn-pentyipiperidine ~ -AH 81.8+3.6
Kratio Ea 100 + 46
KpentylPp->PP+C5 Ea 67.8 +16.2
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Figure 5-8. Product parity diagram piperidine, pentane andn-pentylpiperidine for the
liquid phase kinetics model for pyridine hydrodenitogenation on a sulphided
industrial NiMo/ y-Al203 catalyst, The simulated molar outlet flow rates wes
calculated from reactor model equation presented ichapter (Eq. 2-20) along
with rate equations 5-10 and 5-11 and 5-18 to 5-2hd net rates of formation
5-21 to 5-24 and parameters from chapter 2, Tablés4 and 5-6.

The F value for the global significance of the esmgion amounted to 355. It is determined
from kratio that the activation energies for pentylamine a@egenation and condensation with
piperidine differ by about 100 kJ mblSonnemanst al.[25] reported an activation energy in
the range of 160-170 kJ mbfor pentylamine denitrogenatiokef) and of 100 kJ mdi for
condensation between pentylamine and piperidineacelethe differences in activation
energies obtained in the present work are in ageaemith those reported by Sonnemans
al. [25] accounting for, among others, the differemttyst used. The higher activation energy
for pentylamine denitrogenation compared to itsdemsation with piperidine explains the
experimentally observed promotion of C-N bond soissreactions at higher operating
temperatures,e., a selectivity towards £hydrocarbons amounting to 0.45 at 583K compared
to 0.34 in similar pyridine conversion range at 33see Table 5-3. The activation energy
estimated for dealkylation reaction is much lowert the value obtained by Sonnemenal.
[25], but can be interpreted in terms of a compeosadetween this dealkylation activation

energy and the-pentylpiperidine chemisorption heat. Similar to ¢heproportionation model,
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the solvent chemisorption heat in the condensatiodel is limited, indicating a limited impact
of the solvent on the surface coverage. pentylpiperidine chemisorption heat amounts to
82 kJ/mol, which is in line with the lower protoffimity of n-pentylpiperidine compared to
piperidine as well as with some steric hindrandeat$ as discussed in the previous section
The F value for the global significance of the cemgation model clearly exceeds that of the
disproportionation model. Also the physical sigrafice of the model parameters can be better
rationalized, accounting for some compensation eetnmhe dealkylation activation energy
and then-pentylpiperidine chemisorption heat. Moreover, tbadensation model is able to
simulate the product molar outlet flow rates betsse Figure 5-8 compared to Figure 5-6
Additionally, the condensation model also outperferthe disproportionation model in
simulating the reactant molar outlet flow rates ,ameihce, the conversion, see Figure 5-9.
Hence, overall, the condensation mechanism betweatylamine and piperidine allows the

best description of the experimental data andlectsd as the most probable mechanism.
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Figure 5-9. Comparison of residuals between the eggmentally observed and simulated
pyridine molar outlet flow rates in liquid phase pyidine
hydrodenitrogenation on a sulphided NiMof-Al203 catalyst according to the
“piperidine disproportionation” model using reactor model equation
presented in chapter (Eq. 2-20) along with rate ecations 5-10 to 5-13 and net
rates of formation 5-14 to 5-17 and parameters fronchapter 4 (Table 4-10) ,
Tables 5-4 and 5-5 and the “piperidine-pentylaminecondensation” model
using reactor model equation presented in chapter5g. 2-20) along with rate
equations 5-10, 5-11 and 5-18 to 5-20 and net ratekformation 5-21 to 5-24
and parameters from chapter 4 (Table 4-10) , Table§-4 and 5-6. Symbol®

piperidine-pentylamine condensation model, e: piperidine
disproportionation model.

5.4.5Liquid phase kinetics model assessment

5.4.5.1 Gas phase kinetics simulation using the liquid ghidsetics model

In order to validate the applicability of the gaditjuid phase kinetics methodology, the
extended kinetic model, as it was developed forgadtely simulating the liquid phase
experiments, was used to simulate the gas phasgiegntal results. The kinetic model and,
hence, the methodology, can be claimed to be radntaccurate if, indeed, the extensions
required to adequately simulate the liquid phasetiss,i.e., then-pentylpiperidine formation,
would appear to contribute only insignificantlygats phase conditions. Figure 5-10 shows the
results of simulation at the gas phase conditiomd as can be observed visually, the

performance curves are in good agreement withxperanental data [8]. The sufficiently low
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yield, i.e., always below 2% towards timepentylpiperidine, even at higher pressures, can be
explained by the differences in surface coverad#aimed at the gas versus liquid phase

conditions. Particularly the surface coverage b$ it gas phase conditions largely exceeds
that at liquid phase conditions, whereas the sartaverage by piperidine is in the same range.
As a result, at gas phase conditions the substituéites are so high that bimolecular reactions

between piperidine and pentylamine become verkelyli

0.4
0.35
0.3 -
0.25 -
0.2 4
0.15 -
0.1
0.05 -

O _—-—'#—I------ ----- - e

15 2 25 3 35 4
Total Pressure (MPa)

Conversion / Yield (-)

Figure 5-10. Pyridine conversion and product yieldsin gas phase pyridine
hydrodenitrogenation over a commercial NiMog-Al203. Operating
conditions: Temperature = 573 K, space time = 140@cat S mot!, Hz/Pyridine
= 620 and HS/Pyridine = 15. Solvent/pyridine = 40; Symbols: gerimentally
obtained values,¢ : Pyridine, m : Piperidine, A: Cs hydrocarbons; Lines:
Calculated using model simulated outlet flow ratesfrom reactor model
equation provided in chapter (Eq. 2-20) along withrate equations 5-10, 5-11
and 5-18 to 5-20 and net rates of formation 5-21 t-24 and parameters from
chapter 4 (Table 4-10) , Tables 5-4 and 5-&m=: Pyridine, == == Piperidine,

- - : n-Pentylpiperidine, ¢** : Cs hydrocarbons.
5.4.5.2 Surface coverages
The pyridine conversion was already shown to sigamitly increase with the molar inlet

H>S to pyridine ratio due to enhanced C-N bond breaki piperidine, see Section 5.3.4. The

corresponding surface coverages are presentedyureFb-11. At practically all conditions,

except at the combination of high temperature agth molar inlet HS to pyridine ratio,
piperidine was the most abundant surface spectes62K 45% of the surface was covered by

piperidine at a molar inlet 4% to pyridine ratio of 0.04, while this was redditce 35% at a

molar inlet BS to pyridine ratio of 0.2. The enhancement ofgiperidine C-N bond scission
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by higher HS surface concentrationsg., 0.31 at the highest compared to 0.1 at the lowest

molar inlet BSto pyridine ratio logically explains the above d#sed evolution in piperidine

surface coverage.

Both at high and low molar inlet23 to pyridine ratios, the piperidine surface cogera

decreases more rapidly compared to thats,kvhile that of H steadily increases. Whereas

the contrasting trend betweenS31and H can be explained by the lower chemisorption heat

for H> compared to b5, the more pronounced decrease in piperidine idaverage is a

consequence of the high activation energy for CeNdbbreaking and, hence, the significant

enhancement of piperidine conversion at higher tzatpres.
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Figure 5-11 Simulated surface coverages as a function of tirdet molar H2S to pyridine

ratio for liquid phase pyridine hydrodenitrogenation using reactor model

equation presented in chapter (Eg. 2-20) along witthe rate equations 5-10,
5-11 and 5-18 to 5-20 along with corresponding neates 5-21 and 5-24 and

parameter values from chapter 2, Tables 5-4 and 5-@perating conditions:

Pressure = 6.0 MPa, molar inlet solvent/pyridine 40 (mol mol?), (Left) molar
inlet H2S/pyridine = 0.04 (mol mott), spacetime = 790 kg s mal(Right) =
molar inlet H2S/pyridine = 0.2 (mol motY), space time = 439 kg S MB| (s

pyriding, === : piperidine, ¢¢* : N-pentylpiperiding, e : Ho, m———-e : H>S).
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Figure 5-12. Simulated surface coverages as a furant of the inlet molar Hz to pyridine
ratio for liquid phase pyridine hydrodenitrogenation using reactor model
equation chapter (Eq. 2-20) along with the rate ecations 5-18, 5-19 and 5-20
along with 5-10 and 5-11 and corresponding net rage5-21 and 5-24 and
parameter values from chapter 4 (Table 4-10) , Tdbs 5-4 and 5-6. Operating
conditions: Pressure = 6.0 MPa, Temperature = 573KSpacetime = 564 kg s
mol1, molar inlet H2S/pyridine = 0.04 (mol mot'); molar inlet solvent/pyridine
= 40 (mol Mol) (====: Pyridine, == == : Piperidine, s+ : 1-Pentylpiperidine,
— 0 H), m— e 1 H3S).

The model predicts a moderate increase in pipexigimface coverage from 0.35 to 0.37
with increasing inlet molar Hto pyridine ratios, while that by hydrogen incremanore
significantly from 0.21 to 0.32 over the entire garof investigated inlet molar-Ho pyridine
ratios, see Figure 5-12. The latter increase ocauthe expense of both pyridine and more
importantly the hydrogen sulphide surface coveragach decrease from 0.20 to 0.15 and
from 0.12 to 0.05 respectively. The decrease imtltgogen sulphide surface coverage results
in lower C-N bond scission rates at higher inletanét, to pyridine ratios. Correspondingly,
lower G hydrocarbon and higher piperidine yields can besetgul, due to the decrease in the
rate of the substitution reactions in the C-N beaidsion. This is indeed in agreement with the
experimental observations, see Figure 5-4, whenmegligible increase in the pyridine
conversion is observed, but an increase in thergpime yield from 0.24 to 0.31 and a

corresponding decrease in the pentane yield fr@® . 0.06.
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5.5 Conclusions

The ‘gas to liquid phase kinetics’ methodology hasn successfully extended from acid
towards metal (sulphide) catalysis with pyridineltgdenitrogenation as example reaction. As
part of a systematic approach, kinetic model cowttytn and determination of the
corresponding model parameters has been perforemetlon an extended set of gas phase
kinetic data. This model can subsequently be apjpli¢he assessment of a limited set of liquid
phase data by accounting for the thermodynamicideality, solvent adsorption and the
potential occurrence of additional reactions duth&high density at liquid phase conditions.
The differences in the operating conditions weramngjitatively captured by a comprehensive
pyridine hydrodenitrogenation model. The lowesSHpartial pressures and corresponding
surface coverages at liquid phase conditions inpasison to the gas phase conditions resulted
in lower C-N bond scission rates via substitutieaations. As a consequence of the reduced
denitrogenation rates, alternative, bimoleculactieas between nitrogen surface species can
became important at liquid phase conditions and tea-pentylpiperidine formation. The
latter product was found to be formed via a condgos between piperidine and its ring
opening product, pentylamine, rather than via digprtionation. A versatile methodology has
been developed for the reliable extrapolation of ghase laboratory kinetics data towards

three phase industrial reactors.
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6 Pyridine
hydrodenitrogenation
chemistry and Reaction

Network Generation with

ReNGeP

In order to develop a comprehensive model for pyeidiydrodenitrogenation according

to the Single-Event MicroKinetic, SEMK, methodolo@gn elementary steps based reaction
network is required. Given the potential complexafysuch reaction networks, dedicated
software such as the Reaction Network GeneratiogrBm, ReNGeP, is typically employed.
Compared to the already existing reaction familiethin ReNGeP, an extension will be
required to cover all elementary steps relevantiwihydrodenitrogenation. While the model
component in the present work was pyridine, theemsibn within ReNGeP has been
implemented such that reaction networks of othedehoomponents, such as quinoline, can
be generated as well. Some of the important raasti@occurring in pyridine
hydrodenitrogenation, were already discussed inp@&na4 and 5. Relevant details of the
corresponding reaction mechanisms with respeché¢oextension of ReNGeP are further
elaborated in the present chapter, which is diviedéa two parts. First the strategy that has
been adopted to generate the pyridine hydrodemitratipn reaction network is explained,
followed by a section which goes into more dethdat the actual reaction network generation
program. Special attention is paid to the elemgnt@actions within hydrodenitrogenation in
general and pyridine in particular. The progranbigfly explained and references to the

relevant publications are given. The subsequenpteha7 employs the reaction network
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generated with ReNGeP aiming at comprehensive nmmatedtruction according the SEMK
methodology.

6.1 Pyridine hydrodenitrogenation and reaction network

generation strategy

A detailed understanding of the underlying pyridimglrodenitrogenation chemistry is
required to formulate the implementation of theresponding reaction families within
ReNGeP. Inspiration is taken from literature on rogenitrogenation of pyridine and other
components [1-26]. It is evident from all possibtairces that pyridine hydrodenitrogenation
is a two-step reaction [7, 12, 27, 28]. First tlyeigine hetero aromatic ring is hydrogenated
into piperidine, followed by the actual denitrogeola of the latter, see also chapter 4.
Literature on pyridine hydrodenitrogenation cataty®y various metal sulphides at different
operating conditions is available [8, 11-14, 22;4P3. However, no truly microkinetic,
elementary steps based models have been reported.

The first part of the SEMK model formulation invelr the identification of the
elementary reactions that need to be consideredhdpter 4 and 5 of this thesis various
elementary reactions occurring during pyridine logldmitrogenation were discussed. The
models were constructed based on the assumptictifferent steps being rate determining,
The selection of the best performing model wasrdsailt of a laborious task requiring the
discrimination between a huge set of models. Intexidto the earlier mentioned complexity,
some reactions that were considered to be insagmifiat the existing reaction conditions were
not considered e.g., the elimination of nitrogemtigh Hoffmann elimination, see Chapter 4.
However, for the model construction according te ®EMK methodology, all occurring
reactions need to be considered, ensuring its wMégsand applicability at all possible
operating conditions. Through an in-depth literatsurvey nine types of elementary reactions
i.e., hydrogenation of hetero-aromatic ring, prattion of amines, C-N bond scission ia
(H) elimination, C-N bond scission via (-SH) subgion, formation of heavier species via
pentylamine condensation, formation of heavier Egseda piperidine condensation, acyclic (-
SH) direct hydrogenolysis and finally alkene hydrogtion, have been identified as required
to describe the complete conversion of pyridings@roducts pentane and pentene [8, 11, 22,
26, 29-33, 37, 38, 40]. These elementary reacyiped, which in some cases can be subdivided
into exocyclic, endocyclic and the acyclic typee &urther classified into reaction families

based on the reaction chemistry involved. Suchassdication will allow the assumption of
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identical enthalpy/energy effects induced by themantary steps in this family during the
actual modelling. In the following section, the rakntary reactions are presented in detail

along with the reaction mechanism.

6.1.1Hydrogenation of hetero-aromatic ring

Pyridine, B and BS molecules all chemisorb on the catalyst activessiPyridine
chemisorption is considered to occur in differenémtations, determining the corresponding
activation energy required for hydrogen additiofTDcalculations have been instrumental in
providing critical insight in pyridine chemisorpti@n promoted Mo in a sulphided phase. Sun
et al. [41] reported that over a Ni promoted Moabait, the most stable and optimal
configuration for pyridine chemisorption is the emaone in which the molecule orients itself
perpendicularly to the chemisorption plane via &liNnateraction. Sun et al. [41] further add
that such a configuration is the most stable duéhéoelectronic configuration within the
pyridine molecule. The chemisorption energy whgbalculated as the difference between the
energy of the optimised geometry and a clean seidad gas phase pyridine is reported to be
about -125 kJ mdi Such a chemisorption is equivalent with a strbagding of the pyridine
molecule as a pyridinium ion and facilitates thear addition of hydrogen as protons and
hydride from neighbouring sites. In the formulatafithe SEMK model it is assumed that such
an end-on chemisorption on the surface and firdtdgyen addition as a proton on the nitrogen
occur. Once the proton has been added furtheraguiof the hetero-aromatic ring takes place
with alternative additions of hydrides and protat;ording to the scheme presented in chapter
4,

\

S ) —
o
H

Figure 6-1. Pyridine hydrogenation mechanism via awsecutive proton and hydride

addition.
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As opposed to the SEMK model for benzene, toluemkecaxylene hydrogenation over
a Pt catalyst proposed by Bera et al. [42, 43] mictvthe aromatic ring saturation occurs via
atomic hydrogen addition, on the sulphided catatgsisidered as part of the present thesis a
proton addition first mechanism is proposed in agance with previous work from Romero
et al. [44], see chapter 4. The first step is @rpldin Figure 6-1, i.e., the proton from a nearby
sulphur anion site @9 attacks the lone electron pair on the nitrogemmatesulting in N-
monohydro-pyridine. In the next step, a hydridenfra coordinatively unsaturated site (*) site
is added to one of the other carbon atoms. Noquaati distinction is made between carbon
atoms adjacent to the nitrogen atom and othershytgde addition consecutive to a proton
additions ensures the electronically neutral charaxf the produced intermediate. Subsequent,
consecutive proton and hydride additions are ireduch the reaction network to ensure the
complete saturation of the aromatic pyridine mdikecsee Figure 6-2.

Figure 6-2. Hydrogenation reaction network as genated by ReNGeP for the complete
saturation of pyridine to piperidine.
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6.1.2Protonation of amines

Figure 6-3. Mechanism of the amine protonation reamn encountered during the
hydrodenitrogenation reactions.

Primary and secondary amines are formed duringdij@iconversion. The resulting
amines are susceptible to protonation reactiongaltiee presence of a free electron pair on
the nitrogen atom. The primary or secondary natdiréne latter depends on the elementary
steps undergone by the considered nitrogen contpispecies. For the amine to become
susceptible to C-N bond scission @igH) elimination, this nitrogen atom must be quaised

via protonation by a Havailable from the neighbouring Site, see Figure 6-3.

6.1.3C-N bond scission Vifi-(H) elimination

Figure 6-4. Mechanism of theg-(H) elimination reaction for C-N bond scission, edocyclic
(top), exocyclic (middle) acyclic (bottom), startig from a protonated amine.
The intermediates in hydrodenitrogenation are silbgeC-N bond scission reactions via

B-(H)elimination reactions in an endocyclic, exoayobr acyclic manner as illustrated in
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Figure 6-4. The reaction mechanism involves thérabson of a H from the carbon atom in

B-position of the nitrogen atom in a protonated ggmeavhich results in the stabilisation of the
molecular structure. The electrons of the C-N banel drawn towards the nitrogen atom,
resulting in a neutral amine function with a lotecéron pair and a primary, positively charged
carbon atom. The unstable character of the latwults in a rapid deprotonation leading to a
double bond between the carbon atoms that weraalligin o andp-position with respect to

the nitrogen atom. The endocyclic variety of tlgaation family leads to an alkylamine, i.e.,
via ring opening, while the exocyclic one resutisiiheterocyclic amine and an alkyl fragment

that was split off from the ring. Finally, the atigcvariety provokes the ultimate C-N bond

scission releasing the nitrogen as3\8i.

6.1.4C-N bond scission via (—-SH) substitution

Figure 6-5. Mechanism of the —SH substitution reaain for C-N bond scission endocyclic
(top), exocyclic (middle) acyclic (bottom), startiig from a protonated amine.
Rather than via an elimination reaction, the C-Mdacission can also occur via a
nucleophilic substitution reaction involving a soygril species (-SH. As proposed by
Schwartz et al. [8] an electron pair of the §kbup attacks the carbon present indlp®sition
with respect to the nitrogen atom, which cause<tiebond electron pair to relocate towards
the nitrogen resulting in the bond scission, segiféi 6-5. The quaternised nitrogen atom in
protonated pyridine is neutralized by this relomatof electrons and its lone electron pair is
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restored. The endocyclic, exocyclic and acycligetgrfollow similar reaction mechanisms,
but result in the formation of different productsiwas the case for the C-N bond scission via

B-(H) elimination.

6.1.5Formation of heavier species via pentylamine cosd&on

Figure 6-6. Pentylamine condensation reaction mech&m, endocyclic (top), exocyclic
(middle) acyclic (bottom).

The n-pentylamine that is formed not only undergoes ilation and substitution
reactions followed by nitrogen removal under therf@f ammonia but it can also react with
amines such as piperidine;pentylpiperidine andah-pentyl amine, see Figure 6-6. The lone
electron pair on the reacting pentylamine nitrogemm adds to the carbon atom with respect
to the (protonated) nitrogen atom of the other @mAs a result, the C-N bond electron pair
relocates towards the nitrogen atom of this otimeina. Depending on the C-N bond that is
broken during pentylamine condensation, the endmgyexocyclic or acyclic variety is
concerned. Apart from the substituting agent, pleistylamine condensation is mechanistically
identical to the previously discussed C-N bondssorsvia (-SH) substitution, see also 6.1.4.
Because of the difference in substituting agentthagotentially different fate of the reaction

product, a separate reaction type is defined fsrgantylamine condensation.
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6.1.6Formation of heavier species via piperidine condgos

_ | O
H +
[\! 5+ H
+ et
Yt i
* 2 PRI
N

ﬂ
ﬂ

NHz

+  :NHs

Figure 6-7. Piperidine condensation reaction mechasm, endocyclic (top), exocyclic
(middle) acyclic (bottom).

Analogous to then-pentylamine condensation also piperidine can behmd in
condensation reactions as shown in Figure 6-7. rAgaidocyclic, exocyclic and acyclic
varieties can be differentiated but the mechanismains essentially the same as discussed
above. n-Pentylpiperidine has effectively been observedtlie experimental program
performed at liquid phase conditions. In line witke conclusions drawn in Chapterrb,
pentylpiperidine results from a reaction betwe@eiatyl amine and piperidine, i.e., the acyclic
variety included in Figure 6-7.
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6.1.7Acyclic (-SH) direct hydrogenolysis

Figure 6-8. —SH direct hydrogenolysis reaction meamnism.

The thiol group at the end of a saturated hydrawarthain formed after C-N bond
scission via (-SH) substitution is susceptible thract hydrogenolysis, i.e., C-S bond scission,
as shown in Figure 6-8. Thecarbon atom with respect to the sulphur atom seatth the
hydride from a * site and facilitates the C-S bauission, since the —SH is a good leaving
group. The proton from a’Ssite reacts with the SH- group in order to formm HS. Because
the thiol end group is highly reactive these congms are generally not observed
experimentally. However, they form important intedates through which the reaction

proceeds and, hence, need to be accounted forgdhemetwork generation.

6.1.8Alkene hydrogenation

Figure 6-9. Double bond hydrogenation reaction meamism.

Unsaturated hydrocarbons are formed by the diesgbwal of the end chain amine group
through thep-(H) elimination reaction. However, due to the grese of very high amounts of
H* and H on the catalyst surface, the double bonds in theaturated hydrocarbons are
hydrogenated as shown in Figure 6-9. During thedyehation the hydride attacks one of the
carbon atoms which results in the electron patheft-bond to relocate to form a bond with

the proton.

6.2 Introduction to ReNGeP

As introduced in the previous sections, differegdation types occur during pyridine
hydrodenitrogenation. Such a complex reaction nédtvwovolves a multitude of elementary

steps and various intermediates are formed. Nayetiefenthalpic differences are considered
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between the elementary steps of a single readimiiy, however, entropic differences related
to symmetry effects may exist and need to be adelyugccounted for. The manual generation
of such a gigantic reaction network as well asabsessment of the entropic effects would be
tedious and error prone. Hence, computer algorittares used for this purpose. The
corresponding software needs to generate speaiesxdract complete information about the
reaction network, i.e., reactant to intermediaté product mapping, markers for elementary
reactions and their corresponding reaction families entropic effects in terms of number of
single events for each and every reaction pair.tl starts by applying the elementary
chemistry rules to the starting component for geection.

Reaction network generation algorithms and prograeve@ been proposed by various
authors [45-53] and have been utilised alreadywé&ious applications. One such automatic
Reaction Network Generation Program, i.e., ReN®aB,been developed at the Laboratory
for Chemical Technology (LCT), Ghent University [58eNGeP is a standalone program
capable of generating an entire reaction netwoaktisy from the user-supplied feed and
applying the chemistry rules of the selected (dadl®) reaction families.

ReNGeP was conceptualized and practically firstemented by Clymans and Froment
in the early 1980’s for thermal cracking [55, 58he concept was further extended to
heterogeneously catalysed hydroisomerisation amflokyacking by Baltanas and Froment
[54, 57]. Feng et al. extended it to catalytic &mag [58] Martinis and Froment added several
features to extend the same program to reformir®j. [Bther contributions in order to
incorporate different reactions were made by Tddd.460] for oligomerisation, by Kumar et
al. for methanol to olefins conversion [61, 62] dydBera et al. for aromatic saturation over
metal catalyst [42, 43]. In addition to the aboventioned extensions to the ReNGeP, Lozano
et al. [63-66] developed a separate version oRélGeP to account for the reactions occurring
during the Fischer-Tropsch process and in partidolathe bonds with the catalyst surface.
While most of the aforementioned reactions relatlkytdrocarbon and carbocation chemistry,
hetero-components are explicitly considered forfitse time. Utmost care has been taken in
order to adhere to the structure of already constleeaction families when implementing new
ones. The originally developed concept could beredéd towards the reactions involving
hetero-atoms such as nitrogen which helped to kkepprogram free from bugs and to
guarantee its versatility.

ReNGeP can be compiled using standard commer@@aéifable compilers such as the
ones by Compag or Intel and the results can beyserlusing standard programs such as

Notepad or Microsoft Excel, providing total flexiby to the end user. ReNGeP comprises nine
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sections including various subroutines, each witipecific purpose and performing specific
steps in the code. A brief introduction to eachhef sections is provided in section 6.4 of this
chapter.

Reactions such as hydrocracking and thermal crggatentially result in the formation
of a huge number of intermediates and reactionymsd In order to keep the number of
considered species in the reaction network withimt$, some restrictions were previously
imposed in the network generation algorithm:

» For acyclic species, only methyl- and ethyl brarscivere considered, with a maximum
branching degree of three. This is reasonable dimd®anched carbenium ions are
susceptible to fast cracking reactions which ammidant over isomerization towards
tetra-branched isomers.

» For cyclic species, the branched side chains amhyain methyl branches. The number
of primary carbon atoms is restricted to four, whiorresponds to one tribranched side
chain, two mono-branched side chains, one monocheth side chain and two
unbranched side chains or four unbranched sideghai

* The number of rings for cyclic components is lidit® four, and the formation of
pericondensed and biphenylic components is excluded

» Interaction with the catalyst surface is not coased during the generation of the
reaction network while the number of single evearts considered based on the loss of
entropy that molecules undergo after ad/chemisamptiowever, in the ReNGeP version
developed for Fischer-Tropsch process [63-66] hydrocarbon chain was assumed to
grow over the metal catalyst. This was done byctireesponding consideration of the
interaction between the metal catalyst and thetaeé&s

In addition to the above rules for reaction netwgekeration some specific constraints
were required in the present thesis with respetit@anclusion of nitrogen as hetero-atom:

A maximum of two hetero atoms is considered in eachecule at any time in the
network generation procedure. This facilitates ghecessing components that are
generated through specific reactions, such as, engocyclic piperidine condensation
within the ReNGeP.
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6.3 Labelling and handling of hydrocarbon species

A key aspect in the implementation of an automigaxction network generation, apart
from the chemistry and the chemical transformatisrihe representation and handling of the
hydrocarbon species in the network. Two importaatdres need to be dealt with:

» The representation of each and every species |laadgenerated in ReNGeP should be
unique, i.e., they must be different and identifaly the user and the program likewise

» The characterization must also allow a relativeijnpge implementation of the
elementary reaction steps and must be in a podibiggrovide markers for identifying
reaction families and provide the relevant inforimaton the transformations between

reactants and intermediates.

The above mentioned features have been identdibd highly unlikely to be compatible
with one another, resulting in two types of repn¢éggon for the hydrocarbon species during
the network generation:

» Vectors for the input, storage and the outputtterinvolved species
» Boolean relation matrices for the implementatiorthef elementary reaction steps and

providing information about the reactions.

6.3.1Vectorial or label representation

For the input, storage and output of the hydrocargpecies, a vector representation
has been implemented in ReNGeP. This representaéi®itwo important advantages:

a) Each hydrocarbon is represented by a unique vemtolabel, by using unique
numbering, including prioritization, for the diffamt atoms present in the hydrocarbon
feedstock and all the processed molecules

b) This representation is very compact in terms of wgnusage and saves simulation

time while reading and writing species on standkrcuments.

For a given hydrocarbon species, the vector (@l)almntains 41 elements, when a feed
molecule of maximum 20 carbon (or hetero) atomsoissidered. The size of the array can,
however, be changed if the number of maximum altbeaabon/hetero atoms in the feedstock
or the reaction network has to be increased togetavalue, by changing a few lines of code.

This vector is represented as a sequence of 3 rows:
» The first row contains only a single element, whitticates the position of the charge,

if any. Its value is set to O if no charge is preése the molecule.
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 The second row contains 20 elements which reprebenbranching degree of the

carbon/hetero atoms in the hydrocarbon:

1 = primary carbon/hetero atom
2 = secondary carbon/hetero atom
3 = tertiary carbon/hetero atom
4 = quaternary carbon/hetero atom
* The third row also contains 20 elements, which diesdhe type of the carbon/hetero
atoms in the hydrocarbon [67]. Table 6-1, provideoverview of the codes for atoms
utilized in the third row of the vector. Figure 6-8hows two examples with the atoms
numbered according to . These codes are assigised ba priority, i.e., the atom type

of the highest priority having the lowest number.

a b
21 16 16 16
(H32 11 E /H\IO/H\
o e \T/ e, o1 16 HC \(|: \(|3H
N | 16 HC o CH 16
21 H2C\ /12 C/CHz 21 ~ / \ /
G H
2 2 16 14
21 21
Figure 6-10. Example of the representation of varies atoms of different components in
ReNGeP.

The uniqueness of this labelling method can be shioythe following examples, see
Figure 6-11: simple components such as benzengydine followed by a more complex
component.

For acyclic molecules and positively charged iahg numbering always starts at a
primary carbon/hetero atom. The first carbon/hettoon has to be chosen in such way that it
yields a main chain of maximal length. The numbgriri the main chain is started at the
primary carbon/hetero atom which yields the lowask number for the charged carbon/hetero
atom, if any. If a neutral, hetero-atom containgpgcies is concerned the numbering starts at
the primary carbon atom which yields the lowesknammber for the hetero atom. If the species
is neutral and only consists of carbon and hydragems, but is unsaturated, the unsaturated
carbon atoms must have the lowest rank numbers#&tarated pure hydrocarbon species, the
numbering has to yield the lowest rank numberherdarbon atom bearing the first branch. If
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this numbering is not yet unique, which is only gibke if there is more than one branch, the

second branch must have the lowest rank number.

Table 6-1. Unique numbers allocated for differentypes of atoms encountered in the
generation of the reaction network using ReNGeP [§7

1 bridge head aromatic biphenyl carbon 16 aromatic carbon atom
atom

2 bridge head unsaturated naphthenic 17 naphthenic sulphur atom
biphenyl carbon atom

3 bridge head saturated naphthenic 18 naphthenic nitrogen atom
biphenyl carbon atom
aromatic pericondensed carbon atom D@phthenic oxygen atom
unsaturated naphthenic pericondense@0 unsaturated naphthenic carbon
carbon atom atom

6 saturated naphthenic pericondensed 21 saturated carbon atom
carbon atom

7 bridge head aromatic pericondensed 22 acyclic sulphur atom
carbon atom

8 bridge head unsaturated naphthenic 23 acyclic nitrogen atom
pericondensed carbon atom

9 bridge head saturated naphthenic 24 acyclic oxygen atom
pericondensed carbon atom

10 bridge head aromatic carbon atom 2dcoholic oxygen atom
11 bridge head unsaturated naphthenic 26 unsaturated

carbon atom heptamethylbenzenium ion atom

12 bridge head saturated naphthenic 27 saturated heptamethylbenzenium

carbon atom ion atom
13 aromatic sulphur atom 28unsaturated acyclic carbon atom
14 aromatic nitrogen atom 29%aturated acyclic carbon atom
15 aromatic oxygen atom *These were added eatrlier for

other research
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Figure 6-11. Label representation of benzene (aboygyridine (middle) and a naphtheno

aromatic component (below).

For cyclic components, the numbering always starta ring carbon atom. If a ring

carbon/hetero atom is charged, it obtains rank raurhblf a carbon/hetero atom in a side chain

is charged, the numbering must yield the lowestlemfior that particular atom. If a neutral

species is concerned, the priority of the carbdefeeatoms follows the numbering of the types

of the carbon atoms as presented in Figure 6-1bWpea biphenyl bridge head aromatic

carbon atom (type = 1) has the highest priorityipenyl bridge head unsaturated naphthenic

carbon atom (type = 2) has the second highestitytiidihe numbering has to be such that it

minimizes the rank numbers of the carbon/hetermatwith the highest priority, starting at

the ring carbon/hetero atom with the highest prtotn the example of the naphtheno-aromatic

component, which

is an anthracene derivative

I.2-(but-3-en-1-yl)-1,2,3,9,9a,10-

hexahydroanthracene, see Figure 6-11 (below)ntimebering is started at the bridge head

aromatic carbon atom (rank number 1) which yighgsibwest rank number for the bridge head

unsaturated naphthenic carbon atom (rank numbéf Be numbering is started at the other

bridge head aromatic carbon atom, the lowest plessaink number is 4 for the second bridge

head aromatic carbon atom.
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6.3.2Boolean relationship matrix

The vectorial representation offers less flexiilit terms of operations on the molecules
for the actual generation of the reactions. Theggfthese vectors are converted into Boolean
relation matrices before the various functionstietpto specific reaction families are applied.
An element (i, j) of a Boolean relation matrix etgud if there is a bond between the atoms i
and j. Otherwise, the element (i, j) is equal t& 6. the naphtheno-aromatic component, i.e. 2-
(but-3-en-1-yl)-1,2,3,9,9a,10-hexahydroanthracesee Figure 6-11 (below), the Boolean
relation matrix is given by:
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These Boolean relation matrices are very well duiter the implementation of
elementary steps and determining reaction pods#silii.e., the identification of neighbour
and, more particularly, next-nearest neighbour at@guite straightforward. However, It has
to be noted that the Boolean relation matrix dagsconstitute a unique representation of the
molecular structure. Additional vectors for indiogt double bonds and hetero-atoms are

required, rendering the them more complex. Givenekcessive computer memory that such
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matrices require compared to the vectorial reptesien, it is obvious that such Boolean

relation matrices are not suited for the storageyofocarbon species.

6.4 Reaction network Generation

Over the years ReNGeP has been extended to ingluadeety of reactions ranging from
acid catalysed cracking to metal catalysed hydratjem, see also section 6.2. The inclusion
of these reactions was done by subsequent addifioelevant reaction families. Two main
versions of the ReNGeP were developed i.e., onadm and metal catalyzed reactions in
which the catalyst is not explicitly accounted ifothe species representation and the reaction
network generation[42, 43, 60, 63, 64, 66, 68, &l a second one for Fischer Tropsch
synthesis developed by Lozano et al. [63-66] inclwhihe interaction between the growing
chain and the metal catalyst was explicitly incldd&iven the closer relation between the
hydrodenitrogenation reaction investigated in tresent thesis and the reactions considered in
the first described ReNGeP version, the latteocsi$ed on in what follows.

The main program is divided into various sectiongiclv contain the subroutines
pertaining to the particular section. An overvieWwtbe sections present in the network

generation program is given below and more detadsgiven in the next paragraphs.

Section | Main program: the program is controlled from witlthe main program, by
calling the suitable functions available in theestBections.

Section Il Input/output and storage section.

Section Il This section creates the Boolean relation matfia bydrocarbon specified by

label, and groups specific operations, such as teart®n of ring, main
hydrocarbon chain etc. starting from the input labe

Section 1V Special tasks section, searches characterisbenation, such as calculation of
number of carbon and hetero atoms in the ringfyieg the positive charge on
the hydrocarbon component etc. based on the Booddaiion matrix.

Section V' This section performs the standardization, ite donversion of Boolean relation
matrix (including auxiliary information array to Hel representation of a
hydrocarbon.

Section VI This section generates the reactions occurrintp@metal sites.

Section VIl This section performs the reaction steps for hgdrcking occurring on the acid
sites.

Section VI This section performs the hetero atom removaltiees

Section IX  This section performs the calculation of the syrnmpneumber and the chirality.
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Metal and acid site reactions are not treated rdiffidy, the reaction proceeds according
to the specified chemistry and a complete listh&f participating components is generated

along with the number of single-events for eacthefreactions.

6.4.1Description of the main program

In the main program, variables are defined for égpk of hydrocarbon species to store
the labels of the generated products. For eachobgdoon type, two counters are initialized:
at each moment during the network generation,itecounter indicates the number of species
belonging to that hydrocarbon type, while the sélcoounter indicates the number of species
belonging to that hydrocarbon type that have alrdsen processed.

Finally, various output files, which still may caim data from a previous run, are
emptied and the feed input file is opened. The sanidghese files can be chosen arbitrarily,
and those names are passed to the main prograngwsents upon calling the generation
program.

6.4.2Input of feed molecules

The feed file ‘al’ contains a number of feedstoakenules, grouped per hydrocarbon
type. For each of the hydrocarbon types that cafolned in a heavy hydrocarbon feedstock,
i.e., paraffins, olefins, mono- to tetracyclic ahsf, mono- to tetra-naphthenes, mono- to tetra-
aromatics, di-olefins, mono- to tetra-cyclic difohs, and hetero-aromatic components the
number and the vectors of the characteristic feeisholecules of that group are read. These
vectors are written to the corresponding hydrocaraways and the corresponding product
counters are set.

A second file ‘a2’ contains the list of reactiomidies that can be selected for reaction
network generation. In the case of HDN a new défeallie can be read which automatically

applies all the reaction families that are include®eNGeP.
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Chapter 6

6.4.3Network generation loop

Start network generation

Process next reactant

List of elementary reactions
database

hydrogenation of

Apply relevant reactions on hetero-aromatic ring

component(s) protonation of amines
C-N bond scission via B-
(H) elimination
C-N bond scission via (-
SH) substitution
formation of heavier
species via pentylamine
condensation
formation of heavier
species via piperidine
condensation
acyclic (-SH) direct
hydrogenolysis
alkene hydrogenation

NG B Add to the list of new reactant

Generated component(s)

Products=Reactants

#Reactant=#Products

End network generation

Figure 6-12. Overview of the iterative generation fothe network.

Once the feed molecules are read from the inpet‘él’, in this case pyridine, the
generation loop is started. After the reactant mdéss) is/are read by the program and the
counters are initialized, the reaction familiesttiheere enabled in file ‘a2’ take over the
program and call in various subroutines to genethage intermediates and calculate the
corresponding symmetry numbers. The network geloarédop continues as long as not all
the products, fed or generated, have been procefbedorogram compares the two species
counters for each hydrocarbon type. If, for a ¢erteydrocarbon type, a molecule is found
which has not yet been processed, the specifidioeacfor this group are generated. These
reactions are then written to their respective oufiles and the generated products are stored
in their respective hydrocarbon type arrays. Nbo&t & lot of the changes to the ReNGeP code
are located in the subroutines that perform theutations for the number of single-events

based on symmetry operations on molecules
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6.4.40utput of the network generation program

Finally, when all products have been processedstdstics of the generated network
are written to the file ‘a3’. In this overview, timeimber of species for each hydrocarbon type
as well as the number of reactions generated fdr ssaction family is written. Additionally,
various files containing the information with respé each of the generated reactions are
written. These files can then be directly expottedhe simulation and parameter estimation
program and used in the determination of the mpdeameters according to the SEMK

methodology.

6.5 Modifications towards inclusion of nitrogen compatse

To maintain continuity with the previous versionRENGeP, the feed file ‘al’ is used
as the feedstock input file. This file contains tteedstock hydrocarbons, grouped per
hydrocarbon type, for which the reaction networktasbe generated. For each of the
hydrocarbon types that are found in a heavy hydbmrafeedstock, the number and the labels
of the feed hydrocarbons of that type are readsé&tha&bels are written to the corresponding
hydrocarbon arrays and the corresponding produattess are changed accordingly. In the
present work, modifications were made to ReNGelRdiude the possibility of processing a
variety of nitrogen components. Different classésniorogen components were defined,
requiring a distinction in the feed file ‘al’. Aratic, naphthenic and acyclic nitrogen
components can be read from this file. In ordexdcommodate the different types of nitrogen
components that need to be read from file ‘al’ namays such as ‘mono_arom_n’,
mono_naph_n and acyc_n were added to the progréw@y &re named intuitively, i.e.,
mono_naph_n corresponds to a naphthenic compooesisting of a single ring with nitrogen
as the hetero component. These arrays typicallgspond to the size of the label defined in
the program. This distinction between various congod types provides the program with the
necessary flexibility, e.g., to adjust the reactfamilies that can operate on the various
component types. File ‘a2’ is used for the selectd the individual reaction families or the
group of reaction families that need to be apptedhe feed component(s). The user can
manually enable/disable each of the reaction fasiir group of reaction families separately.
During the extension of ReNGeP towards accountargnftrogen, a similar approach was

followed and a default set of reactions, e.g., ralctions corresponding to pyridine
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hydrodenitrogenation, was implemented. Once thgrpra is modified critical testing allowed
to finalise upon a stable version of the program.

In the earlier ReNGeP versions hydrogenation amyadtegenation reactions occur by
molecular H-addition. In the context of hydrocracking or thatnetracking or any other
reaction this might have served the purpose bpsdtavards the inclusion of stepwise atomic
hydrogen additions to simulate aromatic hydrogematiave been presented in the meantime
by Bera et al. [42, 43]. Quantum chemical calcoladifor pyridine hydrogenation suggest that
an elementary step mechanism comprises H additeohydride species or protons [41]. The
earlier ReNGeP versions are incapable of handlmgnatic structures that are partially
hydrogenated and these new components cannot Bsifidd into one of the existing
hydrocarbon classes.

Hence, a new hydrocarbon type was defined in whithhe partially hydrogenated
hydrocarbons are stored. The heterocyclic alkametgrocyclic alkenes, heterocyclic dienes
and hetero-aromatics are stored as well in thiesaew hydrocarbon type. This type is denoted
as ‘mono_arom_ns’ in the program and contain$albpecies for the hydrogenation of hetero-
aromatics wherein nitrogen is the hetero atom. €harseasily be extended to components in
which the hetero atom is sulphur or oxygen. Incaxpog all these components in a single new
class ensures a compact output, facilitating im time reading in the output files for the
modelling. All H addition and subtraction reacticare now listed two reaction files only, i.e.,
‘a351’ and ‘a352’. Apart from this, a more fundartedmeason for incorporating a new type is
that it would be artificial to store the ‘mono_arons’ in different hydrocarbon classes since
guantum chemical calculations reveal that the diffespecies of the first part of the network
(hydrogenation) cannot be distinguished based otuahuesemblance. No distinct features
between several chemisorption states of ‘mono_angircan be drawn. Similarly, it would be
artificial to classify the H addition reactionsandifferent reaction families, which would be
the case if the four original hydrocarbon types lddae preserved. In that case, two different
H addition files would be reported for the H adalitireactions of the hetero-aromatics and the
H addition reactions of the heterocyclic di-olefins

Similarly, for the denitrogenation step, two nevdigcarbon types ‘mono_naph_ns’ and
‘acyc_ns’ were implemented, containing saturated mitrogen components and acyclic
nitrogen components, respectively. Note that, aseslt of the considered elementary
reactions, components containing both sulphur @nogen are formed. These components are
also stored in the ‘acyc_ns’ class because alktBpscies are acyclic. Thiols are also formed

in the considered reaction network and are stavgdther with the resulting paraffins in the
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‘paraffins’ type for the ease of processing. Aslakped earlier in section 6.1, one reaction
family can lead to products belonging to differéytrocarbon types, depending on which
atoms of the compound undergo the elementaryasapell as depending on which component
is used as reactant. In order to make the corifferehtiation between the formed products
and between the ways in which a reaction family cacur, e.g., endocyclic, exocyclic or

acyclic, more output files are necessary. One duifauis considered for each of the cases.
This resulted in a rather long, but absolutely seagy list of output files, provided in Appendix

C.
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7 Single-Event
Microkinetics of pyridine

hydrodenitrogenation

over NiMo/y-Al,O;

A proof of principle for the extension of the Siaegtvent Microkinetic (SEMK)

methodology towards hetero atom containing compisnaés presented with pyridine
hydrodenitrogenation as example. An exhaustiveobase pyridine hydrodenitrogenation data
set over a commercial, sulphided NiMa&Xl>0s catalyst that has previously been acquired in
a Berty type Continuous Stirred Tank Reactor (CS™MRs used for this purpose [1, 2].
Temperatures and total pressures were varied fit8rt®633 K and from 1.5 to 4.0 MPa in a
space time range from 350 to 180Q4kg motle. A detailed reaction network comprising all
potentially relevant intermediates and elementatgps occurring during pyridine
hydrodenitrogenation was generated using the irsdé@oftware tool ‘ReNGeP’. Pyridine
conversion into piperidine andsChydrocarbons was found to involve a total of 33
intermediates. In total, 19 partially hydrogenakedero naphthenic species were generated
during pyridine hydrogenation and 14 intermediatesurred in the conversion of piperidine
to pentane and ammonia. 70 elementary reactions ientified between these intermediates
and were classified in 9 reaction families. Desaitefforts to reduce the number of parameters
a priori, 48 kinetic and catalyst descriptors nektte be determined. By a) fixing catalyst
descriptors to previously determined values arutyposing reasonable pre-exponential factor
values for the rate coefficients based on assumgtimith respect to variations in surface
mobility of the species involved, the number of gmaeters to be fine-tuned during the
simulation was reduced to 9. It resulted in a mdtat could satisfactorily reproduce the
experimental data. A surface coverage analysigatal operating conditions revealed the SH

as the most abundant surface species on the cativaity unsaturated sites, followed by,H
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pyridine NHs, piperidine and § while the H coverage on the sulphur anion site$)(S

amounted to about 70%.

7.1 Introduction
The SEMK methodology constitutes a fundamental @ggr to kinetic model

construction. It accounts for all elementary stépsthe reaction mechanism, both for
homogeneous, bulk phase reactions as well as terdgeneously catalysed surface reactions
[3-25]. Commonly used modelling techniques and treacschemes such as those by
Langmuir-Hinshelwood or Eley-Rideal typically prag@oa limited number of elementary
steps. Rival rate equations are derived based sidering different elementary steps as rate
determining. A final model selection is made basedhe statistical and physical significance
of the model parameter estimates. The SEMK metlogyahims to relate the experimentally
observed data with the underlying kinetic phenommneeans of a mathematical model that
considers finite rates for all the elementary stiepthe reaction mechanism. It does so by
making use of rules and hypotheses proposed aftati@al evaluation of self-acquired and
literature reported data as well as ab-initio bassdilts [25-27].

Models constructed according to the SEMK methodplegult in the elegant linking of
the experimental data to elementary reactions. ishaghieved by means of reaction families
which can be established by grouping similar eldargnsteps in the conversion of complex
feeds to the corresponding products [27]. Thissili@ation of elementary steps into reaction
families is a convenient way of accounting for anpoehensive network while keeping the
number of parameters in the model within tractdibl@ts. Since the SEMK model is
constructed based on the fundamental phenomenaimgeduring reaction, another advantage
of SEMK modelling is situated in the ability of apletely simulating the behaviour of
alternative feeds and operating conditions.

SEMK models are independent of the feed compositsamce they rely orkinetic
descriptors for reaction families rather thamate coefficients for each individual reaction. This
requires the need for identifying these reactionili@s and assigning one or more appropriate
identifiers. A unique single-event rate coefficienthen obtained for each reaction family. As
indicated above, the identification of the elementateps which can be considered
comparable, if not ‘identical’, not only experimahkinetics investigations but also density
functional theory based calculations are often (i$8d21, 26].

SEMK models are accurate owing to their fundamemdsirej.e., they are not based on

a predetermined reaction mechanism or, in othedsya dominant reaction path. Instead the
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contributions of various alternative paths beconglgvant at different operating conditions
are considered [19, 21]. Hence, slow reactionsdéain unimportant at first sight may become
important when surface concentrations of the cpoeding reactants become high. This
methodology accounts for the reactions that cowaldeha significant effect on the overall
kinetics at a different operating conditions. Thesned SEMK model potentially results in a
large number of components and, hence, an everehigbmber of elementary steps
interconverting these species, in the reaction ogtwl he varying reaction rates of the various
elementary steps at different operating conditineed to be accounted for. These reaction
rates depend on the reactant surface concentran®ll as on the kinetic descriptor of the
reaction family involved. These reaction ratesraauired for the net production rates in the
equations constituting the mass balances for thewriered components. The corresponding
sets of equations may become quite challenginghe saumerically and potentially require,
among others, a dedicated mathematical solver, goial guesses for the model parameters
as well as for the component surface concentraf®ns28].

The general reaction scheme for pyridine hydrodegénation has already been
discussed in chapter 1 and further elaborated aptelns 4 and 5. Two important global steps
are involved,i.e., the initial saturation of the hetero-aromatic rstgucture and the further
denitrogenation to £hydrocarbons. With pyridine as model componerd,abjective of this
chapter is to extend the SEMK methodology towadismonents containing hetero atoms on
the one hand and towards reactions occurring gohgldd catalysts on the other hand. In
chapter 6, the elementary reactions occurring imdpye hydrodenitrogenation were presented
and a methodology for reaction network generaticas wliscussed. The reactions were
classified in reaction families and the correspogdnumber of single events between
conversion of intermediates were calculated autwally. In this chapter, the construction of

the actual rate equations and corresponding madelisults are further discussed.

7.2 Procedures

7.2.1Gas phase pyridine hydrodenitrogenation data

The data that were used for pyridine hydrodenitnagien modelling according to the
SEMK methodology have been presented in more dat@hapter 4. More information about
the experimental programme is provided by Pille Ttle data treatment and the mass balance

equations for the reactor balance are similar éootiies presented in Chapter 2.
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7.2.2Transition state theory
The SEMK methodology is inspired by and based @n3ition State Theory (TST), as

originally presented by Henry Eyring [29] and Evansl Polanyi [30] in 1935. These separate
works had the sole aim of better explaining theel@s of elementary reactions. This was
efficiently done by assuming the transition statesbe in “quasi equilibrium” with the
corresponding reactants. This assumption is impbritathe context of explaining kinetics,
since the rate of formation of the various prodwas be related to the reactant via the rate
coefficients of the reactions and measurable reacancentrations. The development and
application of TST have been very well documented.didler and King [31] and Truhlar et
al. [32] through their contributions in the spedsdue of the journal of physical chemistry
dedicated to Henry Eyring in 1983. Eq. 7-1, repmese¢he famous formula for the rate
coefficient proposed by Eyring in terms of the epic and the enthalpy differences between

the reactants and the transition state speciesSg9,

o kT (8527 AHO# 7-1
—Tp P\TR )P\ T TR

With kg the Boltzmann constant, 1.083 328Q K, h the Planck constant, 6.62 x3QJ

s, T the absolute temperature in K axfd>* andAS®* the standard enthalpy and standard

entropy of activation.

7.2.3Single-event concept
The rate coefficients in the single-event methogyplare related on a one-to-one basis

with the considered reaction families. This aims,the first place, at describing similar
elementary steps with identical parameter valueg,, @ctivation energies or reaction
enthalpies. E.g., during the construction of a cahensive model for hydrocracking, the
kinetically relevant acid-catalysed elementary stegcurring were classified in the following
three reaction typeseg., alkyl shift isomerization, protonated cyclopropdmanching, ang-
scission [34, 35]. Each of these reaction types pr@®s 4 reaction families to allow
differentiation between the reactant and produdier@um ion types,e., secondary or tertiary.
In Figure 7-1, an isomerisation reaction between substituted carbenium ions is
shown. Considering only a similar, c.qg., identicahergetic effect of the forward and the
backward reaction, the rate of the forward andtfekward reaction would be the same.
However, since for the forward reaction two cantkdaethyl groups are available for shifting
while for the backward reaction only a single métrpup is present, at equal concentrations

of both carbenium ions, the forward reaction caasomably be expected to occur at a rate
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amounting to the double of the backward rate. Tleegepic effects are captured by the so
called number of single events. The motion of om¢hyl group can be considered as a single
event with which a single-event rate coefficierm ba associated. Differences in reaction rates
between elementary steps belonging to the samaaedamily can, hence, be interpreted in

terms of differences in the number of these siegknts.

kMs(SZS) +

+ -

Figure 7-1. Isomerization between the 2 methylhe@-yl and the 3 methyl hept-2-yl ion
via a secondary—secondary methyl-shift reaction.
The mathematical derivation of the SEMK concepprissented starting from Eq. 7-1.
The standard entropy consists of translationakatibnal and rotational contributions:
S = Stans + S%pr + Stot 7-2
The rotational entropy comprises an internal and eaternal contribution, both

containing a single-event entropy te§hand a symmetry number

Srotext = Srotext — RN Ogyy 7-3
Sroot,int = groot,int —Rlnoy, 7-4

The symmetry numbers may vary from reaction totrea@nd are calculated based on

the number of possible rotations of the molecuseliteng in an identical molecule. Apart from

the external and internal symmetry numbers, thebmumof chiral centres n in the molecule
needs to be accounted for as well. Altogether,ldads to the global symmetry number:

_ OextOint 7-5
Oglob = omn

As a result, the symmetry dependent contributiorth® entire standard entropy of
activation can be isolated and expression for dlte coefficient can be rewritten as:

0l kT ASo* AHO* - 7-6
k(mn) =22 — —~ = ng. k(m,
(m,n) o5y I exp | —— | exp =T n,.k(m,n)

With ne the number of single events,, the ratio of the global symmetry number of the
reactant to that of the activated complex:

r
Tgiob 7-7
n, =

*
aglob
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7.2.4Model assumptions

Along with the theoretical concepts discussed ephesent section with respect to the

single-event methodology, some additional assumgtiand constraints are required to

actually construct the corresponding rate equatamsperform the model simulations:

A two site model is proposed for the constructidrihe comprehensive SEMK for
pyridine hydrodenitrogenation over a sulphided Nipal-Os. This is consistent with
previous work performed at the Laboratory for CheahiTechnology (LCT) [36], and
with what is reported in Chapters 4 and 5. Accagtyirmolecular chemisorption of the
hydrocarbons is assumed to occur on the coordelgtiunsaturated sites (*) and
dissociative chemisorption of the Hnd HS is assumed to occur on the sulphur anion
sites (%) and the coordinatively unsaturated sites (*), Balele 7-1. A more detailed
description is given in Chapters 4 and 5.

The values for the chemisorption enthalpies andptiegeexponential factors for the
chemisorption coefficients of piperidine, ammorti,and HS for the same catalyst
were determined previously, see Chapter 4. Theheevaare used without further
modification during the SEMK modelling. Pre-expotieh factors for the
chemisorption coefficients of the remaining compusa.e., pyridine and G are
calculated considering a minimum and maximum losdranslation degrees of
freedom, see chapter 4. This is one of the stregagied for the reduction of the number
of model parameters and is further discussed itise¢.4.2.

Table 7-1. Chemisorption equilibria accounted form the SEMK model for pyridine

hydrodenitrogenation.

Chemisorption equilibria Chemisorption coefficient
Coordinatively unsaturated sites (*)
CsHsN + * = * —CsHgN Kp
CsHy N + x =% —CsH{{N Kep
CsHyp +x = x —CsHy, Kpa
NH; +* =% —NH;, KNH3
Sulphur anion sites £3
Hy,+* +8S* 2+« —H +S5% —H* Khz
HyS+* +S>” 2« —SH™ +S§*” —H* Khzs

According to the SEMK methodology no rate-determgnstep is considered during the
derivation of the model equations. All the stepsd aprresponding reactants,
intermediates and products are explicitly accourftedduring the model equation

derivation. As presented in Chapter 6, each o$teps encountered during the network
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generation is saved along with the correspondiegtitiers for the type of reaction
along with the reactant and product.

Based on the reaction network constructed and skscliin Chapter 6, a total of 9
reaction types are identified and summarised inerak. While some of the reaction
types may require further classification into reactfamilies according to the
endocyclic, exocyclic and acyclic nature of thecteen, at present no distinction was
made to limit the model complexity. Accordingly,time present chapter, each reaction
type is considered as an independent reaction yaanill is associated with a unique
rate coefficient. However, control levers have bewhuded in the code that can be
employed to differentiate between these rate aoeffts in the SEMK model, if
required.

Two additional identifierd; andi, have been included to allow future distinctions
between elementary steps that are, at presensjf@dsinto the same family. E.qg., for
the hydrogenation of the aromatic carbon atomsethdsntifiers can be used to
distinguish between hydrogenation at carbon atoitis avdifferent branching degree
and/or number of saturated neighbouring carbon swithin the unsaturated ring as
proposed by Bera et al. [21] for aromatic hydrogemaover a metal catalyst. For the
other reactions, as mentioned in the previous itdmse identifiers can be used to

distinguish exocyclic, endocyclic, acyclic reacsdrom each other, see Table 7-2.
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Table 7-2. Overview of the single-event rate coefients and the associated reaction

families used in the pyridine hydrodenitrogenationmodel.

Symbolic notation Description
knnya(iy, i2) Aromatic nitrogen hydrogenation
kepya (i, iz) Aromatic carbon hydrogenatibn
kprot (i1, i2) Protonation of amines
kg yerim (i1, i2) C-N bond scission vif-(H) eliminatiorf
k—stysup (ir, i2) C-N bond scission via (SHsubstitutiofi
kpacona(iz,iz) Formation of heavier species via pentylamine cosaton”
kpp cona (i1, iz) Formation of heavier species via piperidine coneéos’

E(_SH)hydm genolysis (i1, 12) Acyclic (SH) direct hydrogenolysis

kauk nya (i1, i2) Alkene hydrogenation

*this reaction family can be further distinguishegbeinding on the degree of branching of the invobestbon and degree of saturation
of the neighbouring carbofi these reaction families can be sub-divided inttoegiclic/exocyclic/acyclic types.

* The pseudo steady state approximation is appliedl urface intermediates, for the
calculation of their concentrations and their cgpanding rates of formation and rates
of consumption, see section 7.3.

7.3 Single-Event MicroKinetic Model

Following the theoretical discussions along wita thodel assumptions and constraints
described in sections 7.2.2 to 7.2.4, the pressiion further elaborates on the translation of
all those considerations into the corresponding egjuations. Along with the reaction family
and rate coefficient definition, these equatioresracessary for the calculation of the surface
species concentrations. They are solved simultatgowith the reactor mass balance
equations for the response£,., piperidine and € These equations are similar to the ones
provided in Chapter 2.

7.3.1Site balances and surface species
Surface species concentrations need to be detatrfon¢he calculation of the reaction

rates of all elementary steps considered in theor&t Adequate site balances are required in
this respect. Given the particular character oplsided NiMo catalysts impacting on the
definition of the active sites, the elaboratiorte corresponding balances is presented in more

detail in Appendix B. As mentioned in Section 7,24wo site assumptione., Coordinatively
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Unsaturated Sites (*) and Sulphur Anion Site%)(Similar to that proposed by Kasztelan and
Guillaume [37] for toluene hydrogenation over unpoted MoS/Al>Oz catalyst and by
Romero et al. [36] for naphthalene hydrogenatioard\i promoted Mo8AI>Oz3 has been
used.

The site balance for theé”'Ss identical to the one proposed by Romero 848l and is
presented in Appendix B, however, the site baldocthe * is slightly different because of the
surface hydrocarbon species that have been coadidsee Table 7-1. The chemisorption
enthalpy for the €hydrocarbons was not explicitly considered dutimg simulation of these
data according to the Langmuir-Hinshelwood methogplused in Chapter 4. The more
comprehensive character of the model discussdeipresent chapter makes that it is included
now. Additionally, the hydride (Hland the sulphydril (Stispecies which are formed during
the dissociative Hand BS chemisorption are also present on the * sitesafion 7-8 shows

the total site balance for the * site.

19 3 10 7-8

Ct,* =Ci+ C*—P + Z C*—arom,i + Z C*—naph,i + Z C*—acyc,i + C*—olef
i i i

+ C*_pp + C*—CS + C*—NH3 + C*—H_ + C*—SH_

7.3.2Net production rates
The net production rat&,, for an intermediata is calculated from equation 7-9. A total

number of 33 intermediates are encountered duhegeéneration of the SEMK network, out
of which 19 are partially hydrogenated pyridine gaments while 14 are involved in the
denitrogenation reactions. The rates of all the ré@ctions occurring between these
intermediates need to be calculated.
70 7-9
Ri= ) Chyegeumon = Fregeunom) (=1 33)

Nreact=1
In Eq. 7-9,%,_,, refers to the production rate of componerftom m in the forward
direction and;,_,,,, the consumption rate of componertb min the reverse direction.
Ttreacem-n = L — Enreact:m*n(il’ i2)Cin—sCy=— 7-10
With 7, non the forward reaction rate of elementary reactég,, hydrogenation of

the component with a hydridzeenrea . the number of single events for the forward remcti

ctm=

Nyeact andiénremm_m(il, i,) the unique single-event rate coefficient for thaation family

with identifiersi; andi,. The concentrations of the surface intermediatesdatermined by
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the application of the pseudo-steady state appratkm,i.e., their net rate of formation is set
equal to zero.

Because of the assumed quasi equilibration of tleelyest chemisorption, the net
production rate of the gas phase hydrogenationyatad identical to the net production rate
of the corresponding, chemisorbed one. For thaitzlon of the latter, all surface intermediate
concentrations are required and are obtained blyiagphe above mentioned pseudo-steady
state approximation.

As mentioned earlier in section 7.1, in order ttrwalate the net production rate of the
chemisorbed productse., piperidine and €hydrocarbon, the algebraic equations constructed
for all the intermediates according to the pseuady-state hypothesis had to be solved
simultaneously along with the reactor mass balaogcmtions, see also Chapter 2. This results
in a complex set of equations that needs to beeddly a capable and reliable numerical solver

and requires good initial guesses for the surfaceentrations.
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Table 7-3. Overview of the elementary reactions anceaction families considered during SEMK modellingof pyridine

hydrodenitrogenation over a commercial NiMof-Al 203 catalyst.

Reaction

Reaction step

Single-Event rate coefficient

Equilibum coefficient

Aromatic nitrogen hydrogenation
Aromatic carbon hydrogenation
Protonation of amines

C-N bond scission vifi-(H)
elimination

C-N bond scission via (SH
substitution

Formation of heavier species via
pentylamine condensation
Formation of heavier species via
piperidine condensation

Acyclic (SH) direct
hydrogenolysié

Alkene hydrogenatich

* _CsH5N+SZ_ _H+ ;\ * _CsHsNH+ +SZ_

* _C5H5NH+ +* _H_ :* _C5H6NH + *

* —RNH, + S~ — H* =% —RNH;* + S%"

* —RNH;" +% + S*~ 2% —NHz +* —R= + S~ — H*

* —RNHy* +% —SH™ =% —NH; + * —RSH

x —RNHs* + * —RNH, = % —NH; + * —RNH,R*

« —RNHs* + * —R,NH =+ —NH; +* —R,NHR*

* —RSH + * —

* —R +x—H~

= 2% —R +%—SH"™

2% —R +x +S5%°

kn,hyd (i1: iz)
kc,hyd(ilﬁ iz)
kprot(ilﬁ iz)

kg nyerim (i, 2)
E(—SH)sub (ilr iz)
I;PA,CO‘n.d (ili 12)
];PP,dispro (ilr iz)
E(—SH)hydrogenolysis (ilr iz)

kalk hyd (i1: iz)

Kn,hyd (i1: iz)
I’Zc,hyd (ilﬁ iz)
Eprot(ilﬁ iz)

Kg_ yerim (i, i)
I?(—SH)sub (ilr iz)
KPA,Cond (ili 12)
I’ZPP,dispro (ilr iz)
I’Z(—SH)hydrogenolysis(ilr iz)

Kalk hyd (i1: iz)

#‘Iehe subsequemptroton addition from the S2- is considered to o@sia single step.
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7.4 SEMK model assessment against gas phase data

7.4.1Adjustable parameters
In addition to the rate coefficients related to sheface reactions discussed in Section

7.2.4, see Table 7-4, chemisorption coefficientstie hetero aromatic reactant pyridine, the
hydrogenated intermediate product piperidine, cetety denitrogenated final product C
along with the gas phase reactants hydrogen and¢gd sulphide and gas phase product
ammonia need to be accounted for. In total six ¢berption coefficients are required, see
Table 7-4.

For the complete pyridine hydrodenitrogenation mekyas explained in section 7.2.4
and presented in Table 7-2, nine reaction fam#ies considered. Hence, the Single-Event
Micro Kinetic model for the hydrodenitrogenation mfridine employs 24 coefficientse.,6
chemisorption equilibrium coefficients, 9 singlecav rate coefficients for the forward
reactions and 9 single-event equilibrium coeffitsenThe backward single-event rate
coefficient can be calculated from the forward cared the corresponding single-event

equilibrium coefficient as follows:

~ .. kc,hyd,forward (ill iz) 7-11
kc,hyd,reverse(lll lz) = = ..
Kc,hyd(ll' 12)

Accounting for the temperature dependence of eddhese parameters doubles the

number of adjustable parameters to 48. The accestiteation of such a number of adjustable
parameters from 148 experiments in which two respsmwere measuredg., the outlet flow
rate of piperdine and sCis quite challenging, not to say impossible. Henstatistical
thermodynamics and previously determined paramvelees were used to reduce this number

of adjustable parameters.

7.4.2Model simulation and refinement
In order to present a proof of principle for theession of the SEMK methodology

towards hetero atom chemistry over sulphided cstiglyreliminary model simulations have
been performed to acquire a better understandititgeahodel behaviour. The adjustable model
parameters are fine-tuned during this part of tteegdure, starting from literature reported
values and guaranteeing an adequate physical ngeahihe parameters. Such a procedure is
important to find a suitable starting point for thedel regression which will be the future step
in the model validation. In the following subseataall the parameters are discussed in detalil
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along with the relevant references and an attesnpaide to address any potential discrepancies

in the parameter values.

7.4.2.1 Chemisorption coefficients
In Chapter 4, chemisorption entropies and enthalfoe NHs, piperidine, H and HS

were calculated or estimated. These values were wabout further modifications in the
present chapter. A similar strategy., considering a minimum and maximum loss of
translation entropy, for pyridine and @as adopted. The assessment of the gas phaspyentro
of the components was done using the equationraeddy Sackur and Tetrode, see Eq. 7-12.
Accordingly, values of the chemisorption entropsesl enthalpies that resulted in the best
simulation are reported Table 7-4.

rr (2n("/y,) keT v e

Shans = Rln PON, % +

N| Ul

Table 7-4. Parameter values for the chemisorptionaefficients in the SEMK modeling
of pyridine hydrodenitrogenation.

Chemisorption  Equilibrium Chemisorption  Chemisorption

coefficient entropy enthalpy

(J mol K'Y (kJ.mol %)

Pyridine Ko * -162 -115.0
Piperidine Kep + -158* -117.0
Cs Kcs* -908 -40.0
NH3 KNH3,* -08* -76.0
H2 Kz, » & -187* -104.0
H2S Kizs, * & -190* -129.0

*Values obtained from chapter 4

The G chemisorption enthalpy is expected to be less thegéhan that of the basic
components namely ammonia, pyridine and piperidheange between -50 and -40 kJ rhol
is chosen as the initial guess. The temperaturerdkgnce of the pyridine chemisorption
enthalpy could not be estimated making use of Langhiinshelwood kinetics, see Chapter
4. It is expected in the present chapter that d-dedined model will be able to better
accommodate the observed experimental variatiorenceé] the pyridine chemisorption
enthalpy is also accounted for during the modelpngcedure. It has been well established in
our previous work that the basicity of the thegeogen compounds can be correlated to their
chemisorption coefficient. Following the guidelir@®posed by LaVopa and Satterfield [38],
a slightly higher pyridine chemisorption enthalmpympared to that of piperidine is assumed,
see Table 7-4.
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7.4.2.2 Rate coefficients
Proposed ranges for the pre-exponential factorhef dingle-event rate coefficients,

surface reaction equilibrium coefficients have bdetermined based on transition state theory
and statistical thermodynamics, as described by é3igret al. [39] and used by Bera et al.
[21]. A value in the range of 8@ 10 s is calculated for the pre-exponential factor @& th
surface reaction rate coefficient by assuming trenasorbed reactants and the corresponding
transition state as either fully mobile and/or céetgdy immobile. A value in the range of 10
and 1 is proposed for the surface reaction eqiuhibrcoefficients. The 9 single-event rate
coefficients used during the model simulation &tdl in Table 7-5. Based on the mobility of
the surface species involved the pre-exponenttabfa for the surface reactions are proposed
and kept fixed during regression, see Table 7-3hercorresponding values.

The initiation of the ring saturation proceeds tlgle hydrogenation of the nitrogen
within the ring,i.e.,a surface proton species reacts with the chemidgiedine. The end-on
chemisorption as proposed by Sun et al. [40] vadlist the relatively stronger binding of the
pyridine molecule on the surface thereby redudisigniobility. The subsequent ring saturation
steps proceed with the alternating addition ofadd H to the unsaturated carbon atoms.
Consecutive additions of a"tind a Hare necessary in order to balance the pyridinegeha
in accordance with the reaction mechanism discuss€tapter 4. Ranges for pre-exponential
values for the rate coefficients are proposed bynégic et al. [39] by considering different
scenarios for the surface mobility of the speaiesived as reactants and in the transition state.
An intermediate value of 10s?! has been adopted corresponding with a slightigaimobility
of the transition state species compared to thetaats. Identical considerations are made for
hydrogenation at the nitrogen and the carbon atorthé ring. The initial guess for the
hydrogenation activation energies are made indhge of 60-65 kJ mdl These values are in
agreement with those proposed by Thybaut et al #t Bera et al. [21] for aromatics
hydrogenation over metal catalysts. The hydrogenatf the aromatic nitrogen atom in the
first step may proceed with a slightly lower activa energy compared to the subsequent
hydrogenation of the carbon atoms, since the fleetren pair on the aromatic-nitrogen is
readily available for the Haddition.

As discussed in Chapter 6, protonation of the ariunetion is an important elementary
step in nitrogen removal from an acyclic, aromaticcyclic hydrocarbon component. The
protonation of the amine function results in a guaised amine species which is a necessary
step for the removal of the amine species througisttution and/or elimination reactions. No

activation energy for amine protonatiopy(H) elimination or SH substitution reaction is
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available in the literature over sulphided cataybtspiration for initial guesses, or at least, fo
the relative order in the initial guesses, has lmdeained from parameter values as reported by
Quintana-Solorzano [42] for catalytic cracking,.e@ protonation is regarded as a facile
reaction requiring a limited activation energy gmile ap-scission is way more demanding.
Quintana-Solorzano [42] proposed a protonationvattin energy between 94 and 114
kJ mol, and an activation energy between 160 and 243dt3 far B-scission depending on
the type of carbenium ion involved. Identical valmave been adopted in the present work as
a first approximation. The initial guess for the Sidbstitution activation energy is assumed
identical to that of the protonation reaction.

In Chapter 5 activation energies for the condeasasind disproportionation reaction
occurring during liquid phase hydrodenitrogenatioare estimated [43]. The activation
energies for these specific reactions were alagtiaement with those published by Sonnemans
et al. [44] for an unpromoted MaCcatalyst. The reaction occurs between two surface
piperidine species or between a piperidine spexmidsa pentylamine species. An initial guess
value for this activation energy amounting to 100voi* , which is in line with the previously
estimated parameter values, see Chapter 5, was used

The activation energy for the sulphydril assistetittogenation was estimated at gas
phase conditions, see Chapter 4, and amountedst&JLBoft. The same value was used for
the SH hydrogenolysis activation energy.

The double bond hydrogenation is a reaction enevadtduring the saturation of the C
alkene produced during the reaction of pentyl amtim®ugh elimination. The pentene
selectivity at the operating conditions used way {@v in comparison to pentanieg.,below
5%. The kinetic relevance of this reaction famityttee operating conditions used is, hence,
only minimal. In agreement with the conclusionschessd by Thybaut et al [41] the activation
energy for hydrogen addition to an olefinic carladom is taken identical to that of hydrogen
additions to an aromatic carbon atom.

The above discussed initial guesses are inspiraeghbier work and data available from
the literature [19, 42, 43, 45]. While it is belezl/that these initial guesses would suffice to
reach a decent agreement between model simulaimh®xperimental observations, subtle
differences in the parameter values may still enbane model performance. As a result, rather
than a full fledge regression, some manual finangrof these initial guesses has been
performed in order to achieve an even better ageaetmetween the model simulation and
experimental results. Accordingly, the parametelues that resulted in the best model

simulations are reported in Table 7-5.
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Table 7-5. Parameter values used for the rate coéffents and the reaction equilibrium
coefficients during the simulation of the SEMK modé for pyridine

hydrodenitrogenation.

Rate coefficient Pre- Activation
exponential energy
factor (kJ.mol?)
(sH
Knnya(is, i2) 1 x104 61.3
iéc,hyd(ip i) 1 x104 64.0
Eprot(ilx i2) 1 x10° 94.8
kg_yetim (i1, i2) 1 x10° 132.0
IE(—SH)sub (i1; iz) 1 X1016 92.3
kpa cona (i1, iz) 1 x10° 88.5
iéPP,cond (i1; iz) 1 x10 88.5
E(—SH)hydrogenolysis(ill iz) 1 Xlols 157.3
(kaik hydl1, 12) 1 x10° 52.9

7.5 Model performance and evaluation

Figure 7-2 shows the space time effect on the dymnadine conversion and the product
yields is shown. Increasing space times and, hemgedine conversions, resulted in an
enhanced €yield while that of piperidine correspondingly degsed. As mentioned in Chapter
4, these results are in agreement with the primatyre of the latter and the secondary one of
the former. The simulations nicely follow the tremdhibited by the experimental observations,

albeit a bit less pronounced.

176



0.8
_ [ )
~ Iy
5 0.6 1 - -
() -7
~ --=77
E -
o ’.—.
't7) O 4 . - - A
3 >~ - '
=
5 A
© 021
. oooooooooooo .o. ------------ .- oooooooooooooooooo .
0 ' ' '
600 1000 1400 1800

Space time (kg,; s mokL™?)

Figure 7-2. Pyridine conversion and product yieldsas a function of the space time.
Operating conditions: T = 599 K, p = 3.0 MPa, HPyridine (mol mol*) = 500,
H2S/Pyridine(mol mol!) = 7.5. Symbols:e pyridine conversion; m yield-
piperidine; Ayield-C5. Lines: --- pyridine conversion; ... yieldpiperidine; - -

- yield-Cs model simulated values obtained by solving reactanodel equations
provided in chapter 2 and rate of production of pigeridine and Gs
hydrocarbons from equation 7-9 corresponding to arSEMK model over an
industrial NiMo/ y-Al203 catalyst, along with the set of parameter values of

kinetic and catalyst descriptors reported in Tables’-4 and 7-5.

The temperature effect is shown in Figure 7-3. dsld be expected, a higher pyridine
conversion was observed at higher temperatures|seehapter 4. Similarly to the space time
effect discussed above, theyield increases with temperature and a slightehes® is obtained
for the piperidine yield. The model is able to hrce these trends. Particularly, the increase
in the conversion and thes @ield are simulated to be slightly more pronouncethpared to

what was observed experimentally.
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Figure 7-3. Pyridine conversion and product yieldsas a function of the temperature.
Operating conditions: p = 3.0 MPa, Wea/Fp = 1100 kgats molt, H2S/Pyridine
(mol molt) = 7.5, H/Pyridine(mol moll) = 500. Symbols: e pyridine
conversion;m yield-piperidine; Ayield-C5. Lines: --- pyridine conversion; ...
yield-piperidine; - - - yield-Cs model simulated values obtained by solving
reactor model equations provided in chapter 2 and ate of production of
piperidine and Cs hydrocarbons from equation 7-9 corresponding to an
SEMK model over an industrial NiMo/y-Al203 catalyst, along with the set of

parameter values of kinetic and catalyst descriptas reported in Tables 7-4
and 7-5.

The evolution of the species surface coverageb®ndordinatively unsaturated sites (*)
as a function of the space time has been visualiséigure 7-4. These surface coverages
provide strategic insight in which, at least acaogdo the SEMK model simulations, are the
most relevant species on the surface and, heroe/sadicquiring unprecedented insight in the
reaction mechanism. Moreover, these surface cogsragnstitute the basis for a critical
analysis of the physical significance of the prambsnechanismi.e.,does this mechanism,
together with the employed model parameter valoes fin adequate, physical representation
of the experimental observations?
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Figure 7-4. Simulated surface coverage at the * gitas a function of space time. Operating
conditions: T = 573 K, p = 4.0 MPa, H/Pyridine (mol mol?) = 500,
H2S/Pyridine (mol molt) = 15. Model simulated values are obtained by sdhg
reactor model equations provided in chapter 2 and ate of production of
piperidine and Cs hydrocarbons from equation 7-9 corresponding to an
SEMK model over an industrial NiMo/y-Al203 catalyst, along with the set of
parameter values of kinetic and catalyst descript® reported in Tables 7-4
and 7-5.

At typical operating conditions used, only a neiplg amount of free coordinatively
unsaturated sites were observed. About 60 % oétbiéss were occupied by the Sipecies,
which is in line with the values obtained with thengmuir-Hinshelwood model, see Chapter
4. Such a high surface coverage of Species is due to the rather high inlet molgg/Ryridine
ratioi.e.,7.5 mol moftand a pronounceds3 chemisorption as evident from the highly negative
chemisorption enthalpy of the-8, see below. The presence of Splecies as most abundant
surface species promotes the denitrogenation cgagia the sulphur assisted pathway Surface
H™ species are also important for both the aromate the olefin hydrogenation reactions.
About 20 % of the surface is covered by these spedihis is result of the very high molar
inlet Hy/Pyridine ratios amounting to 500 mol roWhich is maintained during the
experimentation combined with the ldhemisorption coefficient being comparatively lowe
than that of HS,i.e.,0.02 MPat versus the 2.1 MPa
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The 50% decrease in the pyridine surface coverdanereasing space time stems from
the conversion effect. Correspondingly, particylatie piperidine and the NHproducts
surface coverage increase with the hydrodenitrdgemaonversion.

The sulphur anion sites {Bare covered for 70 % by*'ldpecies. This is a result of the
heterolytically chemisorbing Hand BS on the catalyst surface. Such high values ofthe
coverages stem from the high molar inletRyridine and HS/Pyridine ratios i.e. 500 and 7.5
mol mol?! respectively and are necessary for the hydrogematind protonation reactions to
occur at a sufficiently high rate.

Overall, the SEMK model developed for pyridine lodkenitrogenation over an
industrial sulphided catalyst resulted in a compteodel that was mathematically challenging
to solve. The model was able to capture the effetthe experimental variables over the
pyridine conversion and the product selectivityeTtumber of adjustable parameters in the
SEMK model can be further reduced by introducingps of similar components rather than
defining reaction families for a particular specid$is can potentially results in a ‘less-
complex’ mathematical model but can inherently actdor the level of detail required to
represent all the reactions.

7.6 Conclusions and future work

Single-Event MicroKinetic model simulations haveebeperformed for pyridine
hydrodenitrogenation in a CSTR over a Nii#l 203 catalyst. A total of 33 intermediates and
the corresponding 70 elementary reactions occurbiatyveen these intermediates were
considered during the SEMK model construction. Kmeéescriptors available from literature
were used along with previously determined catalgstriptors.e., based on LHHW Kkinetics,
see chapter 4 and 5. After some minor fine tunirtj@model parameters, simulations allowed
reproducing experimentally observed conversionyaealdis trends as a function of the space
time and the temperature. 60% of the coordinativelyaturated sites was found to be covered
by SH species, which is required for promoting the actG@aN bond scission in the
hydrodenitrogenation reaction via the sulphydrdisted pathway.

The present simulations constitute a proof of cphder the SEMK methodology
extension to hetero atom containing components.léAdhcomprehensive SEMK model was
constructed based on elementary chemistry ruleshemdetical understanding of the reaction,
the number of parameters in the model remainederhigh side. It results in sets of model
equations which are mathematically quite challegdmsolve. Further reducing the number
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of adjustable parameters, e.g., by including méementary steps in a single reaction family
potentially allows addressing this issue. The eekievel of detail in the SEMK model should
be preserved, however. The present SEMK model saneasily be extended to multi ring
hetero components containing nitrogen, since tlieesponding reaction mechanism can be

expressed in terms of the same reaction families.
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8 Conclusions and

future work

Hydrodenitrogenation remains one of the most ingurprocesses in crude oil refining.
Environmental concerns and governmental regulatwagpushing engineers and technology
developers to come up with better techniques atadysss for the removal of harmful sulphur
and nitrogen compounds. Apart from the main theftkis thesis, which was the investigation
of variousreaction aspects of pyridine hydrodenitrogenation, also pleeformance of a
commercial three-phase bench-scale Robinson-Mahmaetpr was studied in great detail.

The Robinson-Mahoney three-phase reactor set-updeasified as a powerful tool for
kinetic analysis and catalyst testing of hydroiregateactions. The volumetric gas-liquid mass
transfer coefficient,kia, and gas and liquid phase hold-ug/e. in the reactor were
experimentally investigated at industrially relevactonditions and were found to be
gualitatively in line with the results obtained Wi H - gas-oil/water mixture at room
temperature and atmospheric pressures. Klhgwas observed to depend on the agitator
rotation spee\agitator, according tdc,a = 2.29 1078  Nygiraror > + 1.24 1072, which was
proven to be sufficiently high to have a negligilmepact of mass transfer effects on the
chemical kinetics. Experimental investigations $eess the liquid hold-up at both industrially
relevant and ambient conditions using step andnguilise input of a tracer, respectively, were
performed. While a minimal effect on the was observed with varying temperature and
pressure, volumetric inlet gas-liquid ratio exertedonsiderable decrease in the The &L
varied between 1 and 0.5 at volumetric inlet ggsiti ratios of 5 and 250 Ym= with a H-
Halpasol™ mixture at industrially relevant conditsp 0 and 580 & with Hz-water mixture
at ambient conditions. The reactor consisted ajrdicuous liquid phase while the gas phase
was dispersed one.

In agreement with the previously acquired gas plizde, it was found that pyridine
hydrodenitrogenation occurs as a two-step reactv@n an industrial NiMatAl 203 catalyst.
The first step is the hydrogenation of the aromaitig to form piperidine which subsequently

undergoes denitrogenation to release ammonia ald ¢ hydrocarbons. Heterolytically
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Conclusions and future work

chemisorbing K and HBS are sources for proton, hydride and sulphydiicggs which are
participating in the occurring surface reactionszaRmodels were constructed by assuming
different rate-determining steps for hydrogenatiand denitrogenation. A stepwise
hydrogenation with proton addition first to the icad atom and the third hydrogen addition
being rate determining was found to best desciileeeixperimental data. Due to the high
H.S/pyridine molar inlet ratios used, nitrogen wagdmminantly eliminatedia a HS
enhanced substitution mechanism. An a priori catah of the chemisorption entropies
allowed a significant estimation of all remainingael parameters, except for the pyridine
chemisorption enthalpy. The C-N bond scission waseoved to have a more pronounced
temperature dependence than the hydrogenatiorgh®ehactivation energy was quantified for
the former in comparison to the lattee,, 185 versus 41 kJ mél

The gas to liquid phase kinetics methodology pnesiip developed for hydrocracking
and hydrogenation reactions was successfully egtbia hydrodenitrogenation. As part of a
systematic approach, gas phase data were useddokimetic model construction and
determination of the corresponding model parameldns model was, subsequently, applied
in the assessment of a limited set of liquid phdet@ by accounting for the thermodynamic
non-ideality, solvent adsorption and the poterd@urrence of additional reactions due to the
high density at liquid phase conditions. The lowle6 partial pressures and corresponding
surface coverages at liquid phase conditions egutt reduced denitrogenation rates leading
to alternative bimolecular reactions between negrogurface species. As a consequence
pentylpiperidine formation was observed at liquidage conditions. Based on model
discrimination between two rival models it was fduhatn-pentylpiperidine was formed via
a condensation between piperidine and its ring iogeproduct, pentylamine, rather than via
disproportionation. The validity of the methodologsas evident from the negligible-
pentylpiperidine yields simulated at gas phase itiomd.

Finally, a proof of concept for the extension of tisingle-Event MicroKinetic
methodology for hetero atom containing componerds heen presented. Nine reaction
families for hydrodenitrogenation, i.e., aromatitrogen hydrogenation, aromatic carbon
hydrogenation, amine protonation, C-N bond scisgiaf-(H) elimination, C-N bond scission
via (SH) substitution, formation of heavier species viatglamine condensation, formation
of heavier species via piperidine condensationglac{SH) direct hydrogenolysis and alkene
hydrogenation, have been incorporated in the ishaeaction network generation program
‘ReNGeP’. The pyridine hydrodenitrogenation reactietwork comprises 33 intermediates

involved in a total number of 70 reactions. SEMKdalosimulation indicated the capability of
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Chapter8

the methodology to reproduce conversion and selgctrends as a function of the space time

and the temperature. Further fine tuning of the eha@ming at a reduction of the number of

parameters, while preserving the model’s levelaifd, should enhance its performance.

The work discussed in this thesis lays a stronghdation for the extension of the

knowledge towards other research projects. Somemmeendations for future work are

summarised below.

The experiments conducted with realistic feedst@tkisdustrially relevant conditions
give a good estimation of the liquid hold-up withire reactor. The liquid components
had very low vapour pressures at the investigapetating conditions and, hence, their
presence in the vapour phase could be considegdibée. It would be interesting to
investigate the reactor behaviour with liquids &ximg high vapour pressures, such that
their composition as a function of the liquid haid-can be assessed. Experiments at
industrially relevant conditions with the same lyphase, i.e., Halpasol™ but with a
lighter tracer such as pentane or hexane coul@iermed to assess the latter mentioned
effect.

Construction of gas phase models based on elergergaction steps have provided
insights in reactions and kinetics. Further ext@msf these models to liquid phase
conditions have provided a robust, yet convenierdgthodology towards using
thermodynamics in kinetics. While an example fa #xtension of the methodology
towards to sulphided catalysts from acid catalysis wrovided in this work, the
components used remained non-polar hydrocarbomstim cases. This methodology
could be extended to polar components which anatefest to a lot of chemical and
process industries. Significant challenges witlpees to the choice of the equation of
state and the actual implementation of the modilhaive to be overcome in order to
prove the methodology.

The SEMK methodology aims at reduction in the mambghplexity by using reaction
families and, hence, lesser model parameters. Whilgas done with reasonable
accuracy for the case of pyridine hydrodenitrogenathe model was rather complex
owing to a high number of reaction families. ThisMever could be advantageous when
different types of nitrogen compounds are beinggessed simultaneously. It would be
interesting to assess the applicability of theaayeproposed model for a components

having multi rings and nitrogen as the hetero atom.
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Appendix A

Calibration factors and

GC layout.

A.1 Cadlibration factors of components used during the liquid phase pyridine
hydrodenitrogenation experiments

Component CFirip
Pentane 0.89
Pentene 0.89
Pyridine 1.06
Piperidine 1.33
n-Pentylpiperidine 1.33
n-Co 1
N-Cio 1.04
n-Ci1 1.04
N-Ci2 1.04
N-Cis 1.04
N-Ci4 1.04

189



Calibration factors and GC Layout

A.2 GC-layout

Rt-Velamine
30m * 0.32mm

DHA
100m * 0.25mm

2.Malsieve 5A, 60-80
3m * 1/16" SS
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Appendix B

Site balance on sulphided

catalysts

B.1. Site balances on promoted sul phided catalysts

The site balances used during the modelling performed in chapters 4, 5 and 7 are based
on the available literature of sulphided catalysts by Kasztelan and Guillaume [1] for studying
toluene hydrogenation over a unpromoted MoS/Al2Os catalyst and by Romero et al. [2] for
naphthal ene hydrogenation over Ni promoted MoS;/Al20s.

The promoted M0S,/Al>Os which are assumed to have two sites, i.e.,, Coordinatively
unsaturated sites (*) and the Sulphur Anion (S*). The hydrocarbon species are assumed to
chemisorb on the * sites, which can be related to the corresponding chemisorption equilibria.
The hydrocarbon intermediates that are formed during the reaction are also present on the *.
Additionally, the hydride (H) and the sulphydril (SH) species which are formed during the
dissociative H> and H2S chemisorption are also present on the * sites. Equation 1 shows the

total site balance for the * site.

n m o
C.=C. + Z Reactants; + Z Intermediates; + Z Products;
i i i

phase reactions

# Used for liquid

+ Z Solvent™ + C,_y- + Co_gy-

Similar to the * sites a site balance S? needs to be made, see equation 2. These sites are
occupied only by the surface proton species that are produced due to the dissociative
chemisorption of the Hz and H>S.

Crsz- = Cgz- + Cyz-_p+ 2

According to assumptions proposed Romero et al. [2], the most favourable interactions

occur between the reactant and products with the catalyst surface rather than between the
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reaction intermediates and the catal yst surface. This assumption allows simplifying equation 1

into 3.

n o
Co =Ci+ Z Reactants + Z Products + C,_y- + Ci_gy-
i i

In order to determine the surface concentrations of the species involved in terms of the
component partial pressures, the Langmuir hypothesis is used. Accordingly, the reactant i.e.,
pyridine (P), H2 and H2S and product i.e., piperidine (PP), pentane (PA) and ammonia (NHs)
species surface concentrations can be expressed in terms of the chemisorption equilibrium
coefficient, partial pressures and the free* sites, see equations 4 to 6.

C.—p = Kp pp C. 4
Con- =K, i
*s—H~ — Hz sz * C52— H+

Ci—su- = Ku,s Pu,s Cs m

The site balance presented in equation 3 can be written in terms of chemisorption

coefficients and partial pressures asshownin7.

Cen = C. (14 Kp pp + Kpp Dpp + Kpa Ppa + Kwu, P, !

Csz—
+ (KHZ Pu, + Ku,s pHZS) Cor H+)

This summation can be noted in short when grouping the species adsorbing on the * sites

only and the species adsorbing on both the * and the S* sites as shown in equations 8 and 9.

6 = 1+ Kppp+ Kpp Dpp + Kpa Ppa + Kyn, Dnn, 8
= Ky, Pu, + Ku,s Pu,s 9
Equation 10 shows a modified form of equation 7.
Cea-
§2=—H*
CSZ_

In order to express in terms of known concentrations, it is assumed that the total

S§2—-H*
concentration of * sites equals that of the S*, see equation 11. Thisis valid for the sulphided
NiMo cataysts since the saturation of one site would lead to the suppression of the Hz and H>S
chemisorption.
Cow= Cpgo- 11
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A direct relationship for the proton surface concentration on the S can be established
based on the chemisorption stoichiometry of H>S dissociation.
Cr—_py+ = Co_y- + Co_spy- 12
By substitution of Eqgs. 10 and a combination of 2 and 12 in 11, a relationship between
the concentration of free * and S* can be established.

CSZ_ _ _ % o 13
C. (5 + CSZ‘—H"') = Cutor = Cs2—tor = Coz— + Cy+ = Cia- + Cy~ + Coy-
The hydride and the sulphydril concentrations are expressed using 5 and 6
Cq2- C2- 14
(5425 ) < g v ()

S2——_g+ C52—_H+

Which gives arelationship between the free * and the S* sites.
§C, = Cqe- 15

From Egs. 13 and 15, an expression for the total proton concentration on the S* can be
established see 17 via 16.

6 C, 16
c, (5 +u ) = §C. 4 Cgom s
C52—_H+
Csz—_H'l' = ﬂ 5 C* 17

An expression for the number of free active sites free on the * will be required for the
development of the rate expressions. This is done by combining equations 15 and 17 in 10.
Equation 19 gives arelationship that can be used directly in the rate equations.

G = C. <5+u\/5_§*c>= . (5+ i)

Ce 19

6+ /ud

The surface areaof the present catal yst was reported to be 1.9 10° m? kgt see al so chapter

18

2, but the site density of the present catalyst was unavailable. However, Choi et al. [ 3] propose
asite density of 0.31 10 m? for a molybdenum carbide catalyst. Considering a similar site
density for sulphided catalyst, a total number of active sites both * and S* together was
calculated and amounted to 0.97 mol kgear™.
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Appendix C

Information related to

ReNGeP

C.1 . Example variables in the ReNGeP for procgssactants and

intermediates for pyridine hydrodenitrogenation.

nmono_arom_n_H_addition, /l Mono aromatic H
addition
nmono_arom_n_H_subtraction, /l Mono aromatic H

subtraction

mono_arom_n[NLAB], mono_naph_n[NLAB], /Il Labels
acyc_n[NLAB],

nmono_arom_n = 0, nmono_naph_n =0, // Number of each
nacyc_n =0, compound
imono_arom_n =0, imono_naph_n =0, /I Counter on each
lacyc_n =0, compound
mono_arom_ns[NHYC+1][NLAB], I/ Matrix for each
mono_naph_ns[NHYC+1][NLAB], compound type
acyc_ns[NHYC+1][NLAB],

iprocess_mono_arom_n =0, /I Counters for
iprocess_mono_naph_n =0, reaction compounds

iprocessacyc_n =0,

imono_arom_n_H_addition, /I Counter for
imono_arom_n_H_subtract, monoaromatic
surface adds and

subs
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C.2 Example reaction families implemented for pyred
hydrodenitrogenation.
Example 1: Hydrogen addition and subtraction.

H_addition_n (reactant, products, ne)

H_subtraction_n (reactant, products, ne)

‘H_addition_n’ adds a charge bearing hydrogen atom to each wasatucarbon and
stores each of the corresponding products in aroemof products.H_subtraction_n’

works the opposite way.

REMARKS:
» Applies to:
o0 Arom_ns
* Product(s):
o Arom_ns
» Constraints:
o0 Ring nitrogen atoms must be saturated first.
* Identifiers:
o0 Number of unsaturated carbon neighbors.
o Number of branches on carbon atom.
* Other:
o Transition state symmetry and chirality is calcaethby temporarily adding a
hydroxyl group. Take care when oxygen is alreacs@nt.

o0 A routine is present to write fully saturated protito the naphthenics file.
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Example 2: Acyclic SH substitution.

Acyclic_SH_substitution_n (reactant, productsl, pro ducts2, ne,
ne2)
Acyclic_SH_substitution_n performs an acyclic SHsubstitution to each saturated

carbon neighbor of nitrogen and adds a sulfhydrglpg to this neighbor which causes the

bond with nitrogen to break. Also performs the beaid reaction.

REMARKS:
» Applies to:
o Acyc_ns
* Products:
o Acyc_ns
o Paraffins

» Constraints:
0 Sulfur atoms must be removed first.
0 Unsaturation’s must be removed first.
o If another acyclic nitrogen is in the branch, tlmarich product is still written
to paraffins instead of acyclic nitrogen.

* |dentifiers:
o Unknown.
e Other:

o Transition state symmetry and chirality is calcethby temporarily adding a
hydroxyl group. Take care when oxygen is alreacs@nt.

0 Transition state calculations are essentially etu#he product. This does not
cause problems for this thesis. If problems do pacduture work, adapt like
in exo/acyc pentylamine condensation.

o Symmetry and chirality of product is calculatedfss product of both.

C.3 Output of ReNGeP for pyridine hydrodenitrogerat
Compounds

20 mono aromatic nitrogen compounds
4 mono naphthenic nitrogen compounds
10 acyclic nitrogen compounds

1 olefins

3 paraffins (including sulfides)
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Reactions of mono aromatic nitrogen compounds

42 atomic H additions
42 atomic H subtractions
Reactions of mono naphthenic nitrogen compounds

2 protonations

2 deprotonations

2 endocyclic beta elimination

2 reverse endocyclic beta elimination

1 exocyclic beta elimination

1 reverse exocyclic beta elimination

2 endocyclic -SH substitution

2 reverse endocyclic -SH substitution

1 exocyclic -SH substitution

1 reverse exocyclic -SH substitution

0 endocyclic condensation with pentylamine

0 reverse endocyclic condensation with pentylamine

1 exocyclic condensation with pentylamine

1 reverse exocyclic condensation with pentylamine

0 endocyclic condensation with piperidine

0 reverse endocyclic condensation with piperidine

1 exocyclic condensation with piperidine

1 reverse exocyclic condensation with piperidine
Reactions of acyclic nitrogen compounds

3 protonations

3 deprotonations

2 beta elimination

2 reverse beta elimination

2 -SH substitution

2 reverse -SH substitution

2 -SH direct hydrogenolysis

2 reverse -SH direct hydrogenolysis

2 condensation with pentylamine

2 reverse condensation with pentylamine

2 condensation with piperidine

2 reverse condensation with piperidine

2 hydrogenation of double bonds.

2 dehydrogenation of double bonds.
Reactions of olefins

1 hydrogenation
Reactions of paraffins (including sulphides)

1 dehydrogenation
1 -SH direct hydrogenolysis
1 reverse -SH direct hydrogenolysis
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