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Abstract
In formal reasoning, the quantifier “Some” means l@ast one and possibly all.” In contrast,
reasoners often pragmatically interpret “Some” gam“Some but not all” on both immediate
inference and Euler circle tasks. It is still urclevhether pragmatic interpretations can explain
the high rates of errors normally observed on giglic reasoning tasks. To answer this question,
participants in the current experiments were preskwith either standard quantifiers or clarified
guantifiers designed to precisely articulate thagical interpretation. In Experiment 1, reasoners
made significantly more logical responses and Sgmtly fewer pragmatic responses on an
immediate inference task when presented with |digictarified as opposed to standard
guantifiers. In Experiment 2, this finding was exded to a variant of the immediate inference
task in which reasoners were asked to deduce whaived from premises that they were to
assume were false. In Experiment 3, we used agsslio reasoning task and observed that
logically-clarified premises reduced pragmatic amateased logical responses relative to
standard ones, providing strong evidence that patigmesponses can explain some aspects of
the errors made in the syllogistic reasoning taslese findings suggest that standard quantifiers

should be replaced with logically-clarified quaiit in teaching and in future research.
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“At Least One” Problem with “Some” Formal ReasonParadigms

Syllogistic reasoning is a widely used measur®whal, deductive reasoning. In this
task, reasoners are presented with two premisenstaits (e.g., “Some of the As are Bs” and
“All of the Bs are Cs”) and are then asked to decidhether a given conclusion statement
logically follows from the premises (e.g., “Sometloé As are Cs,” which is a valid conclusion).
Syllogistic reasoning is used as a vehicle to iigate such disparate phenomena as belief bias
(Evans, Barston, & Pollard, 1983; Klauer, MuschiN&umer, 2000; Newstead, Pollard, Evans,
& Allen, 1992; Thompson, Striemer, Reikoff, Gunt&rCampbell, 2003), the role of working
memory in reasoning (Capon, Handley, & Dennis, 2@peland, & Radvansky, 2004;
Gilhooley, Logie, & Wynn, 1999, Quayle & Ball, 200Gtrategies in reasoning (Bacon, Handley,
& Newstead, 2003; Bucciarelli & Johnson-Laird, 19@ater & Oaksford, 1999), and
disruptions to reasoning performance caused byFagk & Sharp, 2002; Gilinsky, & Judd,

1994) and other factors (Fisk, Montgomery, Waread/urphy, 2005; Smeets & De Jong,
2005).

Although often taken as a measure of logical ahdit reasoning, it is almost certainly
the case that performance on this task also encssapa number of non-analytic processes. For
example, it is well known that the believabilitylwdth the premises and the conclusion have a
large impact on the inferences reasoners are gilbrendorse (e.g., Evans et al., 1983; Klauer et
al., 2000; Newstead et al., 1992; Thompson, 1986mpson et al., 2003 ). Even when the
believability of the material is not an issue (igremises and conclusions describe arbitrary or
abstract relations), the reasoner must still imetrfhe task, the instructions, and the meaning of
the quantifiers used in the problems. Poor perfoceatherefore, may not necessarily represent

poor logical reasoning, but, instead, may refléifecknces between the reasoner’s and the
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experimenter’s interpretation of the task requireteeFor example, reasoners conflate the
concepts of logical possibility with logical necigge.g., Evans, Handley, & Harper, 2001,
Evans, Handley, Harper, & Johnson-Laird, 1999; Nead, Thompson, & Handley, 2002), and
employ heuristic, rather than logical, strategiésdter & Oaksford, 1999). Consequently, it is
difficult to make attributions about the contrilmris of analytic processes to performance in the
absence of a well-articulated model of interpreta(Evans & Thompson, 2004; Thompson,
2000).

Thus, the goal of this paper is to investigatehtw interpretation of the quantifiers used
in syllogistic problems contributes to variabilityreasoning performance. Surprisingly,
relatively little is known about how interpretatalong this dimension affect reasoning. There
is also a well-developed literature documentingoear’s interpretation of quantified premises
in isolation (e.g., Begg & Harris, 1982; Déret, 898vans et al., 1999; Newstead, 1989, 1995;
Newstead & Griggs, 1983; Politzer, 1991; Rosenth@80), but little that examines the
relationship between these interpretations ancreéag on a complex task.

Of particular interest is the quantifier “Some Hieh is used differently in formal logic
than it is used in everyday speech. In formal Iotfome” means “At least one and possibly
all.” Pragmatically, however, this interpretatiointioe word “Some” is infelicitous, as “Some”
means “Some but not all” in everyday speech. Fstaimce, if James tells Sarah “Some of the
employees are part of the union,” then Sarah wi#iri that some employees ar@t part of the
union (becausenly some of the employees are); Sarah would reasoaablyme that if James
had meant “All,” then he would have said “All.” Ehis termed the Gricean maxim of quantity
(or informativeness; Grice, 1975/2002). Thus, wheasoners are presented with a premise such

as “Some of the As are Bs,” they will make the gdasonclusion that “Somieut not allof the
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As are Bs.” As a result, some syllogistic reasorigrgors” may not be errors at all. Rather, the
error may reflect a Gricean, rather than a logicéérpretation of the premises.

Indeed, the evidence supports the conclusiornréasioners make pragmatic
interpretations of quantified premises (e.g., B&ddarris, 1982; Déret, 1998; Evans et al., 1999;
Newstead, 1989, 1995; Newstead & Griggs, 19831#wli1991; Rosenthal, 1980). Much of the
data is derived from the immediate inference taglere reasoners are presented with a single
premise statement (e.g., “All of the As are Bs")l ane then asked to judge whether a given
conclusion statement follows (e.g., “None of theaks Bs,” which would be false). Pragmatic
interpretations are common. For instance, reas@arer@2%morelikely to conclude that “Some
of the As are Bs” follows from “Some of the As ai@ Bs” than from “All of the As are Bs,”
even though the former is invalid and the latteralkd (Evans et al., 1999). Furthermore,
although instructing reasoners on the logical pregation of the word “Some” increases logical
responses (Newstead, 1995), it does not prevegimatc responses (Begg & Harris, 1982;
Newstead, 1989; Newstead & Griggs, 1983). Simitatihgs have been obtained using a
different paradigm, the Euler circle task, in whtble conclusions are circle diagrams instead of
statements (Begg & Harris, 1982; Newstead, 1989).

Although there has been a long-standing assumpghtetrthese types of Gricean
interpretations contribute to the large numberradrs typically observed in syllogistic reasoning
tasks, the existing data do not corroborate thmothesis. For example, whereas Newstead and
his colleagues (Newstead, 1989, 1995; NewsteadiggS&r1999) have demonstrated that while
such interpretations are common on immediate inferéasks, they appear to account for little,
if any, variance on the more complex, syllogiséasoning task. For example, when one looks at

the errors reasoners make, there is little evidémsfiow that they are produced by a Gricean
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interpretation of the premises (Newstead, 199%)eéa, such errors tend to be produced less
often than expected by chance. However, Newste2@b]lfound a small correlation between the
tendency to endorse Gricean interpretations onuder Eircle task and the probability of
endorsing a conclusion consistent with a Gricegrmetation in the syllogistic reasoning task.
He also observed a small, but statistically regaelduction (28% to 19%) in responses
consistent with a Gricean interpretation when pgrdéints were given instructions about the
logical meaning of “Some.” Additionally, RobertseWstead, and Griggs (2001) have shown that
a portion of syllogistic errors are consistent vathragmatic interpretation of the premises,
assuming that they also make reversible interpogisibf the premises (e.g., such that “Some of
the As are not Bs” entails “Some of the Bs areAsy).

One interpretation of these data is that the esgioe of Gricean interpretations is but one
of many factors that contribute to performancelwsé tasks (Roberts et al., 2001). This would
make the calculation of chance rates of observadldificult. How many pragmatically-
consistent errors does one need to observe toummthat they occur a significant proportion of
the time in a context where responses are muldietgrmined? Moreover, given that overriding
the inclination to interpret “Some” as “Some but ali’ is a working-memory demanding task
(Feeney, Scrafton, Duckworth, & Handley, 2004)tringtions to do so might have limited utility
in the context of a highly working-memory demandiagk, such as syllogistic reasoning.

In the current paper, we have adopted an altemapproach, namely to replace the
ambiguous quantifiers with new quantifiers thatcgely articulate their logical interpretation.
This manipulation should not pose extra demandsaking memory; thus, to the extent that
“errors” on syllogistic tasks reflect pragmaticarretations of the quantifiers, performance

should improve with the logically-clarified versign
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We know of only two studies that have attempteethuce the ambiguity of the premises
by substituting alternative phrases for them (Gea$rovitera, 1971; Newstead & Griggs,
1999). In those studies, the quantifiers were mgalavith extended sentences (e.g., the sentence
“Whenever | have a square block it is blue, busbdave some blue blocks that are not square”
indicates that somieut not allblue blocks are square). It is important to notyéver, that the
elaborated premises did not specify ligical meaning of quantifiers, but instead reduced
ambiguity by eliminating some possible interpretias of the quantifiers. Indeed, in some cases,
the meaning of the quantifiers was altered to suchxtent that the elaborated and traditional
versions entailed different valid conclusions.

Nonetheless, the elaborated premises had a sgnifimpact on the conclusions that
participants endorsed, suggesting that some vétyaibi syllogistic reasoning can be attributed
to ambiguity in the interpretation of the premisBlse goal of our study is to take this one step
further and to clarify the logical meaning of thertcular quantifiers by replacing them with
statements that precisely articulate their logmahning, namely “At least one” (similar to
Geurts, 2003). The use of “At least one” quantfighould decrease reasoners’ inclination to
make pragmatic responses for two reasons. Firstgastone” stresses the focus garticular
(i.e., individual) cases instead of sets of caSesond, “At least one” pragmatically allows for
the possibility “All.” Both of these characteristiare important, because a statement such as
“Some of the As are Bs” logically allows for thegsdility that onlyoneA is a B, thatll As are
Bs, or anything in between. The only possibilitiediout is that none of the As are Bs, and “At
least one” is consistent with this logical meaniniat is, “At least one” clearly asserts that there
is one A that is a B and allows for any or all k¢ remaining As to be Bs.

The experiments that follow have two goals. Thet fs to demonstrate that reasoners



C300 — Pragmatic Errors 8

interpret our new logically-clarified “At least ohquantifiers as we intended them to; in
Experiments 1 and 2, we tested the hypothesiddgetally-clarified premises will reduce
pragmatic responses and increase logical respons@g versions of the immediate inference
task. The second goal was to extend this analysgliogistic reasoning; in Experiment 3, we
predicted that logically-clarified premises woukklwise facilitate logical responses on a
syllogistic task. Finally, we discuss the impliceis of our findings for theories of syllogistic
reasoning.

Experiment 1

Participants in this study completed an immedisfierence task with one of three types
of quantifiers. The first was the standard particgremises (“Some” and “Some...not"). The
second was the logically-clarified quantifiers (‘l@ast one” and “At least one...not”). Finally, as
a control condition, we also included pragmaticallyrified quantifiers (“Some but not all” and
“Some but not all...not”), which should provide animsite of reasoners’ inclination to make
pragmatic responses when it is unambiguously apiateo do so.

We were interested in two types of responses npa#ig and logical. Logical responses
should be based on the Square of Opposition,esréited in Figure 1. In contrast, pragmatic
interpretations should resemble the pattern degpiayethe Triangle of Opposition in Figure 2.
Figure 1 depicts the relationship among the foamdard quantifiers: “All,” “No,” “Some,” and
“Some...not.” Traditionally, each quantifier repretseone of four moods that make up an
orthogonal combination of universality (univergadyticular) and polarity (affirmative, negative).
“All” is the universal affirmative (e.g., “All ofte chemists are beekeepers”), “No” is the
universal negative (e.g., “None of the chemistshaekeepers”), “Some” is the particular

affirmative (e.g., “Some of the chemists are bepke®’), and “Some...not” is the particular
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negative (e.g., “Some of the chemists are not legeks”).

However, given that reasoners often interpret “8bpragmatically rather than logically,
Begg and Harris (1982) argued that reasoners diggleal reality into just three categories:
“All,” “No,” and “Some but not all.” In this viewthere are truly only three logical moods, which
could be modelled as a “Triangle of Oppositiontapicted in Figure 2. The “All” and “No”
moods are the same as in the Square of Oppodiibnhe “Some” and “Some...not” moods are
replaced by a single “Some but not all” (partitiompod (where “Some” and “Some...not” are
merely exemplars of the partition mood). Under thisrpretation, each of the three moods
(universal affirmative, universal negative, andtipian) should be mutually exclusive. That is to
say, no two of these moods (e.g., “All” and “No3grcbe true at the same time, so the truth of
one mood (e.g., “All”) implies the falsity of themaining two (i.e., “No” and “Some but not

all”).

If the quantifier manipulation is successful iranging the frequency of pragmatic
responses, then differences among the three tygpsaatifiers should be observed. The rate of
logical responses should be highest with the Idigicdarified premises, and the rate of
pragmatic responses should be highest with thenatgally-clarified premises. That is,

participants given logically-clarified premises gltbproduce responses consistent with the
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Square of Opposition depicted in Figure 1, whepragmatically-clarified premises should elicit
responses consistent with the Triangle depictddgare 2. Under the assumption that traditional
guantifiers are ambiguous in their interpretation,expect a mixed pattern for these.

However, as illustrated in Figures 1 and 2, thifedinces among the quantifiers should
be selective, applying only to problems in whigbragmatic interpretation of the quantifier
would lead to a different conclusion than the lagioterpretation. The two types of problems
for which these differences should be observeaaliedsubcontraryandsubalternproblems.

Forsubcontraryproblems, reasoners are presented with a partiptéanise followed by
the reverse-polarity conclusion (i.e., “Some of Aseare Bs” followed by “Some of the As are
not Bs,” or vice versa). Under a pragmatic intetgtien, these conclusions follow validly. Under
a logical interpretation, however, neither conausis necessary, because “Some” allows the
possibility of “All” and “Some...not” allows the posslity of “None.” Consequently, we
expected that the rates of endorsement for thesgu=ions to be highest for the pragmatically-
clarified premises, followed by the standard arelltgically-clarified premises; conversely, the
pattern of logically valid responses (i.e., to oate that these conclusions are possible) should be
the reverse.

Forsubalternproblems, reasoners are presented with a pantiptéanise followed by the
same-polarity universal conclusion (i.e., “Soméehaf As are Bs” followed by “All of the As are
Bs” or “Some of the As are not Bs” followed by “N®of the As are Bs”). These conclusions are
logically, but not pragmatically possible. Thusaseners should be more inclined to reject these
inferences in the pragmatically-clarified conditithyan the standard condition, followed by the
logically-clarified condition. Again, logical respses (i.e., to indicate that these conclusions are

possible) should be the mirror image of this patter
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For the two remaining problem types there shoelad effect of the quantifier
manipulation, because the logical and pragmaterpmetations of the premises lead to the same
conclusion. Fordentity problems, reasoners are presented with a preollsevéd by the same
statement as a conclusion (i.e., “Some of the Adaf’ followed by “Some of the As are Bs” or
“Some of the As are not Bs” followed by “Some o ths are not Bs”). Both logically and
pragmatically, these conclusions necessarily fallBar contradictoryproblems, reasoners are
presented with a premise followed by a conclusidh e opposite universality and polarity
(i.e., “Some of the As are Bs” followed by “Nonetbe As are Bs” or “Some of the As are not
Bs” followed by “All of the As are Bs”). Both logaily and pragmatically, these conclusions are
necessarily false.

In summary, for two critical problem types (subattand subcontrary) logical responses
should be increased and pragmatic responses sbeuwldcreased in the logically-clarified
condition and the reverse should be true in thgmedically-clarified condition. For the
remaining two problem types (contradictory and tdghresponses should be consistent for all
three quantifier types.

Method

Participants.Twenty-four participants with no background initbogompleted
Experiment 1. Six participants were volunteers tiedremaining 18 were University of
Saskatchewan undergraduates that received cowdi¢ ar five dollars for participating.

Materials and DesigrEach problem was presented on the page in thenioigpform:
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IF IT IS TRUE THAT:
At least one of the chemists is a beekeeper
THEN IS IT THE CASE THAT:

All of the chemists are beekeepers Y N_M__
None of the chemists are beekeepers Y N_M
Some of the chemists are beekeepers Y N_M__

Some of the chemists are not beekeepers Y__ N__ M

All problems related one category of individualsatwther category of individuals. Each of the
48 unique categories used was either a professiarhobby. The particular affirmative and
particular negative premises were presented usamglard (“Some,” “Some...not"), logically-
clarified (“At least one,” “At least one...not"), @ragmatically-clarified quantifiers (“Some but
not all,” “Some but not all...not”). This resulted $ix premise-types (2 polarities x 3
guantifiers). Four versions of each premise typeeweeated using unique combinations of
hobbies and professions. The conclusion statermesres always the four standard moods (“All,”
“No,” “Some,” and “Some...not") and were followed tiyee response options: “Y” (for “yes”),
“N” (for “no”), and “M” (for “maybe”).

ProcedureThe 24 problems were presented in four blocks, aatthone instance of
each premise type. The order of the items withatkd was randomized for each group of four
participants. Orthogonal to this, the four conauasstatements were presented in four
counterbalanced orders. Each participant was gidesoklet that began with the following
instruction page:

Immediate Inference Task

IF IT IS TRUE THAT:
Either a magpie or a magpie and a crow are iryane
THEN IS IT THE CASE THAT:

A magpie is in the yard Y N_M__
A magpieisnotintheyard Y__ N__ M__
A crow is in the yard Y N_M
A crow is not in the yard Y _N_M_
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Assume that the first “premise” statement (i.eifti&r a magpie or a magpie and a crow
are in the yard”) is true. You must then decide tiwbeeach of the four following
(“conclusion”) statements is NECESSARILY true, NEEFARILY false, or possibly
true given that the premise statement is true.

For instance, because the premise is true, withitbout a crow, there must be a magpie
in the yard. As such, the first conclusion staten& magpie is in the yard”) is
necessarily true. Thus, you would check the spageto the “Y” (for “yes”).

Conversely, the second conclusion statement (“Apieaig not in the yard”) is
necessarily false. Thus, you would check the spageto the “N” (for “no”).

The remaining two conclusion statements are bosisipte but not necessary because a
crow could or could not be in the yard (e.g., thegpie could be alone in the yard). For
both of these statements you should therefore cieckpace next to the “M” (for
“maybe”).

In the problems presented below assume that afitHiements refer to a gathering of
people in a room. After you have finished a prohlphlaase do not return to it (even if
you realize that you have made a mistake). If yewaclear about any of these
instructions, please ask the experimenter to gléngm before you continue. When you
are ready to begin, flip the page.

Participants were tested alone or in small groNestime limit was set for completing the

problems. Most participants took about 15 minutes.

Results
The dependent measures for Experiment 1 were gropdogical and pragmatic

responses; as the overall results for these depentsasures were always complementary, the

analysis will focus only on the logical responsHse data are plotted in Figure 3.

A 3 (quantifier; logically-clarified, standard,ggmatically-clarified) x 4 (problem type;
contradictory, subaltern, subcontrary, identity)hivi-group ANOVA for logical responses

revealed a significant main effect for quantifief2,46) = 20.178MSE= 1.115,p < .001, a main
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effect for problem typef(3,69) = 103.569MSE= 8.774,p < .001, and an interactioR(6,138)
=17.160MSE= .746,p < .001. Planned comparisons were then conducted.

We predicted that subaltern problems (i.e., proiléor which “Some” or “Some...not”
was the premise and “All” or “No,” respectively, svthe conclusion) would elicit different
responses in the three quantifier conditions. Aclaignterpretation acknowledges that, for
instance, “All” is not impossible given “Some;” thuclarifying the meaning of “Some” should
facilitate this interpretation. As predicted, paigants made more logical responses with “At
least one” quantifiers (.65) relative to “Some” gtifkers (.36),t(23) = 3.446p = .002,SE;i =
.085, and fewer logical responses with “Some btabdquantifiers (.05) relative to “Some,”
t(23) = 4.541p < .001,SE; = .068. As expected, these findings were mirroned keduction in
pragmatic responses for “At least one” (.34) relato “Some” quantifiers (.64)(23) = 3.562p
=.002,SEji = .083, and an increase in pragmatic response€Sémne but not all” quantifiers
(.94) relative to “Some,t(23) = 4.460p < .001,SE;x = .068.

We predicted that subcontrary problems (i.e., l@mols for which “Some” was the
premise and “Some...not” the conclusion, or vice &evgould elicit different responses in the
three quantifier conditions. A logical interpretatiacknowledges that “Some” does not imply
“Some not,” and vice versa, thus, clarifying th8bte” means “At least one” should block this
interpretation. Consistent with this predictionttiz#pants made more logical responses with “At
least one” quantifiers (.51) relative to “Some” gtigers (.31),t(23) = 2.483p = .021,SEyi =
.081, and less with “Some but not all” quantified) relative to “Some,t(23) = 3.016p =
.006,SEjir = .063. As expected, these findings were mirrongd beduction in pragmatic
responses for “At least one” (.44) relative to “S¥mquantifiers (.64){(23) = 2.369p = .027,

SEix = .084, and an increase in pragmatic responséSéone but not all” quantifiers (.83)
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relative to “Some,t(23) = 3.194p = .004,SE;« = .060.

For contradictory problems, we expected no difiees between premise conditions,
given that the conclusion is impossible regardédsshether a pragmatic or logical interpretation
is made (e.g., “None” cannot follow from either 8@ or “At least one”). Consistent with this
prediction, no differences were found between “Sofr8#) and “At least one” quantifiers (.97),
t(23) =.917 p = .369,SE;i = .035, or between “Some” and “Some but not allawfifiers (.93),
t(23) = .432p = .670,SE;i = .022

Similarly, no differences were expected for idgnproblems. Consistent with this
prediction, there was no difference in logical m@wes for “Some” (.99) and “Some but not all”
quantifiers (.97)1(23) = 1.381p = .181,SE;x = .011. However, contrary to predictions, logical
responses for “At least one” quantifiers (.80) wagmificantly reduced relative to “Some”
guantifierst(23) = 3.182p = .004,SE;ix = .060. This was mirrored by a rise in “maybe”
responses for “At least one” (.20) relative to “S8rq01),t(23) = 3.171p = .004,SE; = .061.
This apparent anomaly is likely due to the fact #itnhough logically-clarified versions of the
premises were used, the conclusions were presantied standard form. Whereas logically-
clarified statements allow for the possibility afiversal (i.e., “All”) or singular (i.e., “one”)
interpretations, standard statements imply more timee but not all; as such, given “At least
one,” “Some” does ngiragmaticallyfollow (i.e., if “All” or “one” is true). Thus, tlkse data
serve as additional evidence that participantsalonterpret standard and logically-clarified
statements to mean the same thing.

Discussion
Our manipulation successfully reduced the numberagmatic responses given to

particular quantifiers. Specifically, for subalteand subcontrary problems, the rate of pragmatic
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responses was reduced by 30% and 20%, respectnigiyogically-clarified “At least one”
guantifiers; this decrease was accompanied by comant increases in logical responses. Thus,
reasoners interpret “At least one” to mean somgtmore similar to the logical meaning of
particular connectives than the traditional “Somei$ worth noticing, however, that
performance for the logically-clarified premisesswent at ceiling, indicating that we were not
100% successful in promoting a logical interpretati

In addition, it is clear thatomereasoners made a logical interpretation of thedstah
guantifiers, given that pragmatic responses wenemevalent in the pragmatically-clarified
condition. These data suggest that the standarmtifjees are ambiguous, and produce highly
variable interpretations. In order to avoid theiaace in performance that can be attributed to
differences in interpretations, researchers mighadvised to specify the intended meanings of
the premises using either the pragmatically-ckedifor logically-clarified premises.

Experiment 2

The goal of Experiment 2 was to replicate andrekthe findings of Experiment 1 in the
following ways. First, Experiment 1 used a withirogp design, opening up the possibility of
carry-over effects. That is, given that the variquantifiers were presented in close proximity,
participants may have made a conscious effortdorighinate their meanings. Thus, we wished
to rule out the possibility that the high rate agical responses and low rate of pragmatic
responses on the logically-clarified problems waatdicially elevated and decremented,
respectively, due to exposure to the standard pnakl To accomplish this goal, Experiment 2
used a between-groups design. Pragmatically-adriuantifiers were not presented in
Experiment 2.

A second goal of Experiment 2 was to addressdhearn raised in the results of
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Experiment 1 by providing logically-clarified comslions as well as logically-clarified premises.
That is, those participants who received “At least” premises also received “At least one”
conclusions. By so doing, we were able to provideoae appropriate identity condition for
logically-clarified quantifiers. In addition, thimanipulation allowed us to increase the number of
conclusions predicted to differ for standard argidally-clarified premise types, in particular,
for subalternproblems with universal premises. For these prob)grarticipants are presented
with a universal premise followed by the particiypaemise with the same polarity (i.e., “All of
the As are Bs” followed by “Some of the As are Bs™None of the As are Bs” followed by
“Some of the As are not Bs”). These conclusiondagieally necessary, but pragmatically
impossible. Thus, logical “yes” responses shoulthbeeased and pragmatic “no” responses
should be decreased in the logically-clarified abad relative to the standard condition.

For the remaining new problem types, no effeduantifier is expected, because both
logical and pragmatic interpretations lead to @ response. Specificallygntradictoryand
identityproblems with universal premises follow the sanggd@s contradictory and identity
problems with particular premises.dantraryproblems, participants are presented with a
universal premise followed by the reverse-polasitwersal premise (i.e., “All of the As are Bs”
followed by “None of the As are Bs,” or vice versahe type of particular quantifier cannot
affect performance in this condition because paldicquantifiers do not appear in these
problems.

The final goal of Experiment 2 was to extend qualgsis to situations in which the
premises are assumed to be false. For instanités false that “Some of the As are Bs,” then is
it the case that “None of the As are Bs?” Thushfalf of the problems, participants were asked

to judge what is implied by a true premise, andfierremaining half, they were asked to judge
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what follows from a false premise.

As we pointed out earlier, the pragmatic intergiet outlined in Figure 2 suggests that
the three moods (universal affirmative, universadative, and partition) will behave as mutually
exclusive. That is to say, no two of these moods,(8All” and “No0”) can be true at the same
time, so the truth of one mood (e.g., “All”) impdi¢he falsity of the remaining two (i.e., “No”
and “Some but not all”). Conversely, a false prenfesg., “All”) implies that each of the
remaining two moods (i.e., “No” and “Some but niéit)are still possible. Consequently, in the
false premise task the majority of a pragmaticaoeass responses should conform to a simple
pattern, where all conclusions will be regarde@a@ssible except the false identity conclusions
(including the subcontrary conclusions, becauseri&aand “Some...not” are regarded as the
same). Reasoners should be more likely to adopptiaigmatic strategy as their primary strategy
in the standard condition relative to the logicallgrified condition.

The pattern of responses under a logical inteapoet will be different. To derive a
logical interpretation, one needs to determine Viblsdws logically from the contradiction of the
premise. For example, if the premise “Some of tkeae Bs” is false, then this can be converted
to mean that the premise “None of the As are B#'lis. The reasoner can then use this
converted “No” premise to evaluate the conclusipms, “All” and “Some” are false and “No”
and “Some...not” are true). Reasoners should be tikalg to adopt this strategy in the
logically-clarified than the standard condition.

We also anticipated that reasoners will havediffy in making inferences from false
premises. For example, reasoners often have dtifidetermining which situations contradict or
are inconsistent with a set of premises (e.g.,d8a& Johnson-Laird, 2003). According to these

authors, reasoners must first eliminate the sguefpossibilities before they can derive the false
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possibilities. As this may overtax working memamsasoners are prone to error. In the current
task, we hypothesised that reasoners might takengaishort-cut, in particular, by accepting the
“opposite” of the premise (i.e., the reverse ptyariwhere “All” and “No” are opposites and
“Some” and “Some...not” are opposites (e.g., a fA48E may seem to imply a true “No”). In
principle, the polarity rule could be used juskasily by pragmatic and logical reasoners.
Method

Participants.Thirty-two University of Saskatchewan undergradsateh no background
in logic completed Experiment 2. Participants reedicourse credit or five dollars for
participating. None of the participants in Expenm2 had participated in Experiment 1.

Materials and DesigrThe same 48 categories of professions and hobbesin
Experiment 1 were used in Experiment 2. Half ofgghdticipants were presented with standard
guantifiers (“Some,” “Some...not") and half were mreted with logically-clarified quantifiers
(“At least one,” “At least one...not") for both preseisandconclusions. All participants were
also presented with universal affirmative (“All"hé universal negative (“N0”) premise
statements. Each problem used one of the four pesmwith all four conclusions. Thus, each
participant was presented with four unique problentsch were randomly ordered on the pages
in each of six blocks for a total of 24 problembeTconclusion statements were presented in the
same four counterbalanced orders as in Experimdrarlhalf of the participants, participants
were to assume the premise was true for the faltoh the problems and false for the second
half of the problems. The other half of the papacits received the false premises first and true
premises second. This order manipulation was odhaigto the counterbalancing order of
conclusion statements and to the quantifier maatpan. The premise headings were changed

such that the word “TRUE” or “FALSE” was bold, it@ked, and underlined (e.g., “IF IT IS
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TRUE THAT:”) for the true and false premise problemespectively. As in Experiment 1,
participants were to put a check next to the “Y\;™or “M” for each conclusion statement.

ProcedureThe procedure for Experiment 2 was identical todfkpent 1 except that
there were two instruction pages. The instructiagepfor the true premise problems was
identical to that used in Experiment 1. The ingiarcpage for the false premise problems was
only slightly modified (i.e., because different cusions follow from true and false versions of
the same premise), but was otherwise identical.
Results

The dependent measures for Experiment 2 were gropdogical and pragmatic
responses; as before we will base our analysisaoiiyron the logical pattern. Results will be
presented in three subsections: (1) overall logesphonses, (2) true premise problems with
particular premises (i.e., the conditions usedxpefiment 1), and (3) true premise problems
with universal premises, which provides an adddldast of the quantifier hypothesis. Note that
five participants (four in the standard conditiordane in the logically-clarified condition) were
removed from Experiment 2 for having three or memrers on any of the identity, contradictory,
or contrary problems. Failure to respond logictdlyhese self-evident problems suggests that
these participants did not comprehend the taskdM/eot use a similar exclusion criterion for
Experiment 1 because this would have concealecethection in acceptance of identity
problems in the logically-clarified condition. Rewog the five participants from the present
experiment does not alter any of the findings regzbbelow.

Overall Logical Responseto broadly characterize the data, a 2 (quantifemdard,
logically-clarified) x 2 (premise truth; true, falsmixed ANOVA for proportion logical

responses was conducted. These data are repofegguine 4. As is clear in the figure, more
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logical responses were given for true (.81) thdsef&57) premise problemis(1,28) = 64.691,
MSE=.014,p< .001. As expected, the ANOVA also revealed tbgidal responding was higher
for logically-clarified problems (.75) than standgroblems (.63)F(1,30) = 5.906MSE= .037,

p =.021. The interaction was non-significaf{l,28) = .067MSE= .014,p = .797, indicating

that the advantage for logically-clarified quareif is about the same with true and false premise

problems.

However, our suspicion that participants wouldehdifficulty with the false premise
problems was confirmed. This data was quite notdl vithin and between participants, making
more fine-grained analyses difficult to interpretidow in power. In particular, many
participants appeared to have simply reverseddlaity of the premise, as we hypothesized.
Several participants specifically edited the proiden this way in their testing books (e.g., the
“not” in “Some...not” problems would be crossed aut;None” would be crossed out and
replaced with “All”). Interpretation of responségetefore becomes difficult (e.g., if a reasoner
thinks that a false “At least one” premise is eqient to a true “At least one...not” premise but
otherwise reasons logically, then they will thihlat the logically-necessary “No” conclusion is
merely possible, which is exactly the responsevomald expect the reasoner to make if they
solved the problem pragmatically). For the reghdf section we will focus on the true premise
data.

True Particular Premise Problems (Some and Somé).. fiee proportion logical

response data for problems with a true particulamgse are presented in Figure 5. A 2
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(quantifier; logically-clarified, standard) x 4 @llem type; contradictory, subaltern, subcontrary,
identity) ANOVA for logical responses revealed grsiicant main effect for quantifief(1,25)

= 7.672,MSE=.752,p = .010, a main effect for problem tyg&3,75) = 28.008MSE= 1.499p
<.001, and an interactioR(3,75) = 5.641MSE= .302,p = .002. Planned comparisons were

then conducted.

As in Experiment 1, a quantifier effect was préelicfor both the subaltern (Some/
Some...not followed by All/ None) and subcontrarylgems (Some followed by Some...not,
and vice versa). The data were consistent with pmHictions. For the subaltern problems,
participants made more logical responses with &ast one” quantifiers (.82) relative to “Some”
quantifiers (.43)t(25) = 3.142p = .004,SE; = .125. This was mirrored by a reduction in
pragmatic responses for “At least one” quantifiet¥) relative to “Some” (.56j(25) = 3.287p
=.003,SEyi = .119. Similarly, for the subcontrary problemsréhwere more logical responses
with “At least one” quantifiers (.66) relative t&6me” quantifiers (.36}(25) = 2.075p = .048,
SEix = .147, a trend that was again mirrored by a redudh pragmatic responses for “At least
one” quantifiers (.23) relative to “Some” (.6025) = 2.580p = .016,SEji = .141.

Responses to the contradictory and identity probleiere not expected to differ for
standard and logically-clarified quantifiers. Foe tcontradictory problems, the rates of logical
responses was almost identical for “Some” (.96) ‘@&tdeast one” quantifiers (.97)(25) =

.229,p = .821,SEyis = .033; the same was true for identity problems'&mme” (1.00) and “At

least one” quantifiers (.97)25) = 1.667p = .108,SE; = .020.
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True Universal Premise Problems (All and Nofidje proportion logical response data
for problems with a true universal premise are gmesd in Figure 6. A 2 (quantifier; logically-
clarified, standard) x 4 (problem type; contradigigubaltern, contrary, identity) ANOVA for
logical responses revealed a significant main effaoquantifier,F(1,25) = 6.203MSE=.193,p
=.020, a main effect for problem tygg3,75) = 14.449MSE= .474,p <.001, and an

interaction,F(3,75) = 3.643MSE= .120,p = .016. Planned comparisons were then conducted.

Logically-clarified quantifiers were expected tiease logical responses for universal
subaltern problems (All/ None followed by Some/ #ommot). Consistent with this prediction,
participants made significantly more logical respesiwith “At least one” quantifiers (.87)
relative to “Some” quantifiers (.58)f25) = 2.086p = .047,SE;i« = .136. As expected, this was
mirrored by a reduction in pragmatic responsesAbteast one” quantifiers (.03) relative to
“Some” (.35),t(25) = 2.965p = .007,SE = .106.

Differences between the quantifiers were not etquefor the remaining problem types,
and the pattern of responses was almost identc#éhé two premise types. The proportion of
logical responses for “Some” and “At least one” mfifgers was .99 and 1.00 respectively for
contrary problemg(25) = 1.124p = .272,SEyis = .013; .96 and 1.00 for contradictory problems,
t(25) = 1.573p = .128,SE;i = .026; and 1.00 and 1.00 for identity problems.

Discussion
These findings replicate and extend the findimgsmfExperiment 1. For both false and

true premises, “At least one” quantifiers reducematic responses and promoted logical
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responses on an immediate inference task. Morethegize of the effect was substantial. For
the true premise data, logical responses were ket®@% and 40% higher in the logically-
clarified than the standard condition for the catiproblem types, resulting in an increase in
overall logical responses from about 50% to ab&@b.7In the false premise data, there were
similar increases in logical responding in the ¢adly-clarified condition. Finally, consistent
with other findings (Barres & Johnson-Laird, 2008% observed that participants had difficulty
working out the implications of false premises, snahoosing to simply reverse the polarity of
the premise (e.g., a false “All” implies a true “No
Experiment 3

The previous two studies provide evidence thagpigic responses in an immediate
inference task can be reduced with logically-cladfquantifiers. The goal of this experiment
was to determine whether performance on the margtEx syllogistic reasoning task can be
facilitated by presenting the premises in logicallyrified format. Recall that in the syllogistic
reasoning task reasoners are presented with tvmigzestatements followed by a conclusion
statement. The premises and conclusions each nartaiof four quantifiers used on the
immediate inference task, and are composed of terees, called the A, B, and C terms. The B
term is repeated in the premises; the conclusims jihve A and C terms as illustrated below:

All of the Beekeepers are Artists

Some of the Cyclists are Beekeepers
Therefore, some of the Cyclists are Artists

In the current study, half the participants solsgiibgisms using the logically-clarified
premises and half solved syllogisms with standaedngses. If pragmatic interpretations are a
source of error in syllogistic reasoning task, éafjiperformance should be increased (and

pragmatic responses reduced) using logically-atatifelative to standard premises.
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Method

Participants.Seventy-eight University of Saskatchewan undergrsetuwith no
background in logic completed Experiment 3. Pgytiots received course credit or five dollars
for participating. None of the participants in Expeent 3 had participated in either of the first
two studies.

Materials and DesignAs in Experiments 1 and 2, the A, B, and C termthef
syllogisms were instantiated using combinationsaifbies and professions. Half of the
participants were presented with standard quartif@ particular statements (“Some,”
“Some...not”) and half were presented with logicallgrified quantifiers for both the premises
and conclusions (“At least one,” “At least one...noThere are 20 syllogisms for which a
pragmatic interpretation of the premises prediagfarent response than a logical interpretation.
Each of the ten premise pairs was accompanied dygdnclusions, as illustrated below:

IF IT IS TRUE THAT:
Some of the chemists are not beekeepers
All of the beekeepers are musicians
THEN IS IT THE CASE THAT:

None of the musicians are chemists Y _ N__ M __
Some of the musicians are chemistsY__ N__ M__

Both of the provided conclusions were logicallggible, but not logically necessary.
That is, the conclusions were consistent with &hkignterpretation of the premises, but were
not necessitated by the premises. The conclusifiesedl, however, in terms of their status
under a pragmatic interpretation; one conclusioa pragmatically impossible and the other
pragmatically true. We will refer to these as “pragically false” and “pragmatically true”
conclusions. For example, “None of the musiciamscaiemists” is a logical possibility, but only

if the first premise is interpreted to allow for 6Ne of the chemists are beekeepers” to be true.
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On the other hand, under a pragmatic interpretgtrowhich some chemists must be
beekeepers), the conclusion that “None of the narsscare chemists” is impossible, and the
conclusion is false. Thus, participants who mageagmatic interpretation should choose “no”
and those making a logical interpretation shoulobsle “maybe.” Similarly, under a pragmatic
interpretation, the conclusion “Some of the musisiare chemists” follows necessarily from the
premises.

All of the syllogisms are presented in Table Ic&ese the logical response to all of the
critical syllogisms was “maybe,” four simple fillguestions were added that had non-“maybe”
answers. The filler questions are also present@alne I. Thus, each participant was presented
with fourteen unique problems, with two conclusi@ash. The problems were always presented
in the same order with filler problems strategigallaced throughout (problems 1, 4, 8, and 11).
However, the order of conclusions (universal farsparticular first) was randomly varied across

problems and counterbalanced across participants.

ProcedureThe procedure for Experiment 3 was identical topteyvious two studies
with a few exceptions. First, part of the sample wested in a large group (half in the standard
and half in the logically-clarified condition). Sead, the instruction page used a simple
syllogism for explaining when “Y,” “N,” and “M” rgsonses were appropriate (but was otherwise
identical to Experiment 1). This problem is alseganted in Table I.
Results

The dependent measures for Experiment 3 were gropdogical and pragmatic
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responses for the 10 critical syllogisms; againydwer, we will focus our analysis on the logical
responses. The logical response was always “mayihe. ’pragmatic response was always “yes”
and “no,” respectively, for pragmatically true gmdgmatically false problems. For the four filler
problems, participants had similar rates of logreasbonses in the “At least one” (.77) and
“Some” (.67) conditions(28) = 1.555p = .131,SE;# = .067. These problems will not be
discussed further.

The proportion of logical responses is presemdegure 7. A 2 (quantifier; standard,
logically-clarified) x 2 (problem type; pragmatitatrue, pragmatically false) ANOVA for
logical responses revealed a significant main eftagroblem typeF(1,76) = 9.098MSE=
.024,p = .003, indicating that more logical responses weaele to pragmatically true than
pragmatically false conclusions (i.e., for the pnagjcally false responses, participants frequently
responded “no” rather than “maybe”). More imporbgrihe ANOVA also revealed a main effect
for quantifier,F(1,76) = 10.635MSE= .120,p = .002, indicating that overall problems with
logically-clarified quantifiers were given logicasponses more often than problems with
standard quantifiers. There was no interacti€ft,76) = 2.612MSE= .024,p = .110. To verify
that the difference between the quantifiers wagesl for both problem types, planrtetsts
were computed. For pragmatically false problemgj@pants made significantly more logical
responses to logically-clarified (.44) than to skaml quantifiers (.22}(76) = 3.742p < .001,
SEiix = .006. This was mirrored by a greater numberagmatic responses for standard (.73)
relative to logically-clarified quantifiers (.51),76) = 3.652p < .001,SE;i = .006. Similarly, for
pragmatically true problems, participants madeigantly more logical responses to logically-
clarified (.48) than to standard (.33) quantifié(gp) = 2.250p = .027,SE;i = .006. Again, this

was mirrored by a greater number of pragmatic nesg® for standard (.58) relative to logically-
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clarified quantifiers (.40)(76) = 3.104p = .003,SE;; = .006.

Discussion

The results of Experiment 3 showed that pragmasponses decrease with the use of
logically-clarified “At least one” premises on tleosyllogisms that should produce different
conclusions depending on whether a logical or petgninterpretation was made of the
particular premises. This difference was also agzoned by an increase in logical responses. As
such, the present data show that pragmatic respdosen their ownjnfluence the outcome of
reasoning on the syllogistic inference task, irt tha influence of pragmatics could not be
reduced if pragmatics were not involved in the tasthe first place. Thus, where previous
reports (Newstead, 1995, 2003; Roberts et al., p@@te unclear about the role of Gricean
interpretations per se (as opposed to reversilike@r interpretations), the present results
demonstrate that pragmatic responses do occueisylfogistic reasoning task and that using
logically-clarified quantifiers can reduce the ineltion of reasoners to make these pragmatic
responses.

General Discussion

In three experiments, we demonstrated that ldgicdrified premises reduced
pragmatic responses and facilitated logical respoisthe immediate inference and syllogistic
reasoning tasks. Moreover, the effect of our gfi@antmanipulation was large (e.g., as high as a
40% in Experiment 2). Most importantly, the loglgatlarified premises similarly facilitated

logical responses on a syllogistic reasoning tdskjonstrating that at least some of the “poor”
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performance on that task is attributable to theiguoity of the premises.

There has been a long-standing debate regardengetiree to which “errors” reflect
failures in logic or differences in interpretatidror example, Henle (1962) argued that there
truly are no logical errors, but only misinterpteias of task premises (i.e., participants always
reason logically, only sometimes they use the wimegnises). Weaker claims have been
forwarded by mental logic theories (e.g., Newsi&dariggs, 1999) and verbal reasoning theory
(Polk & Newell, 1995), which also emphasize therol encoding processes on task
performance (see also, Revlis, 1975). The factabhaexperiments show that disambiguation of
premises can substantially reduce errors can b&dened support for these approaches, although
it is also clear that participants also make ldgeceors including misunderstanding logical
necessity (e.g., Evans et al., 1999) and failingotasider relevant alternatives (Newstead et al.,
2002; Torrens, Thompson, & Cramer, 1999).

There are a number of non-mutually exclusive exatians for how this facilitation
might occur. The first is that standard quantif@ns ambiguous in their meaning, such that some
reasoners interpret them logically and others pm&trthem pragmatically. The use of clarified
premises may remove one of these interpretatiotsranease the probability that reasoners
adopt the desired interpretation. The findings xgp&iment 1 support this interpretation in that
response patterns for the standard quantifiers intgemediate to either the pragmatic or
logically clarified quantifiers. Similarly, someasoners may be aware of the ambiguity of
interpretation and this uncertainty in and of its®lpedes their ability to solve capacity-
demanding syllogisms.

Alternatively, use of the clarified premises magige the way in which the problems are

represented. For example, the logically clarifigst (east one”) version might facilitate a
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representation of concrete tokens that allows ¢heedationships of the premises to be clearly
represented. Similar explanations have been prdposexplain why presenting information in
the form of frequencies (i.e., 90 out of 100) apaged to probabilities (i.e., 90%) increases
accuracy on various probabilistic and statistiealsoning problems (Evans, Handley, Perham,
Over, & Thompson, 2000; Girotto & Gonzales, 200bnsan, Over, Slovak, & Stiebel, 2003).

Regardless of the mechanism involved, our findimmge immediate practical
implications for studies using syllogistic reasapiBpecifically, given the ambiguity in the
meaning of the traditional quantifiers, reasoniegearchers would be better served by using
clarified quantifiers in place of the standard difaars. The choice of whether to use
pragmatically- or logically-clarified premises wdudepend on the goal of the study. If the goal
is to gain a measure of logical ability, using tadiy-clarified premises will eliminate an
unwanted source of error variance. This is esggéraportant when syllogistic reasoning is
used as an index of logical reasoning, for exanvahen it is used to assess the role of working
memory in reasoning (e.g., Capon et al., 2003; @ope& Radvansky, 2004; Gilhooley et al.,
1999; Quayle, & Ball, 2000) or the effects of agd ather variables on reasoning (e.g., Fisk et
al., 2005; Fisk, & Sharp, 2002; Gilinsky, & Jud®94; Smeets & De Jong, 2005). In such cases,
it is not clear the extent to which variabilityr@asoning performance is due to logical
competence or interpretive processes.

In contrast, it may be of interest to investigdie contribution of pragmatic factors to
reasoning performance, and our methodology offengans to do so. By comparing
performance on pragmatically-clarified, standard] ebgically-clarified versions of the premises,
it is possible to gauge, for a particular partiaipdhe contribution of interpretive factors toithe

performance. Conversely, if a researcher wishetiudy failures in reasoning, then removing as
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much variability as possible from the encoding ghasuld allow a more accurate and
unconfounded look at these errors. Thus, apprapuse of standard versus logically-clarified
quantifiers highly depends on the researcher’ssgoal

It is important to note, however, that even widgitally-clarified premises reasoning is
far from perfect. There are at least two explamatior this: First, it is possible that (at leamst f
some reasoners) the meaning of these logicallyfieldistatements is still not perfectly clear.
Alternatively, it is possible that there are otperformance factors, such as working-memory
limitations and misunderstanding of logical conedptt impact performance. Further research
is required to determine how many of these err@slae to misinterpretation of premises during
encoding and how many are due to failures in reagofurther research is also warranted to
discover new ways of clarifying the meaning of difaers in logic tasks. However, although it
certainly does not seem to be the case that |dgiclrified premises resolve all pragmatic
misinterpretations, it is our position that ouritadly-clarified premises should be favoured in
further research, because they reduce a poteritialgvant source of variance and thereby
produce a purer measure of logical competence.

A further and perhaps more important practicalliogpion of the results of the present
investigation applies to the teaching of logictisdents. Logic textbooks represent the particular
affirmative and particular negative moods with sthendard “Some” and “Some...not”
statements, respectively. The present results stiggefinement of this approach. Learning of
the logical relations in the Square of Oppositiayuld be greatly facilitated with the use of
logically-clarified “At least one” and “At least en..not” statements. A change of quantifier use
is therefore justified for practical reasons.

A change in quantifier use in research and inhiegcis also justified on theoretical
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grounds. Thearticular affirmative andparticular negative moods are supposed to refer to
particular instances of category members. Consistent wi) tAit leastone” refers to a
particular member and indicates that there may be more pktimembers (with no upward
boundary, thus not excluding the universgpome,” on the other hand, st consistent with
the theoretical underpinnings of the particular dgydecaustSome” refers to ayroup of
individuals. This is problematic for a number ohsens. First, this seems to rule out a singular
(i.e., “one” or “one...not") interpretation, becausme” is less than “Some” and “one...not" is
more than “Some...not.” Second, this also rules autigersal (i.e., “All” or “No”)
interpretation, because “All” is more than “SometddNo” is less than “Some...not.” Both the
singular and the universal are supposed to belgessierpretations of particular moods. As
such, logically-clarified quantifiers should be éaved over standard quantifiers for theoretical
reasons given that they are better representaiivibe particular moods and for practical reasons
given that reasoners better understand them.
Conclusions

The results of the three studies reported herggube immediate inference and
syllogistic reasoning paradigms bring into questtma continued use of standard “Some” and
“Some...not” particular quantifiers in research amaiching. As demonstrated here, logically-
clarified “At least one” and “At least one...not” qudiers have a meaning more pragmatically
consistent with the logical meaning of the partacuhoods. This leads to greater logical
performance by participants in immediate inferesuwee syllogistic reasoning tasks and would

likely facilitate learning of logical relations gty in the classroom.
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Table I
Syllogisms Presented in Experiment 3
Premise Pairs Conclusions
Example Syllogism:
Aab-Abc Aac, Eac, Aca
Filler Syllogisms:
Aba-Acb Aca, Oca
Aab-Abc Aca, Oca
Eab-Acb Eca, Ica
Aba-Abc Eca, Ica
Critical Syllogisms:
Oab-Abc Eca, Ica
Eba-Ocb Aca, Oca
Aab-Icb Aca, Oca
Eba-Obc Aca, Oca
Oba-Abc Eca, Ica
Eab-Obc Aca, Oca
Aba-Ocb Eca, Ica
Eab-Ocb Aca, Oca
Aba-Obc Eca, Ica
Iba-Abc Aca, Oca

Note: lowercase a and c represent the terms
presented in the premises and conclusions and
lowercase b represents the term that joins a and ¢
in the premises. A = All, E=No, I =Some, O =
Some... not. For instance, the premise pairs for
“Oab-Abc” are “Some of the As are not Bs” and
“All of the Bs are Cs.”
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Figures

Figure 1.The Square of Opposition. There are four moodkerSquare: A (universal
affirmative; “All of the As are Bs”), E (universakgative; “None of the As are Bs”), |
(particular affirmative; “Some of the As are Bsdjjd O (universal negative; “Some of the As
are not Bs).

Figure 2.The Triangle of Opposition. There are three moadseé Triangle: A (universal
affirmative; “All of the As are Bs”), E (universakgative; “None of the As are Bs”), and U
(partition; “Some but not all of the As are Bs,” sl is assumed to be equivalent pragmatically
to “Some of the As are Bs” and “Some of the AsrayeBs”).

Figure 3.Proportion of logical responses and 95% confidemisgvals as a function of problem
and premise type in Experiment 1.

Figure 4.Proportion of logical responses and 95% confidemiezvals as a function of premise
truth and premise type in Experiment 2.

Figure 5.Proportion of logical responses and 95% confidemniezvals for the four true
particular premise problem types as a functiorypé tof quantifier in Experiment 2.

Figure 6.Proportion of logical responses and 95% confidenisgvals for the four true universal
premise problem types as a function of quantifipetin Experiment 2.

Figure 7.Proportion of logical responses and 95% confidemiezvals for pragmatically true

and pragmatically false syllogisms as a functiopreimise type in Experiment 3.
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Figure 3 (C300).
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Proportion Logical Responses for Quantifier and Premise Truth
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Proportion Logical Responses for Quantifier and Problem Type
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