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Abstract

In this article, we prove that amongst all n by n bipartite graphs of girth at

least six, where n = q
2 + q + 1 ≥ 157, the incidence graph of a projective plane of

order q, when it exists, has the maximum number of cycles of length eight. This

characterizes projective planes as the partial planes with the maximum number of

quadrilaterals.

1 Introduction

The problem of maximizing the number of copies of a graph H in an F -free graph has been
investigated at length by numerous researchers (see, for example, Fisher [9] and Györi,
Pach and Simonovits [13], Fiorini and Lazebnik [7, 8]). The Turán problem is the most
familiar instance of this problem, where H = K2, and is discussed in detail in Bollobás [2],
Füredi [10], Simonovits [18]. To mention another example, Erdős [5] conjectured that the
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maximum number of cycles of length five in an n-vertex triangle-free graph is achieved
by the blowup of a pentagon (see Györi [12] for details).

In order to present our results, we will need the following definitions and notations.
Any graph-theoretic notion not defined here may be found in Bollobás [3]. All our graphs
are finite, simple and undirected. If G = (V, E) = (V (G), E(G)) is a graph, then the order
of G is |V |, the number of vertices of G, and the size of G is |E|, the number of edges
in G. For a vertex v ∈ V , N(v) = NG(v) = {u ∈ G : uv ∈ E} denotes the neighborhood
of v, and d(v) = dG(v) = |N(v)| – the degree of v. The minimum degree and maximum
degree of G are denoted δ(G) and ∆(G). If the degrees of all vertices of G are equal d,
G is called d-regular. For a graph F , we say that G is F -free if G contains no subgraph
isomorphic to F . A k-cycle is a cycle of length k, i.e., a cycle with k edges. We denote
by ck(G) the number of k-cycles of G. The girth of a graph G containing cycles, denoted
by g = g(G), is the length of a shortest cycle in G. By G(A, B; E) we denote a bipartite
graph with A and B representing the parts of G. When |A| = m and |B| = n, we refer to
G as an m by n bipartite graph. A partial plane π = (P,L; I) is an incidence structure
with a set of points P, a set of lines L, and a symmetric binary relation of incidence
I ⊆ (P × L)

⋃

(L × P) such that any two distinct points are on at most one line, and
every line contains at least one point. The definition implies that any two lines share at
most one point. (Our definition of a partial plane is more general than the usual one,
where every line is required to contain at least two points.) The Levi graph of a partial
plane π is its point-line bipartite incidence graph G(π) = G(P,L; E), where xy ∈ E if
and only if point x is on line y. The Levi graph of any partial plane is 4-cycle-free.

A generalized k-gon of order (q, q), for k ≥ 3 and q ≥ 2, denoted Πk
q , is a partial plane

whose Levi graph is a (q +1)-regular graph of girth 2k and diameter k. It is easy to argue
that in such a graph each partition contains nk

q = qk−1 + qk−2 + . . . + q + 1 vertices (for
information on generalized polygons, see Van Maldeghem [19] or Brouwer, Cohen and
Neumaier [4]). In the case k = 3, when the geometry is better known as a projective
plane of order q, we write Πq = Π3

q and nq = n3
q. It follows from a theorem by Feit and

Higman [6] that if Πk
q exists, then k ∈ {3, 4, 6}. For each of these k, Πk

q are known to exist
only for arbitrary prime power q.

In this paper, we are interested in studying the maximum possible number of 2k-cycles

in an n by n bipartite graph of girth g. When g = 4, the maximum is, clearly, (k!)2

2k

(

n

k

)2
,

and is attained only by Kn,n – the complete n by n bipartite graph.

It was shown in [8] that the maximum number of 6-cycles in an nq by nq bipartite
graph of girth six is achieved only by a G(Πq). This gives an extremal characterization of
projective planes as the partial planes with a maximum number of triangles – pairs of three
distinct points and three distinct lines, where the points represent pairwise intersections
of the lines.

For 2-connected bipartite graphs of girth 2k, Teo and Koh [16] gave an upper bound
on the number of 2k-cycles which is monotone increasing in the size of the graph, and
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which coincides with the number of cycles of length 2k in a G(Πk
q). A consequence of the

main result in Hoory [11] is that G(Πk
q) have the greatest size among all nk

q by nk
q bipartite

graphs of girth 2k, when k ∈ {3, 4, 6}. For k = 3, the result has appeared in Reiman
[17] (or see Bollobás [2]), and for k = 4, an independent proof appeared in Neuwirth [15].
This implies that the problem of maximizing the number of 2k-cycles is completely solved
in these cases.

The next instance of the problem is to maximize the number of cycles of length g + 2
in an n by n bipartite graph of girth g. It was shown in [7], that any nq by nq bipartite
graph of girth at least six achieving the maximum number of 8-cycles has average degree
in the interval (q − 1, q + 1]. It was also conjectured there that if Πq exists, then the
average degree of such a graph is q + 1. In this case it is of the greatest size among all
4-cycle-free nq by nq bipartite graphs. Therefore it must be isomorphic to a G(Πq). We
confirm this conjecture by proving the following theorem.

Theorem 1 Let n = nq = q2 + q + 1 ≥ 157, and suppose that Πq exists. Then, for any
n by n bipartite graph G of girth at least six,

c8(G) ≤ c8(G(Πq)),

with equality if and only if G = G(Πq).

This theorem characterizes projective planes as the partial planes with a maximum
number of quadrilaterals (a precise definition of a quadrilateral will be given later). To
make the upper bound in Theorem 1 explicit, we determine c8(G(Πq)). Thinking in terms
of Πq, one can construct all cycles of length eight in G(Πq) by first choosing two lines,
which will contain a pair of opposite sides, and then choosing a pair of points on each
of them distinct from the point of intersection of these lines. Four chosen points are
vertices of two distinct quadrilaterals with a pair of opposite sides on the chosen lines.
Clearly every quadrilateral in the projective plane (equivalently, every 8-cycle in G(Πq))
is constructed via this procedure exactly twice. Therefore

c8(G(Πq)) =

(

nq

2

)(

q

2

)2

.

2 Proof of Theorem 1

We begin by tightening the aforementioned result from [7] concerning the average degree.
This will allow us to obtain the lower bound of 157 on n in Theorem 1. Using the original
result from [7] would yield the lower bound of 254.

Lemma 2.1 Let q ≥ 3 be a positive integer, n = nq = q2 + q + 1, and suppose that Πq

exists. Let G = G(A, B; E) be an n by n bipartite graph of girth at least six having the
maximum number of 8-cycles. Then the average degree of G is in (q − 0.05, q + 1].
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Proof. All ideas and results we need to prove the statement are already in [7]. According
to [7, (2.4) on page 195], the number p3(G) of paths of length three in G is at most
ng( e

n
), where g(x) = x(n − x), i.e.,

p3(G) ≤ e(n − e/n).

The inequalities [7, (2.6)-(2.7b) on page 196] give

8c8(G) ≤ (e − 2n + 1)p3(G).

As G has at least as many 8-cycles as the Levi graph of a projective plane of order q,

c8(G) ≥
(

n

2

)(

q

2

)2
, and so

1

8
(e − 2n + 1)e(n − e

n
) ≥

(

n

2

)(

q

2

)2

.

It is very easy to verify that this implies the lemma. The details are left to the reader. The
constant 0.05 is not optimal, and can be decreased, e.g., to 0.03. As such an improvement
requires some additional explanation and will not effect the subsequent results (nor the
lower bound on n in Theorem 1), we do not pursue it. �

The following lemma bounds the maximum degree in an n by n bipartite graph of
girth at least six having the greatest number of 8-cycles. The result will be essential for
obtaining an upper bound on the number of 8-cycles in such a graph in Lemma 2.3.

Lemma 2.2 Let q ≥ 12 be a positive integer, n = nq = q2 + q + 1, and suppose that Πq

exists. Let G = G(A, B; E) be an n by n bipartite graph of girth at least six having the
greatest number of 8-cycles, and let ∆ be its maximum degree. Then ∆ < n

4
.

Proof. By a result in [17], the number of edges in an m by n bipartite graph without
4-cycles, m ≤ n, is at most

n

2
+

√

n2

4
+ nm2 − nm. (1)

Let dG(x) = ∆, and ∆ ≥ n
4
. We may assume x ∈ A. Let A′ = A\{x}, and B′ = B\NG(x).

Deleting x and NG(x) from G, we obtain a bipartite graph G′ = G′(A′, B′; E ′) with
|A′| = n − 1 and |B′| = n − ∆ ≤ 3n/4. Let e = e(G) and e′ = e(G′). Since G contains
no 4-cycles, any vertex from A′ is adjacent to at most one vertex from NG(x). Hence,
e ≤ e′ +∆+(n− 1) ≤ e′ +2n− 1. As G′ contains no 4-cycles, the upper bound (1), being
an increasing function of m on [1/2, n], gives

e′ ≤ n − 1

2
+

√

(n − 1)2

4
+ (n − 1)

9n2

16
− (n − 1)

3n

4
,

and hence

e

n
≤ 10n − 6 +

√
9n3 − 17n2 + 4n + 4

4n
.
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By Lemma 2.1, e
n

> q − 0.05. Therefore

10n − 6 +
√

9n3 − 17n2 + 4n + 4

4n
> q − 0.05.

It is easy to check, however, that this is false for all n ≥ 122 + 12 + 1 = 157, and the
lemma is proved. �

In what follows we prefer to use the geometric terminology. Let P and L, |P| = |L|= n
denote the points and lines of the partial plane π. If a point Y lies on line x we will write
Y ∈ x. If X and Y are collinear (distinct) points we write X ∼ Y , and by XY we denote
the line passing through them. The number of points on a line x is denoted by d(x). We
define a 4-tuple in π as a sequence of its four distinct points. A 4-gon in π is a 4-tuple
(A, B, C, D), with the property that A ∼ B ∼ C ∼ D ∼ A, and such that no three of
these points are collinear. We assume that eight distinct 4-gons

(A, B, C, D), (B, C, D, A), (C, D, A, B), (D, A, B, C),

(D, C, B, A), (C, B, A, D), (B, A, D, C), (A, D, C, B)

give rise to the same quadrilateral in π, i.e, the same 8-cycle in the corresponding Levi
graph G of π, which is completely defined by its set of vertices and its set of edges.

If c4(π) denotes the number of quadrilaterals in π, then the number of 4-gons is 8c4(π).
For integers n ≥ r ≥ 1, let n(r) denote the product n(n − 1) · · · (n − r + 1). We claim

that the following holds.

Lemma 2.3 Let π = (P,L, I) be a partial plane with |P| = |L| = n = nq = q2 + q + 1,
and with the greatest number of quadrilaterals. Let G = G(π) be its Levi graph. Then

c8(G) = c4(π) ≤ 1

8

∑

x∈L

d(x)(2)(n − d(x))(2) −
1

4

∑

x∈L

d(x)(3)(n − d(x)). (2)

Proof. The first sum
∑

x∈L d(x)(2)(n − d(x))(2) in the right hand side of (2) counts the
number of 4-tuples (A, B, C, D) such that A ∼ B, and neither C nor D is on the line AB.
The second sum

∑

x∈L d(x)(3)(n − d(x)) counts the number of 4-tuples (A, B, C, D) such
that A, B, C are on a line and D is off this line. Hence, no 4-tuple is counted by both
sums. Clearly each 4-gon is counted by the first sum exactly once, and it is not counted
by the second sum at all. It is also clear that the first sum counts also some 4-tuples
which are not 4-gons. We will show that the number of those is at least twice as large as
the value of the second sum, and this will prove (2).

In order to do this, we consider the following four classes Ci, i = 0, 1, 2, 3, of configu-
rations in π, where the class Ci is formed by the sets {A, B, C, D} of four distinct points
such that three of them are collinear, the fourth is off the line defined by these three and
is collinear with exactly i of them.
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We begin with C3. Every configuration {A, B, C, D} from this class, see Figure 1, gives
rise to twelve 4-tuples counted by the first sum:

(A, D, B, C), (A, D, C, B), (D, A, B, C), (D, A, C,B),

(B, D, A, C), (B, D, C, A), (D, B, A, C), (D, B, C,A),

(C, D, A, B), (C, D, B, A), (D, C, A, B), (D, C, B, A),

and six 4-tuples counted by the second sum:

(A, B, C, D), (A, C, B, D), (B, A, C, D), (B, C,A, D), (C, A,B, D), (C, B, A,D).

Hence, each configuration from C3, gives rise to twice as many 4-tuples (which are not
4-gons) that are counted by the first sum than those that are counted by the second sum.

It is harder to make similar comparisons for configurations coming from Ci where
i = 0, 1, 2. In order to do them, we further partition each of these classes into subclasses
where the three collinear points belong to a fixed line, and the point off this line is also
fixed. Namely, for each of these i, and for any line x and any point D not on x, let C (x,D)

i

denote the subset of Ci formed by all {A, B, C, D} such that A, B, C are on the line x,
and D is off the line x. Note that d = d(x) ≥ 3. Let α be the number of points on x
collinear with D. Then 0 ≤ α ≤ d − 1. See Figure 2.

Figure 1 Figure 2

We obtain

| C(x,D)
0 | =

(

d − α

3

)

, | C(x,D)
1 | = α

(

d − α

2

)

, | C(x,D)
2 | =

(

α

2

)

(d − α).

It follows that all configurations from
⋃ i=2

i=0 C
(x,D)
i , give rise to

c(x,D) := 6 ·
((

d − α

3

)

+ α

(

d − α

2

)

+

(

α

2

)

(d − α)

)
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4-tuples counted by the second sum.
For the same pair (x, D), let us now count some special 4-tuples which are accounted

in the first sum, and are not 4-gons. Some of them arise from configurations C (x,D)
i , where

i = 1 or 2, but others do not.

Let {D, X, Y, Z} ∈ C(x,D)
1 with D ∼ X, {X, Y, Z} ⊆ x. Among all possible (4! = 24)

4-tuples it gives rise to, (DXY Z) and (DXZY ) are the only ones with the property that

• D is the first point,

• D is collinear with the second point.

Clearly, these 4-tuples are counted in the first sum, they are not 4-gons, and there are
2 · | C(x,D)

1 | of them.

Similarly, let {D, X, Y, Z} ∈ C(x,D)
2 with D ∼ X, D ∼ Y , {X, Y, Z} ⊆ x. Among all

4-tuples it gives rise to, the following six

(DXY Z), (DXZY ), (DY XZ), (DY ZX), (XDY Z), (Y DXZ),

are the only ones with the property that

• D is the first or the second point,

• the first point is collinear with the second point,

• the second point is collinear with the third point.

Clearly, these 4-tuples are counted in the first sum, they are not 4-gons, and there are
6 · | C(x,D)

2 | of them.
Hence, so far, we have found

s(x, D) := 2 · | C(x,D)
1 | + 6 · | C(x,D)

2 | = 3α(α − 1)(d − α) + α(d − α)(d − α − 1)

4-tuples counted by the first sum which are not 4-gons.

Finally, for the same fixed x and D, we consider all 4-tuples (X, Y, D, Z) with the
property that X, Y ∈ x, Z /∈ x, and D 6∼ Y . Note that, as Z /∈ x, none of these 4-tuples
arises from a configuration of

⋃3
i=0 C(x,D)

i , all of them are counted in the first sum, none
of them is a 4-gon (as D 6∼ Y ), and there are

t(x, D) := (d − α)(d − 1)(n − d − 1)

of them: first choose point Y on x, then X ∈ x, then Z /∈ x and different from D.

At this point it is important to remark that, because of the specific 4-tuples we counted,
no 4-tuple accounted in s(x, D) or t(x, D) is also accounted in s(y, E) or t(y, E), unless
(x, D) = (y, E). Indeed, suppose (K, L, M, N) were such a 4-tuple. If L ∼ M , then this
4-tuple is counted by s(x, D) and s(y, E). In this case, x = MN = y. As D and E have
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to be the only point off this line, D = E. If L 6∼ M , then (K, L, M, N) is counted by
t(x, D) and t(y, E). In this case, x = KL = y, and D = M = E.

Hence, in order to prove our lemma it suffices to show that

s(x, D) + t(x, D) − 2c(x,D) ≥ 0. (3)

As d ≥ 3, this is equivalent to

n ≥ 3d + α − 3 − α

d − 1
.

As α ≤ d− 1, we obtain that (3) is satisfied for n ≥ 4d− 5. By Lemma 2.2 this is the
case, and the proof of our lemma is finished. �

Remark The end of the proof above requires ∆ ≤ n/4 + 1. One may wonder why then
in the statement of Lemma 2.2 we used ∆ < n/4. The reason we choose to proceed as we
did is that changing the upper bound on ∆ in Lemma 2.2 to n/4 + 1 does not decrease
the lower bound on n, namely, 157.

The sums in the right hand side of (2) can be combined as

1

8
·
[

∑

x∈L

d(x)(2)(n − d(x))(2) − 2
∑

x∈L

d(x)(3)(n − d(x))
]

=

1

8

∑

x∈L

d(x)(2)(n − d(x))(n − 3d(x) + 3).

We begin with maximizing this sum over all partial planes with n points and n lines, or,
equivalently, over their 4-cycle-free n by n bipartite Levi graphs. Most proofs of (1) follow
from the fact that no pair of points is on two lines, which implies

∑

x∈L

(

d(x)

2

)

≤
(

n

2

)

.

This suggests to consider the related optimization problem over the reals.
For n ≥ 1, let

D = {x : x = (x1, . . . xn) ∈ R
n, xi ≥ 1 for all i, and

n
∑

i=1

(

xi

2

)

≤
(

n

2

)

}. (4)

Let f(t) = t(t−1)(n−t)(n−3t+3). For x ∈ D, let F (x) =
∑n

i=1 f(xi). As D is compact,
max

x∈D F (x) exists. We are interested in determining it, together with all points in D
where it is attained.

Let rn = 1
2
(1+

√
4n − 3) be the positive root of equation n

(

x

2

)

=
(

n

2

)

, and let r denote
the point with all coordinates equal to rn. Note that r ∈ D.
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Lemma 2.4 Let n ≥ 21. Then

max
x∈D

F (x) = F (r) = nf(rn),

and r is the only point of D where the maximum is attained.

Proof. It is easy to check that f changes its concavity on [1, n/4]. Therefore, an
approach which first comes to mind, namely using the Jensen’s inequality, fails. To prove
Lemma 2.4, we use the Kuhn-Tucker theorem [14].

Suppose functions G, g1, . . . , gm : R
n → R, are differentiable, and E = {x ∈ R

n :
gi(x) ≥ 0 for all i = 1, . . . , m}. For x ∈ E, let I(x) = {i : gi(x) = 0, 1 ≤ i ≤ m}. If
the gradients ∇gi(x), i ∈ I(x), are linearly independent, we say that the constraints gi,
i = 1, . . . , m, satisfy the LI regularity condition at x. Then the following theorem holds
(See Section 5.3.1 from Aoki [1]).

Theorem 3 Suppose functions G, g1, . . . , gm : R
n → R, are continuously differentiable,

and E = {x ∈ R
n : gi(x) ≥ 0 for all i = 1, . . . , m}. If

max
x∈E

G(x) = G(z) for some z ∈ E,

and the LI regularity condition at z is met, then there exist real numbers λi ≥ 0, such
that, for all i = 1, . . . , m,

(i) λigi(z) = 0, and

(ii) ∇G (z) +
∑m

i=1 λi∇gi (z) = 0.

In order to apply the theorem to our problem, we take E = D, G = F , m = n + 1,
g1(x) =

(

n

2

)

−
∑n

i=1

(

xi

2

)

, and gi(x) = xi−1 −1 for i = 2, . . . , n+1. It is easy to see that for
every point of E, the LI regularity condition is satisfied. It follows from the facts that for
2 ≤ i ≤ n + 1, ∇gi (x) is a vector from the standard basis of R

n having 1 as its (i − 1)th
component, and ∇g1 (x) = (1/2− x1, 1/2− x2, . . . , 1/2− xn). If i ∈ I(x), and i > 1, then
the (i − 1)th component of ∇g1 (x) is −1/2. If 1 ∈ I(x), then there must be a nonzero
jth component of ∇g1 (x) for some j 6∈ I(x), as

∑

j 6∈I(x)

(

xj

2

)

=
(

n

2

)

.

Therefore, by Theorem 3, for a point z = (z1, . . . , zn) of the absolute maximum of F
over D there exists λ, λ1, . . . , λn ≥ 0 such that

λ
(

(

n

2

)

−
n

∑

i=1

(

zi

2

)

)

= 0, (5)

λi(zi − 1) = 0, i = 1, . . . , n, (6)

f ′(zi) − λ(zi −
1

2
) + λi = 0, i = 1, . . . , n. (7)

Our goal is to prove that z = r.
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Let N = n/3 + 1. As roots of f on [1, n] are 1, N , and n, f(t) > 0 on (1, N), and
f(t) ≤ 0 on (N, n). It is easy to check that max[1,n] f(x) is attained at only one point
M ∈ (n/5, n/4), and f is increasing on [1, M ] and decreasing on [M, N ].

We begin by showing that zi < n/4 for all i = 1, . . . , n. Suppose this is not the case,
and zj ≥ n/4 for some j. Then, from (4), zj ≤ n.

If zj ∈ [N, n], then f(zj) ≤ 0. In this case f(2) > f(zj). Therefore, changing zj in z

to 2, gives another point z′ ∈ D with F (z′) > F (z), a contradiction.
If zj ∈ (M, N), then there exists a point z′

j ∈ (1, M) such that f(z′j) = f(zj). There-
fore, changing zj in z to z′j, gives another point z′ ∈ D with f(z′) = f(z). It is also clear

that
(

z′

j

2

)

<
(

zj

2

)

. Therefore there exists an ε > 0 such that, for z ′′
j = z′j + ε, f(z′′j ) > f(z′j).

Replacing z′j in z′ by z′′j , we obtain a point z′′ ∈ D such that F (z′′) > F (z), a contradiction
again. Therefore zi ≤ M < n/4 for all i = 1, . . . , n.

Next we show that λi = 0 for all i = 1 . . . , n. Suppose, for some k ≥ 1, exactly
k of λi are positive, and others are zeros. Without loss of generality, we may assume
λ1 > 0, . . . , λk > 0, and λk+1 = . . . = λn = 0. Then, from (6), z1 = z2 = . . . = zk = 1.
Clearly, k ≤ n− 1, as otherwise F (z) = 0, and z is not a point of the absolute maximum.
Then, from (7), we get

f ′(1) − λ · 1

2
+ λi = 0 for all i = 1, . . . , k, and (8)

λ =
f ′(zi)

zi − 1/2
for all i = k + 1, . . . , n. (9)

As f ′(1) = n(n− 1) > 0, and λ1 > 0, (8) implies λ > 0. The derivative of the function
h : t → f ′(t)/(t − 1/2) is

h′(t) = 12(2t − n − 1) − n

(2t − 1)2
,

and it is negative on [1, n/4). Therefore h is decreasing on [1, n/4), and (9) implies that
all zi, i = k + 1, . . . , n, are equal.

Let a = a(n, k) be their common value. As a ≥ 1, from (5) we obtain

(n − k)

(

a

2

)

=

(

n

2

)

, or a =
1

2
+

√

1

4
+

n(n − 1)

n − k
.

Hence
F (z) = (n − k)f(a).

Consider a function un(k) = (n − k)f(a), k ∈ [1, n/4). It is a straightforward verification
that

∂u

∂k
= −n2(n − 1)2

(n − k)2R

(

4n − 3R
)

, where R =

√

1 +
4n(n − 1)

n − k
.

As R < 4n/3 on [0, n/4), ∂u/∂k < 0 on [0, n/4). Hence

un(1) = max{un(k), k ∈ {1, 2, . . . , n − 1}}.
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But it is easy to see that un(0) > un(1) for all n ≥ 1. This contradicts the assumption
k ≥ 1. Hence λi = 0 for all i = 1, . . . , n.

Then (9) holds for all i = 1, . . . , n, and so all zi are equal. By (5), their common value
is rn. Hence F attains its maximum on D at x = r only. �

We return to the proof of Theorem 1. If δ(G) ≥ 1, then G is the Levi graph of a
partial plane. As rnq

= q + 1, by (2) and Lemma 2.4, we obtain

c8(G) =≤ 1

8

∑

x∈L

f(d(x)) ≤ nqf(rnq
) =

(

nq

2

)(

q

2

)2

= c8(G(Πq)).

If c8(G) = c8(G(Πq)), then every line contains q + 1 points. Hence the graph is of the
maximum size (q+1)nq among all nq by nq bipartite 4-cycle-free graphs. As we explained
in the introduction, it is known that in this case the graph must be isomorphic to a G(Πq).

If G contains isolated vertices, let G′ be a graph obtained from G by connecting each
isolated vertex of G by one edge to a vertex in the other partition of G. Then G′ is an
nq by nq bipartite graph of girth at least six, δ(G′) = 1, c8(G) = c8(G

′), and G′ is the
Levi graph of a partial plane with nq points and nq lines. By the argument above, G′ is
isomorphic to a G(Πq), and δ(G′) = q + 1 > 1, a contradiction. This completes the proof
of Theorem 1. �

4 Concluding remarks

The general problem of determining the maximum value of c2k(G) for n by n bipartite
graphs G of girth at least g appears to be difficult, especially when g is small relative to
k. We believe that a result similar to Theorem 1 holds for two other generalized polygons
or order (q, q).

Conjecture 5 Let k ∈ {4, 6}, and n = nk
q . Let G be an n by n bipartite graph of girth

at least 2k, and suppose Πk
q exists. Then, for sufficiently large q,

c2k+2(G) ≤ c2k+2(G(Πk
q)),

with equality if only if G = G(Πk
q).

We also believe that a much stronger statement holds.

Conjecture 6 Let k ∈ {3, 4, 6}, and n = nk
q . Let G be an n by n bipartite graph of girth

at least 2k, and suppose Πk
q exists. Then, for every t ≥ k, and for sufficiently large q,

c2t(G) ≤ c2t(G(Πk
q)),

with equality if and only if G = G(Πk
q) for some generalized polygon Πk

q .

As we have seen, this statement is correct for (k, t) ∈ {(3, 3), (3, 4), (4, 4), (6, 6)}. We have
not been able to settle Conjecture 6 even for k = 3.
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