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Abstract Since years, online social networks have evolved from profile and communication websites to

online portals where people interact with each other, share and consume multimedia-enriched data and

play different types of games. Due to the immense popularity of these online games and their huge revenue

potential, the number of these games increases every day, resulting in a current offering of thousands of

online social games. In this paper, the applicability of neighborhood-based collaborative filtering (CF)

algorithms for the recommendation of online social games is evaluated. This evaluation is based on a

large data set of an online social gaming platform containing game ratings (explicit data) and online

gaming behavior (implicit data) of millions of active users. Several similarity metrics were implemented

and evaluated on both the explicit data, implicit data and a combination thereof. It is shown that the

neighborhood-based CF algorithms greatly outperform the content-based algorithm, currently often used

on online social gaming websites. The results also show that a combined approach, i.e. taking into

account both implicit and explicit data at the same time, yields overall good results on all evaluation

metrics for all scenarios, while only slightly performing worse compared to the strengths of the explicit

or implicit only approaches. The best performing algorithms have been implemented in a live setup of

the online game platform.

Keywords Mining methods and algorithms, Data mining, Personalization

1 Introduction

According to research released by The
Nielsen Company in 2010 [1], Americans spend
40 percent of their time online on just three
activities: social networking, playing online
games and emailing. Nearly a quarter of their
time online is spent on social networking sites
and blogs, while online games overtook per-
sonal email to become the most heavily used
activity after social networks, accounting for

10% of all U.S. Internet time (against 8.3% for
emailing). According to this research, Face-
book is the most popular destination for on-
line games as 83% of the American respondents
play their online games on this popular social
network site.

While still in its infancy compared to the
traditional game industry, the social game in-
dustry represents a huge opportunity to reach
hundreds of millions of users who often have
never played video games before. The major
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companies in this rapidly rising industry are so-
cial game developer companies such as Zynga,
Playfish or PopCap whose titles like FarmVille,
Zynga Poker, Restaurant City or Bejeweled are
played by millions of users each day. For in-
stance, as of May 2011, Zynga, the biggest
player in the market has close to 250 million
monthly active Facebook users, with CityVille
having over 20 million daily active users. The
games themselves are most of the time built
around the microtransactions model: a free-to-
play business model that relies on users pay-
ing small amounts of money for virtual goods
and in-game items to enhance their game play.
A March 2010 report by European investment
bank GP Bullhound [2] stated that the global
social gaming sector made US$1 billion in rev-
enue in 2009 and this number is expected to
rise to US$3 billion by 2012.

With so much revenue potential in social
gaming, it is not surprising that more compa-
nies are trying to reach those millions of po-
tential online customers, by releasing their own
online social game titles. This results in such
a huge offering of online games that users typ-
ically find it difficult to select the most appro-
priate game and thus often will rely their choice
based on their social connections. A survey [3],
unveiled by PopCap Games, found that word-
of-mouth is the most common way that social
gamers hear about new social games. 57% of
online social gamers rely on a recommendation
or in-game alert from a friend while 38% al-
legedly learns about new games from ads on
social networking sites. Finally, 27% cited stan-
dard Web searches as a source of information
on new social games. As social gamers tend to
play their favorite games with great frequency,
it is of main importance for both the hosting
social website as the game companies that the
most appealing game for a specific user actu-
ally is known and played by that user as this
may result in an even more increased number
of game plays and revenues.

To date, a variation of recommendation
techniques have been developed. Broadly
speaking, they are all based on two different
strategies or a combination thereof. In the
Content-Based approach, a profile is created
for each user or product item, describing the
characteristics of the user or product. For ex-
ample, the profile of an online game could in-
clude attributes regarding its game category
(e.g. shooter, strategy, sports), the developer
company, release date, etc. while user profiles
very often consist of mainly demographic in-
formation. Recommendations are then made
by associating the profiles of users with those
of the product items.

The second strategy, known as Collabora-
tive filtering (CF) relies on the past user be-
havior and how this behavior relates to that
of other users. Such a behavior related pro-
file can be created by taking into account ex-
plicit and/or implicit ratings. Explicit ratings
are ratings where users assign a value to an
item based on an agreed rating scale. For ex-
ample, Netflix collects star ratings for movies
while Youtube users indicate their taste by hit-
ting the thumbs-up or thumbs-down button.
On the other hand, implicit ratings are inferred
from the users’ actions (e.g. gaming, shopping,
requesting information) and don’t require the
user’s intervention. While implicit information
may often contain noisy information, its use is
often compulsory in many practical situations,
often due to the lack of sufficient explicit data.

In this paper, collaborative filtering rec-
ommendation algorithms are evaluated on large
scale social gaming data. During the evaluation
of all experiments, both implicit and explicit
data together with the game profile data were
extracted from an obfuscated data set gath-
ered by Gatcha![4], a European game develop-
ing and game hosting company with millions
of active gamers, and sister company to the
popular online social network site Netlog [5].
This data set is described in Section 3. The
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paper is organized as follows: in Section 2 re-
lated research is described. Section 3 describes
the data set that was analyzed in detail during
the experiments. Section 4 provides the details
of our methodology, describing the data pro-
cessing, the algorithm design, the experimental
setup and the evaluation methodology. Section
5 presents the obtained evaluation results and
finally section 6 states our conclusions and fu-
ture work.

2 Related Work

To date, a variation of recommendation
techniques have been developed and of these,
collaborative filtering (CF) techniques have
been one of the most successful. The main
advantage of these techniques lies in the fact
that they can deal with any kind of content
and recommend any type of items, even ones
that are dissimilar to one another. Although
CF systems have many forms, the basic idea of
all CF algorithms is to recommend items to a
target user by predicting their utility for that
user through previous ratings by other users.

In literature, many CF systems only take
explicit ratings into account. For e.g., Grou-
plens [6] recommends news articles to users
based on their previous ratings on articles in
Usenet. In the last years, CF algorithms based
on explicit data, gained even more interest with
the start of the Netflix prize in 2006 [7]. Netflix,
an online DVD-rental service, offered a grand
prize of US$1 million for the best CF algorithm
to predict user ratings for movies, based on
their previous ratings. Two of the biggest chal-
lenges of the competition were both the spar-
sity and size of the dataset. This competition
ended in 2009 and formed the basis for many
research papers.

In many practical recommender systems,
it is often difficult to obtain explicit feedback.
However, interesting information may also be
inferred from analyzing user behavior or track-

ing user actions. The difficulty with implicit
feedback is that it is inherently noisy. While
we passively track the users behavior, we can
only guess their preferences and true motives.
In recent years, and especially with the integra-
tion of many CF systems into web applications,
several academic and industrial projects have
been focusing on the deduction and translation
of user behavior into personal scores, called im-
plicit ratings. E.g. in [8] a framework is pre-
sented for mining user preferences from reviews
and then mapping such preferences onto nu-
merical rating scales. In [9], the user’s online
media sharing activities are used as a source
of implicit feedback for a recommendation sys-
tem and in [10], implicit links are drawn be-
tween Web pages to improve the Web page
classification performance. An alternative ap-
proach to the rating prediction approach is the
ranking-oriented approach. In this approach,
recommender systems focus on the prediction
of the correct ranking of missing items without
the intermediate step of predicting the ratings
of these missing items. Research [11] [12] has
shown that focusing on the ranking of items
can lead to better recommendations.

Very often, recommender systems use a
combination of techniques or data to gener-
ate a final recommendation score. In [13], ma-
trix factorization models were developed that
can be trained from explicit and implicit feed-
back simultaneously. Social networks and rec-
ommender systems are combined in FilmTrust
[14], a website that uses trust in web-based so-
cial networks to create predictive movie recom-
mendations. Similarly, in [15], users are first
clustered based on the trust between them us-
ing correlation clustering and then a collabo-
rative filtering algorithm is optimized by using
these clusters. A similar approach is applied in
[16], where clusters for users, Web pages and so-
cial annotations, describing the Web resources,
are first generated. Web page recommenda-
tions are then generated based on the trans-
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actional information of the users, Web pages,
social annotations and the acquired cluster in-
formation.

Although there are (general) recommender
systems that also encompass the recommenda-
tion of game products (e.g. on Amazon) there
have been no previous publications that specif-
ically focus on the recommendation of online
games based on the gaming behavior and per-
sonal game ratings of users, as described in this
paper. As detailed in the Data Set Descrip-
tion of Section 3, the users’ game rating be-
havior was found to contain rather extreme val-
ues (due to users mainly awarding games with
either very high or very low star ratings) in
comparison to the rating behavior for other use
case scenarios. While research [17] has shown
that correlated features in an unbalanced data
set may be found by applying association rules,
the work presented in this paper focuses on the
addition of implicit data to the rather unbal-
anced explicit data set to improve the recom-
mendations. This extreme rating behavior, in
combination with the analysis of gaming be-
havior over a longer period of time, makes this
evaluation and optimal parameter configura-
tion for several established recommender algo-
rithms very relevant. Finally, within the scope
of game-specific research, most research is per-
formed within the field of dynamic gameplay
adaption [18, 19].

3 Data Set Description

3.1 Explicit Data

The experiments in this paper are all based
on the data set of the online game distribution
platform Gatcha! [4]. This platform enables
game developers to deploy their game onto sev-
eral social network sites and web-portals. The
explicit dataset contained nearly 2 million ex-
plicit ratings for more than 200 different games,
made by almost 6 million unique users spread
over 260 different countries. These explicit rat-

ings were star ratings on a scale from 1 to 10.
The exact spread of these ratings is shown in
Figure 1.
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Fig. 1. Distribution of the explicit game ratings

(on a scale from 1 to 10), based on a data sample

of 1.8 million ratings.

As Figure 1 shows, the rating behavior of
gamers is rather extreme, awarding games with
either very high or very low star ratings, de-
pending on whether they like or dislike a game.
The distribution also indicates that users only
tend to rate a game when they really like the
game as the 10 star ratings take almost 60%
of the total number of ratings into account. A
second trend that was shown whilst analyzing
the explicit game ratings, was that users that
did rate a game, usually do this for more than
one game. This is shown in Table 1.

Table 1. Distribution of the users based on the

number of games they have rated in the data set.

Nr. of Ratings Users

1 to 5 29,391

5 to 10 415,899

10 to 15 137,056

15 to 20 71,300

20 to ... 49,660
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As shown in Table 1, most users that have
rated at least one game, usually did this for 5
to 10 games. Note that the data sample of ex-
plicit ratings was taken over a period of almost
2 years, taking into account all ratings of those
users that were evaluated. However, with re-
spect to the rating behavior of users, the most
important conclusion is that only 12% of all
users in the data sample have explicitly rated
at least one item.

In the field of recommendation techniques,
and especially with respect to neighborhood-
based CF algorithms, the sparsity of explicit
data is found to be a common problem [20],
especially as the incentive for users to rate a
(consumed) item is often very low. The im-
plicit rating approach attempts to increase the
number of ratings entered by observing user be-
havior.

3.2 Implicit Data

The implicit ratings were inferred from
monitored game plays of 1.5 million users over
a period of almost six months (173 days ex-
actly) resulting in a total number of more than
126 million single player game plays and almost
21 million multi-player game plays. From each
game play also the start and end time were pro-
vided. The latter was only recorded for users
normally ending the game, not taking into ac-
count sessions ending by closing the browser
before actually closing the game. As shown in
Table 2, most players played during the sam-
ple period typically 1 to 5 games, with a major
share of people only playing 1 specific game.
The maximum number of games played by one
user was 138. With respect to the number of
single player game plays, similar conclusions
can be drawn, with a major share of people
residing in the lowest category of 1 to 5 game
plays. However, the share of game plays in this
category is more equally distributed and the to-
tal share is also a little less predominant com-
pared to the played games scenario.

Table 2. Distribution of the users based on the

number of single player games they have played

(column 1 and 2) and the number of single player

game plays they have performed (column 3 and 4)

over a period of 6 months.

Played Users Game Users

Games Plays

1 to 5 1,133,210 1 to 5 796,249

5 to 10 167,604 5 to 10 178,441

10 to 15 64,313 10 to 20 125,470

15 to 20 32,716 20 to 50 118,850

20 to 30 29,988 50 to 100 67,662

30 to 40 11,486 100 to 500 111,089

40 to 50 4,922 500 to 1000 26,637

50+ 3,649 1000+ 23,490

The advantage of this data set is that it
allows to evaluate users’ total gaming behav-
ior over a relatively long period and that the
length or date of each game play may be taken
into account. However, it does not provide any
details about the games that were played by
the users before or after the period of the data
sample. Section 4.1 elaborates on this problem.

4 Methodology

4.1 Processing Game Data

During the experiments, the same algo-
rithms were executed on both the implicit and
explicit data (or a combination of the two). In
order to provide a consistent rating domain in
comparison with the implicit ratings, detailed
in the following section, the explicit star rat-
ings, ranging from 1 to 10 stars, were rescaled
within the [0,1] interval.

With respect to the implicit data, research
[21] shows that the unique characteristics of im-
plicit feedback, prevent the direct use of algo-
rithms that were designed with explicit feed-
back in mind. These main characteristics are:
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no negative feedback, noisy data, indication of
preference instead of confidence and the ne-
cessity of proper measures for the evaluation.
These remarks are valid for most types of data
as recommender engines for e.g. digital TV sys-
tems or product websites may presume that
when a user consumed or bought a specific
item, the user was interested in the item but
they are often not able to infer whether that
user actually liked the item when no explicit
rating was given afterwards. Or they are not
aware that a specific item was bought as a gift.
However, for the game specific data it can be
stated with high confidence that the number
of game plays of a game by a specific user is
directly coupled with that user’s interest for
that specific game. This also implies that neg-
ative feedback can be taken into account, e.g.
by comparing users’ game play statistics with
those of others, while the level of noise is gener-
ally low as game plays require active participa-
tion of the user (presuming the user is playing
while logged with its own account). The main
additional requirement that is imposed to the
implicit data is that it should be sampled over
a relatively long period in order to acquire an
appropriate level of noise reduction. Similar to
explicit data, the evaluation itself is of course
only related to those games the user actually
consumed, neglecting the fact that the actual
recommendation never took place. Therefore,
real live implementation and evaluation are of
essential importance for commercial systems.

The algorithms that are presented in this
paper have been extensively tested on a large
data set. Based on these results, the most ap-
propriate recommendation algorithm has been
implemented on a social gaming network (with
minor commercial extensions like e.g. adding
newer games to the list, etc.). The selected al-
gorithms are currently under evaluation. This
live evaluation requires a long testing period as
the performance of the algorithm is evaluated
based on the long term user consumption of the

game. The description of the results of these
live experiments is scheduled as future work.

For the implicit data, the conversion for-
mula as shown in Equation (1), was applied
during the experiments for translating the
number of game plays into a score in the inter-
val [0.5,1]. 0.5 was chosen as the lower bound of
the conversion formula as we can assume that
when a game is played at least once by a user,
that user has a certain interest in that game,
regardless whether he actually liked or disliked
that game.

r =
1

2
+

1

2
× (arctan(c)× 2

π
)p (1)

In this formula, c denotes the number of
game plays by a specific user for a specific
game. Parameter p was calibrated so that 15
game plays of a game resulted in r=0.8 for that
game. This implies that a game with 15 game
plays by one user, was considered to be found
an appealing game by that user. During the
experiments 15 game plays was set as a fixed
value for each game.

Additionally to the number of game plays,
the average game play time of a user was
also taken into account during the experiments.
Therefore, each user’s average game play time
for a game was compared with the average
game play time of all users for that game. The
same Equation (1) was used to calculate this
rating but this time with a game dependent
variable p, calibrated so that when a user’s av-
erage game play time for a game equals to all
users’ average game play time, a score of 0.5
was returned. This score accounted for 50% of
a user’s total implicit rating for a game. The
advantage of taking the average game play time
into account, was that users who are good in
playing a game or like to play a game for a long
time, are awarded with a higher implicit rating
for that game.

For the live implementation of the recom-
mender engine, Equation (1) was rescaled to
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Equation (2).

r = (arctan(c)× 2

π
)p (2)

In this equation, parameter p is changed
for each game. Equation (3) shows how p is
calculated. GAV G denotes the average number
of game plays for that game, while taking the
logarithm of 0.5 in the numerator incorporates
that the conversion formula results in a score
of 0.5 when the user plays a specific game as
often as the average number of game plays for
that game.

p =
log(0.5)

log(arctan(GAV G)× 2
π
)

(3)

Note that for each conversion it should be
taken into account that the data set only con-
tains data of a specific sample period. As such,
this may lead to impricise conversions. E.g.
applying the above conversion formula, an im-
plicit rating starts at, depending on the im-
plicit data interval, e.g. 0 and by increasing
the number of game plays this rating will then
gradually increase to 1. However, as a user
was playing a game very often but only his last
game plays for that specific game took place
during the data sample period, this will result
in a much lower implicit rating for that game
than it actually deserves. Similarly, when only
the last game play in a set of game plays of
a specific game was recorded during the sam-
ple period, this may lead to a negative rating
while actually the game should have a positive
rating. As such, integrating negative feedback
on a time-restricted data sample, may entail a
specific fault margin which may be propagated
both in the training and evaluation data set.
Therefore in the lab experiments, a relatively
long evaluation period of six months was taken.
While imposing extra computational overhead
due to the size of this data sample, this greatly
reduces the introduced fault tolerance.

4.2 Content-based Filtering

While in this paper, the main focus is
on the performance of collaborative filtering
techniques on the game data set, two other
types of recommendation techniques have been
evaluated: a content-based approach and a
demographic-based approach. In a content-
based approach, item specific characteristics
are taken into account in order to recommended
new items. As the online gaming platform
Gatcha! had already implemented a proper
content-based approach for making game rec-
ommendations on their site, their algorithm
was evaluated on the data set and taken as a
reference point for the CF experiments. In this
algorithm, the game category was used as the
main game property. Typical game categories
include sports, action, arcade, puzzle, shooter,
etc. Based on the category of the game that
was last played by a user, a list of recommended
games was generated, composed for 50% by the
most popular games (based on the game plays)
in the same category and for 50% by the newest
games in that same category. If the result set
was not large enough, random popular games
were added to the result set.

4.3 Collaborative Filtering (CF)

The most common approach to CF is
based on neighborhood models (k-NN) where
a user-item preference matrix is interpolated
from ratings of similar users and/or items. The
user approach is based on predictions of ratings
of the same item by similar users [22] while the
item neighborhood approach identifies pairs of
items that tend to be rated similarly, in order
to predict ratings for an unrated item based on
similar items by the same user [23]. The item
based approach generally [23] tends to offer
better scalability and a higher accuracy than
the user based approach. Despite these advan-
tages of item based over user based CF, both
approaches were evaluated on the test data be-
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cause of the atypical characteristics of the data.
During the experiments, several similarity

metrics have been evaluated. These metrics
are used to indicate the similarity between two
items.

4.3.1 Euclidean Distance

One of the most common (and simplis-
tic) metrics is the Euclidean distance metric.
This metric describes the distance between two
points in a two-dimensional plane. This for-
mula is shown in Equation (4). In this formula,
X i is the rating giving by user X to game i.
In order to reduce the computational complex-
ity, the square root in the denominator was re-
moved from the formula. This can be done as
these metrics are only applied to calculate the
mutual order of the different games. The Eu-
clidean distance returns a value in the interval
[0,1], where 1 indicates a maximum similarity.

se(X, Y ) =
1

1 +
∑n
i=1(Xi − Yi)2

(4)

4.3.2 Pearson Correlation

Another popular similarity metric is the
Pearson correlation coefficient. This coefficient
takes the rating behavior of different users into
account, as some users tend to give consistently
higher or lower scores to items than other users.
When the absolute difference between the rat-
ings of both users is also consistent, the Pear-
son correlation coefficient will indicate there is
a high similarity between both users. The Pear-
son correlation coefficient is shown in Equa-
tion (5).

sp(X, Y ) =

∑
i(Xi −X)(Yi − Y )√∑

i(Xi −X)2
∑
i(Yi − Y )2

(5)

X is the average rating of that user over
all games that user has rated. This metric is

only calculated when users have at least rated
two similar games. It returns a value in the
interval [-1,1]. A value of 1 implies that a lin-
ear equation describes the relationship between
both users perfectly. A value of 0 implies that
there is no linear correlation between the users.

4.3.3 Cosine Similarity

Cosine similarity is a measure of similar-
ity between two vectors in the m dimensional
user-space, by measuring the cosine of the an-
gle between them. The result of the Cosine
function is equal to 1 when the angle is 0, and
it is less than 1 when the angle is of any other
value.

sc(X, Y ) =
X.Y

||X|| ||Y ||
=

∑
iXiYi√∑

i(Xi)2
√∑

i(Yi)2

(6)

Similar to the Pearson correlation coeffi-
cient, cosine-based similarity takes the different
rating or playing behavior of users into account
(achieved by the denominator in Equation (6).
Where Pearson handles absolute differences in
ratings or number of game plays, cosine sim-
ilarity handles the proportional differences in
ratings or game play numbers.

4.3.4 Jaccard Index

The fourth similarity metric that was eval-
uated, is the Jaccard index or Jaccard similar-
ity coefficient, shown in Equation (7).

J(X, Y ) =
|X ∩ Y |
|X ∪ Y |

(7)

This index measures similarity between
different data sets, and is defined as the size
of the intersection divided by the size of the
union of the data sets, in this case the games
played by a user. The Jaccard coefficient re-
turns a value in the interval [0,1].
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4.4 Evaluation Methodology

Within the field of recommendation sys-
tems, several evaluation metrics have been de-
fined. One of the most commonly used metrics
is the Mean Absolute Error (MAE), a quantity
used to measure how close predictions are to
the evaluation data. A different kind of evalua-
tion metrics focuses on the fact how good a rec-
ommendation engine is able to distinguish cor-
rect from incorrect predictions. Receiver Oper-
ating Characteristic (ROC) curve analysis is a
well-known example of this type of evaluation
metric. A ROC curve is drawn by plotting the
sensitivity, or true positive rate, versus the false
positive rate (1 - specificity or 1 - true negative
rate), for a binary classifier system while its
discrimination threshold is varied. For an ideal
classifier, a ROC curve starts in the origin, then
goes straight up to the point (0,1) and then
ends in (1,1). In data mining, the Area Under
Curve (AUC) is often taking into account. The
AUC is a value between 0 and 1 and is equal to
the probability that a classifier will rank a ran-
domly chosen positive instance higher than a
randomly chosen negative one. The higher the
AUC, the better the recommendation engine.

For both the content-based and collabora-
tive filtering algorithms, different use case sce-
narios were evaluated. Each use case scenario
was determined by several configuration set-
tings, determining how and which data should
be taken into account. In order to reduce the
execution time of these different experiments,
all experiments were split up into several sub-
processes that were executed in parallel on sev-
eral nodes of the High Performance Cluster
(HPC) of Ghent University. Those settings
that had most impact on the evaluation results
were:

• Type of data: explicit, implicit or both.

• userCO, the required number of ratings a
user should have in order to be taken into

the training or evaluation set. Ranged
from 1 to 60.

• topN, the N number of top recommen-
dations that are taken into account, e.g.
topN=5 only evaluates the 5 games that
received the highest rating by the recom-
mendation system. Ranged from 1 to 20.

• rocCO, the limit that determines whether
ratings should be considered as good or
bad. Naturally, this value is within the
range [0,1].

For the evaluation of the content-based ap-
proach only ROC curve analysis was applied as
this algorithm cannot predict ratings, required
to calculate the MAE. The ROC curve was
drawn by taking into account explicit and/or
implicit ratings of 1000 users with an exten-
sive profile (i.e. they had at least rated 20
different games). For every game a list with
related games was first composed, according to
the Gatcha! algorithm. For each user, a recom-
mendation list was then built composed of all
the recommendations that would be made in
case each game he or she had played or rated
was taken as a start scenario. For each user,
each game in his explicit or implicit data set
was compared with the compound recommen-
dation list of that user. When the played or
rated game was found in the recommendation
list, that item was added to the ROC curve
dataset as (1,rating), with rating the user’s
explicit rating or converted implicit rating for
that game. When the game was not found in
the recommendation list, (0,rating) was added
to the ROC curve dataset. This methodology
allowed us to evaluate whether recommended
items (which are assumed by the recommender
system as being positive) actually had a posi-
tive rating for that user.

For the evaluation of the k-NN based
CF algorithms, both the ROC curve analysis
and MAE calculation were taken into account.
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MAE calculation could be applied as CF algo-
rithms predict a rating for each game. Taking
this metric into account allowed us to make a
more profound analysis of these experiments.
For these k-NN based CF experiments, the data
set was randomly split into 80% training data
and 20% test data.

5 Evaluation Results

5.1 Content-based Recommendation

The evaluation of the content-based algo-
rithm as deployed at Gatcha! was evaluated
for 1000 users with a relatively extensive pro-
file. Although several scenarios, taking into ac-
count explicit data or implicit data or a com-
bination thereof, were evaluated all scenarios
yielded very similar ROC curves. One of these
curves is shown in Figure 2, where the evalua-
tion was performed on explicit data, and only
the best 5 recommendations were taken into
account.
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Fig. 2. ROC curve content-based CF on the ex-

plicit dataset with userCO=20 and topN=5.

As shown in Figure 2, this scenario re-
sulted in a very low Area Under Curve value

AUC=0.580, however this was still the highest
AUC value that was found during all these ex-
periments. The results learned that this type of
recommendation hardly performed better than
a random recommendation engine. This low
AUC value can be explained by the gaming be-
havior of many gamers where the consumption
of one type of games (over a relatively long pe-
riod) often results in a reduced interest in simi-
lar games. This can be illustrated by an exam-
ple: while in many products or movie recom-
mender systems, very similar items, e.g. The
Lords of The Rings movies, have very similar
ratings, an online social gamer may often not
consume or dislike games which are very similar
to those he is/has been playing. E.g. when an
online social gamer is playing a strategic game
then he might not be interested to play other
strategic games during the same period. Sim-
ilarly, when a user has played a game like e.g.
Farmville, then even when he quit playing the
game after some time, chances are low he or she
starts developing a new farm in one of the many
Farmville clones. It can be concluded that the
Content based approach hardly performs better
than a random classifier, indicated in a ROC-
curve by a diagonal curve.

5.2 User-based Collaborative Filtering

User-based collaborative filtering makes
recommendations for a specific user based on
the behavior of those users that have the most
similar profile. A major drawback [23] of user-
based CF is that it is not very suitable for large
datasets as this makes the calculation process
very time consuming. As such, with the huge
number of users the Gatcha! data sample con-
sists of, the experiments, even when executed
in parallel on several CPU nodes, were very
time-consuming (as reported on below).
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Fig. 3. ROC curve and MAE for user-based CF on

the explicit dataset with userCO=20 and topN=5.

Figure 3 shows the ROC curve together
with the calculated Area Under Curve (AUC)
and Mean Absolute Error (MAE) values for an
experiment on the explicit data set, evaluat-
ing four different similarity metrics: Euclidean
distance (ED), Pearson Correlation (PC), Jac-
card index (J) and cosine similarity (C). The
calculations were restricted to only those users
who have at least rated 20 different games
(userCO=20), and the evaluation was executed
by taking into account the 5 games which
received the highest rating by the algorithm
(topN=5) for each user. As the figure shows,
the Euclidean Distance was the best similar-
ity metric with an AUC=0.718. However, the
MAE for each similarity metric was quite high
as even Euclidean distance (ED) had an aver-
age MAE=0.245 or 3.205 on a scale of 10. The
execution time of the experiment, even with
userCO=20, was around 24 hours. Similar (or
worse) results were found during other user-
based experiments. The relatively high MAE,
together with the moderate AUC and high ex-
ecution time made user-based CF not suitable
for this use case scenario.

In the experiment shown in Figure 3, rat-
ings starting from 9, which corresponds to a
rocCO=0.87, were considered as positive rat-
ings. During all experiments, both user and
item based, it was found that for high values
for rocCO, the limit between positive and neg-
ative ratings, resulted in the best experiment
results when explicit data was taken into ac-
count. Specifically when rocCO corresponds
to 8 or 9 star ratings, the highest AUC and
MAE values were found. These high values
are a consequence of the extreme rating be-
havior of users, as previously mentioned in
section 3.1. Similarly, for implicit ratings a
userCo=0.87 was found to produce the best re-
sults. For consistency reasons, all experiment
results that are described in this paper have the
same rocCO=0.87 configuration.

5.3 Item-based Collaborative Filtering

5.3.1 Explicit Ratings

Item-based CF recommends items based
on the similarity between those items. In the
explicit use case scenario, the similarity be-
tween games is based on the ratings users gave
to those games. Based on the games that
users have rated and their similarity with other
games, new games are then recommended to
the users. As the item similarity (matrix) can
be calculated in advance and only has to be cal-
culated once for all users, item-based CF is far
less time consuming than user-based CF. For
the explicit ratings scenario most experiments
required less than an hour execution time on
the HPC, even when taking more than one mil-
lion users into account. The evaluation results
of two experiments with fixed userCO=5 and
variable topN configuration are shown in Fig-
ure 4. In Figure 4(a) the top 5 recommen-
dations for each of those users were evaluated
(topN=5) while in Figure 4(b) topN was set to
a relatively high topN=60.

Both figures show that the Euclidean dis-
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Fig. 4. ROC curve and MAE for item-based CF on explicit data with userCO=5.

tance (ED) similarity metric clearly makes bet-
ter recommendations than the Pearson correla-
tion (PC). This was the case in almost all item-
based explicit data experiments. This is quite
remarkable as in most use cases, Pearson corre-
lation is supposed to outperform the Euclidean
distance. This can be explained by the extreme
rating behavior of gamers as they all tend to
give extreme high or low ratings, negating the
advantage of Pearson correlation that takes dif-
ferent rating patterns into account. Addition-
ally, as most users only tend to positively award
games, with 10 star ratings having by far the
greatest share in the provided explicit data set,
the average star rating of each user was often so
high that the effect of all ratings lower than this
high average (even when an 9 star rating was
given) immediately were negatively enlarged.

While Euclidean distance clearly outper-
forms all other similarity metrics for lower topN
values in terms of AUC, with an AUC of up
to 0.769, which is in general considered to be
fairly good, Figure 4(b) shows that for higher

topN values its AUC value was decreasing while
those of Jaccard index (J) and Cosine similar-
ity (C) were increasing up to 0.804 for the sce-
nario were topN=60 and userCO=20. With
respect to ROC curve analysis, the AUC val-
ues for Pearson correlation results were found
to be ranging most of the time between 0.615
and 0.657, which corresponds to a rather weak
classifier. Only in the scenario were topN=60,
Pearson was performing remarkably better for
all experiments with a maximum AUC of 0.752
for userCO=20. Note that the straight lines
at the beginning of the ROC curves are due to
the monotype rating of users. With many pro-
files only containing 10 star ratings, many rec-
ommendations predict 10 star ratings (or score
1.0) for other games. While drawing the ROC
curves, these 1.0 ratings are all classified as
false or true at the same time which results in
these long straight curves.
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Table 3. AUC and MAE values for item-based

CF on explicit data with topN=20 and variable

userCO [uCO ].

uCO ED PC J C

AUC 5 0.746 0.657 0.695 0.690

10 0.731 0.626 0.729 0.724

20 0.707 0.640 0.774 0.769

MAE 5 0.167 0.213 0.225 0.230

10 0.151 0.185 0.217 0.221

20 0.149 0.205 0.196 0.200

Table 3 shows the AUC and MAE val-
ues for item-based CF on explicit data with
topN=20 and variable userCO. As shown in
this table, increasing userCO had a beneficial
effect on the AUC results of both Jaccard and
Cosine similarity. For the Euclidean distance
and Pearson correlation AUC results were vary-
ing depending on the userCO configuration but
without any clear pattern.

With respect to the MAE values, an in-
creasing userCO had a beneficial effect on all
four metrics during almost all experiments,
while an increasing topN had the opposite ef-
fect for all four metrics. During all experi-
ments, the Euclidean distance achieved by far
the best MAE scores with values ranging be-
tween 0.125 and 0.194. These values corre-
spond with a star value of respectively 2.1 and
2.75. These values are remarkable better than
those of the user-based CF experiments.

5.3.2 Implicit Ratings

In the implicit use case scenario, the game
recommendations and similarity calculation be-
tween games is based on the game plays of
the users for each game. As the implicit data
set contained much more data than the ex-
plicit data set, most experiments required sev-
eral hours of execution time on the HPC. This

time was mainly used for creating the item sim-
ilarity matrix as all game plays of a period of
six months were taken into account during the
experiments. The reason for this long training
period was explained in section 3.2. Table 4
shows the AUC and MAE values for item-based
CF on implicit data with topN=20 and variable
userCO. These are the exact same configura-
tion settings as Table 3 from Section 5.3.1 re-
garding the explicit ratings evaluation results.

Table 4. AUC and MAE values for item-based

CF on implicit data with topN=20 and variable

userCO [uCO ].

uCO ED PC J C

AUC 5 0.769 0.722 0.689 0.678

10 0.759 0.700 0.667 0.659

20 0.689 0.690 0.670 0.654

MAE 5 0.127 0.132 0.099 0.100

10 0.124 0.140 0.102 0.102

20 0.159 0.143 0.102 0.102

As shown in Table 4, Pearson correlation
performs slightly better than Jaccard index and
Cosine similarity in terms of AUC values while
the opposite remark can be made when the
MAE evaluation is taken into account. Con-
trary to the explicit data scenario, the configu-
ration of parameter userCO has little impact
on both the AUC and MAE performance of
these metrics. While Euclidean distance is per-
forming better than the other three similarity
metrics for lower userCO values, this similar-
ity metric was not producing reliable results
for most experiments, especially for lower topN
value where ROC curve analysis for Euclidean
distance obtained rather extreme values, of-
ten approaching a perfect classifier. Analysis
of these results, learned that appliance of Eu-
clidean distance always returned only a very
limited list of recommendations. This is due to
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the extreme popularity of a limited set of games
which have a very low similarity with other
games. As most (new) players often start with
playing only those popular games the low sim-
ilarity with those other games resulted in low
estimated ratings for those less popular games.
The application of equation (3) may improve
this disadvantage.

When comparing the results of the explicit
experiments in Table 3 with those of the im-
plicit experiments of Table 4 in terms of ROC
curve analysis, Jaccard index and Cosine simi-
larity are performing worse in the implicit sce-
nario while for Pearson correlation the oppo-
site observation can be made. However, when
comparing the MAE values of this implicit sce-
nario with those of its explicit counterpart, sig-
nificant lower MAE values were found. Only
Euclidean distance was sometimes performing
slightly worse. Lower MAE values incorpo-
rate better predictions of the estimated num-
ber of game plays. In all implicit scenarios, for
both high and low topN and userCO configu-
rations, significant lower MAE values were ob-
tained than when using explicit data, even for
Euclidean distance. The main reason for these
lower MAE values is that for most users rela-
tively more implicit ratings than explicit rat-
ings are known, resulting in more detailed pre-
dictions for these users. These conclusions are
also shown when comparing Figure 5 with Fig-
ure 4(b) from the explicit data Section 5.3.1.
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Fig. 5. ROC curve and MAE for item-based CF

on implicit data with userCO=5 and topN=60.

In the experiment from Figure 5, we eval-
uated almost all predictions that were made
by taking into account the top 60 predictions
for each user (topN=60). Similar to the re-
sults that were found in Table 4, Pearson cor-
relation is performing better than Jaccard and
Consine in terms of ROC curve analysis with
an AUC=0.773, which approximates a good
classifier. This trend was found in all implicit
rating scenarios, for both high and low topN
and rocCO configurations. When comparing
these results with those of Table 4, it is shown
that the configuration parameter topN has a
positive impact on the AUC performance of
Pearson correlation for increasing topN values.
With respect to the MAE evaluation, an in-
creasing topN configuration was found to have
a positive impact on all four metrics.

5.3.3 Combined Ratings

The last series of item-based experiments
evaluated the impact of combining the explicit
and implicit ratings. To combine both types
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of ratings, the absolute values of the predicted
ratings were taken into account for each item.
A specific ratio was applied between those ab-
solute values. Although there is no exactly
quantified relationship between the absolute
explicit and implicit ratings, combining both
types of ratings may result in a new type of rat-
ings that after evaluation may prove, by means
of a selected classifier, to perform well for spe-
cific use case scenarios or by applying specific
configuration parameters. Multiple ratios for
combining both types of ratings were evalu-
ated. When no explicit data for a user was
found, only the implicit data was taken into ac-
count. After evaluating several scenarios it was
concluded that an equal combination of both
types of data yielded the best results. Only
for Euclidean distance a higher impact ratio
for explicit data resulted in higher AUC val-
ues. Especially Pearson correlation was found
to produce very stable and relatively high AUC
values in all scenarios, independent of the mu-
tual ratio which was applied. Figure 6 shows
the results of an experiment where both the
explicit and implicit results were equally taken
into account.

o

x

+

o

o

o

o

o

o

o

o
o

o

x

x

x

x

x

+

+

+

+

+

+
+

+
+ +

0.0
0.0

0.1

0.1

0.2

0.2

0.3

0.3

0.4

0.4 0.5

0.5

0.6

0.6 0.7

0.7

0.8

0.8 0.9

0.9

1.0

1.0

Fraction false positives (1 – specificity)

F
ra

c
ti
o

n
 t
ru

e
 p

o
s
it
iv

e
s
 (

s
e

n
s
it
iv

it
y
)

Fig. 6. ROC curve and MAE for combined item-

based CF with a 1-1 ratio for the implicit and ex-

plicit ratings. userCO=10 and topN=10.

Figure 6 shows that while Jaccard in-
dex and cosine similarity performed approxi-
mately equally in terms of AUC values, Eu-
clidean distance and Pearson correlation per-
formed slightly better. Especially for low topN
values, Pearson correlation produced better re-
sults than the other metrics with an AUC up to
0.804 while the weak performance of Euclidean
distance with respect to implicit data made this
metric less suitable for lower topN values. In
terms of MAE values, Jaccard and cosine per-
formed in all scenarios very similar, producing
slightly better results than Pearson correlation.

In general, it can be stated that taking into
account both explicit and implicit data yielded
good results for both the AUC and MAE met-
rics in all scenarios, while only slightly perform-
ing worse compared to the strengths of these
two other approaches in very specific scenar-
ios. With respect to those combined ratings,
Pearson correlation was found to be the most
interesting metric as its appliance resulted in
the highest AUC values, making it a good clas-
sifier between good and bad recommendations
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while its MAE value, although slightly higher
than the other metrics, is still considered to be
relatively low. It should be noted that in a real
use case scenario only a few recommendations
are made. This corresponds to lower topN val-
ues which makes Pearson the most appropriate
candidate for the actual implementation.

6 Conclusions

In this paper, we have evaluated the ap-
plicability of neighborhood-based collaborative
filtering (CF) algorithms for the recommenda-
tion of online social games. These evaluations
were based on a large data set of an online
social gaming platform containing game rat-
ings (explicit data) and online gaming behav-
ior (implicit data) of millions of active users.
An existing content-based recommendation al-
gorithm was first evaluated in order to have a
valid reference. It is shown that neighborhood-
based CF algorithms greatly outperform the
existing content-based approach. Of these
neigborhood-based CF algorithms, the item-
based approach was by far the most appro-
priate technique surpassing the user-based ap-
proach not only based on the evaluation results
but also by its greater applicability as the user-
based approach showed scalability issues while
dealing with large amounts of data.

The performance of the item-based ap-
proach was further evaluated for several differ-
ent scenarios. Each scenario was determined
by multiple configuration parameters of which
the number of top recommendations and the
number of ratings per users were found to be
the most important. Different similarity met-
rics were taken into account and experiments
were run on both explicit and implicit data or
a combination thereof. During the explicit data
experiments, Euclidean distance outperforms
the other metrics with respect to the estima-
tion of ratings, obtaining lower MAE values for
all scenarios. Additionally, for the scenarios

were only a small number of the top N recom-
mendations were evaluated, Euclidean distance
obtains the highest AUC scores, corresponding
to a reasonable good recommendation system.
These rather unusual results can be explained
by the extreme rating behavior of online gamers
as described in the paper. When more top
N recommendations were taken into account,
Jaccard index and cosine similarity obtain the
highest AUC values. When using the implicit
data set, all similarity metrics have lower MAE
values during all scenarios when compared to
the same scenarios when using explicit data.
While the Euclidean distance has difficulties
coping with the fact that only a limited amount
of games is extremely popular, Pearson correla-
tion acquires the highest AUC ratings, which in
some cases was even better than during the ex-
plicit scenarios. However, in general the AUC
values of the implicit scenarios are found to
be lower than those of the explicit scenarios.
Finally, the combination of both explicit and
implicit results was evaluated. These results
show that a combined approach yields overall
good results on all evaluation metrics for all
scenarios, while only slightly performing worse
compared to the strengths of the two other
approaches. Pearson correlation obtains the
highest AUC values, especially for low top N
configurations, while its MAE value, although
slightly higher than the other metrics, are still
considered to be relatively low. As in a real use
case scenario only a few recommendations are
shown on the website, combined item-based CF
with Pearson correlation as the distance metric
was finally chosen as the most appropriate can-
didate for the actual implementation. This al-
gorithm has been implemented on the Gatcha!
platform and is currently running on a platform
that is daily used by the entire Gatcha! gamer
community.

Research has shown [24] that taking into
account time information, i.e. when an item
was released and purchased or in our scenario
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a game was played, may further improve the ac-
curacy of the collaborative filtering based rec-
ommender systems. We are currently extend-
ing our research on the recommendation of on-
line social games by taking the game play dates
into account for the conversion of gaming data
to an implicit rating. One of the objectives of
these experiments is to find the most appropri-
ate time degradation and game play conversion
functions and to evaluate their impact on the
overall performance of the recommendation en-
gine.
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