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Large eddy simulations of non-reacting H2/CO2 jets mixing with air are performed

and the calculations are compared with the experiments reported by Smith et al.

(1995). The influence of differential diffusion effects for Reynolds numbers Re =

1000 − 8000 is analyzed and a differential diffusion parameter, ξ, is defined on the

basis of normalized H2 and CO2 concentrations in order to quantify the effects of

differential diffusion with increasing Reynolds number. The analysis is made not

only in physical space but also with scatter plots and histograms. The simulation

results reveal that differential diffusion effects are significant at downstream locations

(more than 15 nozzle diameters away from the inlet) only for the lower Reynolds

numbers (Re = 1000 − 2000). However, differential diffusion effects are present for

all Reynolds numbers examined close to the inlet (closer than 10 nozzle diameters).

This is confirmed by the mean results of the differential diffusion parameter, ξ, but

also by looking at the histograms of ξ. This is an important indication that differential

diffusion can be important in turbulent reacting flows if laminarization of the flow

or weakening of turbulent diffusion occurs. Including differential diffusion effects in

turbulent reactive flows involving mixtures with vastly different mass diffusivities can,

therefore, improve the accuracy of numerical simulations. Results obtained assuming

equal species mass diffusivities revealed that differential diffusion effects do not have

any significant influence in the velocity field.
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I. INTRODUCTION

Numerical simulations of turbulent combustion usually employ the assumption that every

chemical component diffuses in the same manner, i.e. has the same mass diffusivity in the

mixture. In case of fossil fuel this assumption is reasonable. However, it is well know

that in the case of hydrogen combustion, this assumption is no longer valid, since H2,

as a light molecule, diffuses more rapidly than other chemical components. In addition,

in many turbulent combustion applications the high heat release rates can cause a local

laminarization of the flow and then the effects of molecular differential diffusion can become

significant for both moderate1–4 and high5,6 Reynolds numbers. This can have a strong effect

in reacting flows where accurate prediction of species concentrations is of great importance7

since they are a prerequisite for accurately predicting the local temperatures8–10, chemical

reaction rates and pollutant concentrations11–13. Mostly, differential diffusion effects are

ignored when performing numerical simulations of turbulent combustion because it either

leads to great modelling simplifications (use of the mixture fraction approach) or because it

is expected that turbulent mixing is a far more dominant process than molecular mixing so

that the turbulent diffusivity is an order of magnitude larger than the molecular diffusivity.

Several experimental and numerical papers studying the effects of differential diffusion

in non-reacting cases exist. Dibble and Long12 reported two-dimensional measurements of

differential diffusion of the same flow while Bilger and Dibble14 performed experiments in

a non-reacting hydrogen-propane jet flowing into air. Long et al.15 presented a different

approach, compared to Bilger and Dibble, to study differential diffusion using Planar Laser-

Induced Fluorescence (PLIF) and Lorenz-Mie scattering techniques. Lavertu et al.16 studied

the effects of differential diffusion in high Schmidt number jets and Saylor and Sreenivasan17

on low Reynolds number water jets. Several experimental studies exist on the dependence

of differential diffusion on Reynolds number18,19, while direct numerical simulations (DNS)

studying differential diffusion in isotropic turbulence have also been reported20–28.

The goal of this study is two-fold: First, to model the effects of differential diffusion in the

mixing of non-reacting turbulent jets and to quantify the relative influence of these effects,

at various downstream locations, with increasing Reynolds numbers. Second, to examine the

validity of the typical assumption made in turbulent flows of neglecting differential diffusion

effects and to investigate any potential implications of this assumption in turbulent reacting
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flows. We consider in this work non-reacting jets, in order to avoid uncertainties due to

combustion modelling. In concreto, we perform various large eddy simulations (LES) of

a non-reacting turbulent H2/CO2 jets mixing with air. Contrary to previous studies, the

influence of differential diffusion will be examined over a wide range of downstream locations

from the inlet (x/d=5, 15, 30) and for a wide range of Reynolds numbers (Re=1000-8000). It

is worth to note that many previous studies have not examined the influence of differential

diffusion close to the inlet for moderate Reynolds numbers. In addition, there are not

many other LES studies, in total, reporting on the influence of differential diffusion, where

numerical results have been presented with and without differential diffusion effects.

The experiments conducted in the Turbulent Diffusion Flames (TDF) laboratory at San-

dia National Laboratories and reported by Smith et al.18, are considered here. The current

numerical study is inspired by this experimental work for the following reasons. First of

all, it is a jet configuration, which is a representative configuration for practical flames.

Secondly, the H2 concentration in the mixture (36% by volume) is high, so that the effects

of differential diffusion can be easily identified. Third, the experiments were performed for

a wide range of Reynolds numbers, spanning from very low (Re = 1000) to really high

(Re = 64000), providing this way a clear relationship between differential diffusion and in-

creasing Reynolds number. To the authors’ best knowledge no other numerical studies on

this experimental case have appeared in the literature. However, the amount of experimen-

tal data reported was limited (no velocity field measurements or species concentrations were

reported) and the comparison with the simulation results will be made to the degree that

this is possible.

II. GOVERNING EQUATIONS

We use a modified version of FireFOAM 1.6 (http://code.google.com/p/firefoam-dev/)

that has already been successfully applied in previous numerical studies29–31. The modifica-

tions made in the original implementation of FireFOAM 1.6 include:

• Elimination of enthalpy equation.

• Replacement of mixture fraction equation by an equation for chemical species.

• Calculation of mixture viscosity as a linear combination of the species viscosities in-
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stead of being constant or temperature dependant.

• Calculation of mixture density as a linear combination of the species densities instead

of using the ideal gas law.

The code solves for the low-Mach number form of the Navier-Stokes equations, using

Favre-filtered quantities (φ̃ = ρφ/ρ), along with transport equations for species mass frac-

tions for a non-reacting, isothermal system. The filtered transport equations for mass,

momentum and chemical species read:

∂ρ

∂t
+
∂ρũi
∂xi

= 0 (1)

∂ρũj
∂t

+
∂ρũiũj
∂xi

= − ∂p

∂xj
+
∂τ ij
∂xi

+
∂τ sgsij
∂xi

+ ρgj, j = 1, 2, 3 (2)

∂ρỸk
∂t

+
∂ρũiỸk
∂xi

= −∂jik
∂xi
− ∂j

sgs

ik

∂xi
, k = 1, ..., Ns − 1 (3)

where ρ is the mixture density, ũ is the velocity, p is the pressure, Ỹk is the species mass

fraction and Ns is the number of species. The viscous stress tensor, τ ij, is modeled by

Newton’s law, in terms of resolved quantities:

τ ij = µ

(
∂ũi
∂xj

+
∂ũj
∂xi

)
− 2

3
µ
∂ũk
∂xk

δij (4)

where δij is the Kronecker symbol.

The laminar viscosity of the mixture, µ, is calculated as a linear function of the species

individual viscosities as:

µ =
∑

µkXk (5)

where Xk is the species mole fraction.

The widely used standard Smagorinsky model32 is used for closure of the sub-grid scale

stress terms in the momentum equations. It is an eddy viscosity type model where the

unresolved sub-grid scale (SGS) stress terms, τ sgsij , are expressed according to the Boussinesq

assumption as:

τ sgsij +
1

3
ρδijτkk = µt

(
∂ũi
∂xj

+
∂ũj
∂xi

)
= 2µtSij (6)

where Sij is the strain rate tensor component. The turbulent viscosity, µt, is modelled as:

µt = ρ(cs ∆)2|S| (7)

4



where ∆ is the filter size, taken to be ∆ = (∆x∆y∆z)
1
3 , with ∆x, ∆y and ∆z the effective

grid mesh spacings and S is the strain rate, S = (2SijSij)
0.5. A Smagorinsky constant of

cs = 0.1 is used in this study33–35.

The un-resolved sub-grid scale species fluxes, j
sgs

ik , in the species equation are modeled

by the gradient diffusion hypothesis model as:

j
sgs

ik = − µt
Sct

∂Ỹk
∂xi

(8)

assuming a constant turbulent Schmidt number of Sct = 0.5. A sensitivity study on this

value (Sct = 0.5, 0.7, 1.0), not shown here, did not reveal any significant influence of this

parameter on the simulation results (maximum deviation in the species mass fraction of less

than 4%).

The total diffusion velocities, Ṽik, in the species flux, jik = ρỸkṼik, are expressed as:

Ṽik = Ṽ D
ik + Ṽ C

i (9)

where the ordinary diffusion velocities, Ṽ D
ik , in the absence of pressure gradients and external

forces, are approximated by Fick’s law as:

Ṽ D
ik ≈ −

Dk

Ỹk

∂Ỹk
∂xi

(10)

and the correction velocity, Ṽ C
i , is determined from the mass conservation constraint,∑Ns

k=1 jik = 0, as:

Ṽ C
i =

Ns∑
k=1

ỸkṼik = −
Ns∑
k=1

Dk
∂Ỹk
∂xi

(11)

The species mass diffusion coefficients, Dk, are calculated as:

Dk =
µ

ρSck
(12)

where Sck is a constant Schmidt number of species k.

The mixture density is calculated as a linear function of the individual species densities

as:

ρ =
∑

ρkXk (13)

where ρk is the species density, calculated by the ideal gas law.
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III. NUMERICAL SET-UP

The case consists of non-reacting turbulent jets of 36% H2 and 64% CO2 (by volume),

issued into air from a round tube with inner diameter d = 7.7 mm. The simulations are

performed on a cylindrical mesh, 10d × 35d, with a rectangular grid in the central region

(2 mm× 2 mm). The inflow of the H2/CO2 mixture is located in the center of the bottom

plane. The grid resolution for the inlet patch is set to 6 × 6 cells (rectangular) and 8 × 32

(cylindrical), resulting in 18 cells across the inlet. Outside the inlet patch, 40 cells were

used radially (compressed towards the inlet). In the axial direction 400 cells are used. The

total number of cells is then 0.456 million cells, resulting in a minimum and maximum grid

spacing of 0.46 mm and 2.55 mm.

A fixed inlet velocity, uinlet, is applied to the inlet patch, according to the average

inlet Reynolds number reported in the experiments. In the simulations, only the range

uinlet = 1.7 − 13.6 m/s (Re = 1000 − 8000) is considered. In the bottom plane of the do-

main (y = 0 m) outside the tube, a fixed streamwise co-flow velocity uco−flow = 1.5 m/s is

imposed. The thickness of the tube is negligible. A mixed boundary condition (pressureIn-

letOutletVelocity) is assigned for velocity at the sides of the domain and a Dirichlet boundary

condition (totalPressure) for pressure. For the top (outlet) plane a mixed boundary condi-

tion (inletOutlet) is used for velocity and a Neumann boundary condition (zeroGradient)

for pressure. The inlet boundary conditions for the mass fractions of H2 and CO2 are of

Dirichlet type and set to uniform values (fixedValue).

In order to reproduce the break up of the jet core reported in the experiments, turbulence

must be generated at the inlet. In this case, the axial inlet velocity component is excited

with azimuthal forcing of the form proposed by Menon and Rizk39:

u′ = Auinlet

N∑
n=1

sin(2πft/n+ θ) (14)

where A is the amplitude of forcing, N is the number of modes (set to 6), t is the time and

θ the polar azimuthal angle. The frequency, f, is calculated from a corresponding Strouhal

number of 0.335. In the present simulations a relatively high level of forcing is used with an

amplitude of 20% of the mean axial velocity. No forcing is applied to the other two velocity

components. This method has already been used in previous numerical studies of jets35.

The governing equations are advanced in time using a first order implicit ‘Euler’ scheme.
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A variable time step is used in the simulations, setting the maximum Courant number to

Co = 0.5. All quantities are assigned to the cell centers (collocated grid) with velocities

linearly interpolated to the cell faces. The convective terms are second order centrally

differenced using ‘Gauss linear’ interpolation. For scalar transport, the bounded second

order TVD scheme ‘limitedLinear’ is used, while the diffusive terms are centrally differenced

and corrected for the non orthogonality of the mesh with ‘Gauss linear corrected’. A PISO

algorithm is used for the pressure - velocity coupling with a Rhie-Chow interpolation to avoid

odd-even decoupling. Data are collected when statistically-steady flow conditions have been

reached in every case.

At every point in the domain, the composition of the gas phase corresponds to a mixture

of H2, CO2, O2 and N2 with molecular weights WH2 = 2.016 g/mol, WCO2 = 44.01 g/mol,

WO2 = 32.0 g/mol and WN2 = 28.013 g/mol, respectively. Ambient (inlet) temperature and

pressure are 300 K and 101325 Pa. Effects of buoyancy are negligible as the resulting Froude

number, shown in Table I, is much higher than unity for all test cases.

TABLE I. Flow parameters at the inlet.

d (m) uinlet (m/s) uco−flow (m/s) Re = ρud
µ Fr = ρu2

∆ρ gd

0.0077 1.7 - 13.6 1.5 1000 - 8000 26 - 1685

IV. RESULTS

A. Instantaneous results

In order to give a first global impression, Figures 1 - 2 present instantaneous plots of

H2 mole fractions for Reynolds numbers Re = 1000− 8000 with and without equal species

diffusivities. A clear evolution of the flow field from laminar (Re = 1000−2000), to transition

to turbulent (Re = 4000) to fully turbulent (Re = 8000) with increasing Re is observed (left

to right). Larger H2 concentrations are evident, on the centerline and close to the inlet,

in the case of equal species diffusivities for the lowest Reynolds number case Re = 1000

indicating that molecular diffusion is more important in this case. As the Reynolds number

increases (Re = 2000− 8000), however, turbulent mixing becomes dominant.
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(a) (b) (c) (d)

FIG. 1. Plots of instantaneous H2 mole fractions in a symmetry plane for (a) Re = 1000, (b)

Re = 2000, (c) Re = 4000 and (d) Re = 8000 with different diffusivities.

(a) (b) (c) (d)

FIG. 2. Plots of instantaneous H2 mole fractions in a symmetry plane for (a) Re = 1000, (b)

Re = 2000, (c) Re = 4000 and (d) Re = 8000 with equal diffusivities.
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In order to have a quantitative measurement of differential diffusion, a differential diffu-

sion parameter, ξ, is calculated as:

ξ =
[H2]− [H2]O

[H2]F − [H2]O
− [CO2]− [CO2]O

[CO2]F − [CO2]O
=

[H2]

[H2]F
− [CO2]

[CO2]F
(15)

where [H2]F and [CO2]F are the ‘fuel’ stream mole fractions of H2 and CO2, and [H2]O

and [CO2]O are the ‘oxidizer’ stream mole fractions of H2 and CO2, here to be taken zero.

This definition of ξ, inspired by Bilger and Dibble14, takes on non-zero values only when

the H2/CO2 ratio differs from its initial ‘fuel’ stream value. Other methods to quantify

differential diffusion effects exist in the literature23,40, but in the present paper we adopt the

one by Smith et al.18 so that the comparison with the experimental data is consistent.

Figure 3 presents instantaneous plots of the ξ field for Re = 1000− 8000 (left to right).

Clearly, differential diffusion effects become significantly smaller with increasing Reynolds

number at downstream locations (y/d > 15). However, close to the inlet (y/d < 10) dif-

ferential diffusion effects, remain present at the edge of the jet for all Reynolds number

cases.

(a) (b) (c) (d)

FIG. 3. Instantaneous plots of the differential diffusion parameter, ξ (Eq. 15), for (a) Re = 1000,

(b) Re = 2000, (c) Re = 4000 and (d) Re = 8000. Locations y/d = 5, 15, 30 and radial distances

r/d = 0, 2, 3 are indicated (see below).
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FIG. 4. Scatter plots of instantaneous H2 vs CO2 mole fractions at location y/d = 30 for (a)

Re = 1000, (b) Re = 2000, (c) Re = 4000 and (d) Re = 8000.

B. Scatter plots

Figure 4 presents scatter plots of instantaneous H2 and CO2 mole fractions, normalized

by their inlet value, at location y/d = 30 for Reynolds numbers Re = 1000−8000. Data from

various radial locations have been used. The diagonal line represents the line of equal mixing,

i.e. the line where the data points are when all species have the same mass diffusivity. The

dispersion of points is clearly much wider for the lower Reynolds numbers. The points cluster

around the equal diffusivity mixing line as Re is increasing, in line with the observations
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reported by Smith et al.18. For Re = 1000, Figure 4(a), many points are observed both above

and below the line of equal mixing. The points above the equal mixing line are located in

off-axis locations and are due to the faster diffusivity of H2 from the central part of the jet

towards to the outer edge. The points observed underneath the line of equal mixing are

located around the jet axis, where CO2 concentrations are relatively larger. For Re = 2000,

Figure 4(b), the points cluster more around the line of equal mixing and the spreading of

the jet increases (more green points are visible). Even though there are still points both

above and below the line of equal mixing, the effect of differential diffusion has significantly

decreased. For higher Reynolds numbers, Figures 4(c) - 4(d), the points follow the line of

equal mixing closely. In this case, turbulent mixing is far more dominant than molecular

diffusion. The range of values slightly increases with Re, since more mixture is injected, and

thus higher concentrations are observed.

C. Results for mean quantities

Results obtained assuming equal mass diffusivities for all species revealed that differential

diffusion did not have a significant effect on the velocity field (maximum deviation in the

maximum streamwise velocity of less than 3%) and are not presented in the paper.

Figures 5 - 8 present the mean CO2 and H2 mole fractions for Reynolds numbers Re =

1000 − 8000 at locations y/d = 15, 30 with and without equal species diffusivities. It is

observed that with the equal diffusivity assumption, the H2 concentrations are about 40%

larger for Re = 1000 at locations y/d = 15, 30 (Figures 5(b) - 7(b), respectively). This is

indeed expected since, in this case, the diffusivity of H2 is much less than its actual value.

For the rest of the test cases the differences remain relatively small.

The mean mole fractions of the H2/CO2 ratio at locations y/d = 5, 15, 30 are plotted in

Figure 9 for Reynolds numbers Re = 1000 − 8000. The experimental data are also given

for the Re = 1000 − 2000 cases. A curved line is seen for Re = 1000, indicating the case

where the effects of differential diffusion are mostly evident. As the jet fluid is convected

downstream, it is diluted with air and the concentration decreases. Due to differential

diffusion effects, H2, diffuses faster than CO2, and the ratio of H2/CO2 on the centerline of

the jet decreases. This is seen as results below the equal diffusivity mixing line in Figure 9.

The opposite is seen for large distances from the axis. For obvious reasons, such effects are
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FIG. 5. Averaged mole fraction results for

Re = 1000 − 2000 at location y/d = 15 for

(a) CO2 and (b) H2.
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FIG. 6. Averaged mole fraction results for

Re = 4000 − 8000 at location y/d = 15 for

(a) CO2 and (b) H2.

completely missed if equal diffusivity is assumed for all species in the simulations. Overall,

a relatively good agreement between the simulation results and the experimental data is

observed.

A clearer indication of the behavior of the H2/CO2 ratio in locations with lower jet fluid

concentrations is given in Figure 10. Indeed, as the H2 and CO2 mole fractions tend to zero,

it is better to plot the ratio of CO2/H2 against CO2. In this case, equal diffusivities of CO2

and H2 produce a horizontal line. However, for all Reynolds numbers the averaged results

drop below the line of equal mixing for small CO2 concentrations. This occurs near the
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FIG. 7. Averaged mole fraction results for

Re = 1000 − 2000 at location y/d = 30 for

(a) CO2 and (b) H2.
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FIG. 8. Averaged mole fraction results for

Re = 4000 − 8000 at location y/d = 30 for

(a) CO2 and (b) H2.

interface of the jet fluid and the co-flowing air, where the H2, being a lighter specie, diffuses

outside the jet faster than CO2.

The averaged results of the differential diffusion parameter, ξ, for Reynolds numbers

Re = 1000 − 8000 at locations y/d = 5, 15, 30 are presented in Figure 11. Effects of

differential diffusion are confirmed for the lower Reynolds number cases (Re = 1000− 2000)

at locations y/d = 15, 30. The faster diffusion of H2 from the core of the jet to the edge

creates large negative values of ξ on the centerline (y/d = 0). Moving radially outwards,

there is more H2 than CO2, which creates positive ξ values with a maximum peak around

13



0,0 0,1 0,2 0,3 0,4
0,0

0,1

0,2

0,3

0,4

r/d

[H
2
] 
/ 
[H

2
] F

[CO2] / [CO2]F

 Mixing line
 Re=1000
 Re=2000
 Re=4000
 Re=8000

0
1
2
3
4

(a)

0,0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0 1,1
0,0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1,0

1,1

r/d

[H
2
] 
/ 
[H

2
] F

[CO2] / [CO2]F

 Mixing line
 Re=1000
 Re=2000
 Re=4000
 Re=8000

0
1
2
3
4

(b)

0,0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0 1,1
0,0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1,0

1,1

r/d

[H
2
] 
/ 
[H

2
] F

[CO2] / [CO2]F

 Mixing line
 Re=1000
 Re=2000
 Re=4000
 Re=8000

0
1
2
3
4

(c)

FIG. 9. Mean mole fraction results of the H2/CO2 ratio for Reynolds numbers Re = 1000− 8000

at location (a) y/d = 30, (b) y/d = 15 and (c) y/d = 5. White symbols: experimental data.

y/d = 1. For the higher Reynolds number cases the absolute values of ξ are relatively small.

However, close to the inlet (Figure 11(c)), significant differential diffusion effects are present

for all Reynolds number cases (Re = 1000− 8000).
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FIG. 10. Mean mole fraction results of CO2/H2 vs CO2 for Reynolds numbers Re = 1000− 8000

at location (a) y/d = 30, (b) y/d = 15 and (c) y/d = 5. White symbols: experimental data.

D. Histograms

In this section, histograms of the differential diffusion parameter, ξ, are presented at

various downstream locations and different radial positions. The histograms have been built

by monitoring ξ in time at locations ±0.001 m of the one considered (≈ 12000 samples). For

the lower Reynolds number range (Re = 1000− 2000), histograms only for Re = 2000 were

reported by Smith et al.18. For this reason histograms of the differential diffusion parameter,

ξ, are presented only for this Reynolds number case.
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FIG. 11. Mean differential diffusion parameter, ξ (Eq. 15), for Re = 1000 − 8000 at location (a)

y/d = 30, (b) y/d = 15 and (c) y/d = 5.

Figure 12 presents histograms for Re = 2000 at location y/d = 15 and different radial

positions. As the jet is convected downstream, H2, being a much lighter specie, diffuses much

faster than CO2 from the centerline to the jet edge, creating this way mostly negative values

of ξ on the centerline (Figure 12(a)). Moving radially outwards, at location r/d = 2, there

is more H2 than CO2 and the histogram is now positively skewed (Figure 12(b)). Similar

observations apply for the histogram results at location y/d = 30 shown in Figure 14. At

this location the jet is diluted even more with air and the H2 and CO2 concentrations are

smaller than at y/d = 15, creating a smaller range of ξ values. The histogram on the
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centerline (r/d = 0) is centered around zero and shifts to positively skewed with increasing

radial distance (r/d = 3).

In general, there is a relatively good agreement between the simulation results, shown in

Figures 12-14, and the experimental results, shown in Figures 13-15. The only difference

observed is that the shape of the simulated histogram on the centerline, r/d = 0, at location

y/d = 15 is slightly negatively skewed while the experimental ones are symmetric around

zero. The shape of the off-axis histograms obtained from the numerical simulations agrees

very well with the experimental ones.
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FIG. 12. Histograms of ξ distribution for

Re = 2000 at location y/d = 15 for (a) r/d =

0 and (c) r/d = 2.
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FIG. 13. Experimental histograms of ξ dis-

tribution for Re = 2000 at location y/d = 15

for (a) r/d = 0 and (c) r/d = 2.
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FIG. 14. Histograms of ξ distribution for

Re = 2000 at location y/d = 30 for (a) r/d =

0 and (c) r/d = 3.
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FIG. 15. Experimental histograms of ξ dis-

tribution for Re = 2000 at location y/d = 30

for (a) r/d = 0 and (c) r/d = 3.

V. LES RESOLUTION

The ratio of the turbulent to laminar viscosity, µt/µ, is shown in Figure 16. The maximum

value of the ratio is less than 2.5, observed in the highest Reynolds number case considered,

Re = 8000. Only in this Reynolds number case, the added sub-grid scale viscosity from the

turbulence model is comparable to the molecular viscosity, indicating that the LES grid is

fine enough to accurately simulate all the Renolds number cases examined.

The above conclusion is also confirmed by looking at the ratio of grid spacing, ∆, to

Kolmogorov length scale, ηK = (ν
3

ε
)
1
4 , presented in Figure 17. According to Pope41 the
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FIG. 16. Ratio of SGS to laminar viscosity, µt/µ, for (a) Re = 1000, (b) Re = 2000, (c) Re = 4000

and (d) Re = 8000.

demarcation between the inertial and dissipation range for homogeneous isotropic turbulence

is located at kη ≈ 0.1 or ∆/η ≈ 32. Assuming that this criterion remains valid sufficiently far

from boundaries, it is used in this work to study the LES resolution. The total dissipation

rate is expressed as ε = 2(ν + νt)SijSij. For the lower Reynolds number cases (Re =

1000− 2000) the ratio is less than 6 and goes up to 8 and 10 for the cases with Re = 4000

and Re = 8000, respectively. Therefore, the values obtained from the numerical simulations

are within the dissipation range, implying a very well resolved LES calculation.
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FIG. 17. Ratio of grid spacing, ∆, to Kolmogorov length scale, ηK , for (a) Re = 1000, (b)

Re = 2000, (c) Re = 4000 and (d) Re = 8000.

VI. CONCLUSIONS

In this study LES results of non-reacting jets of H2/CO2 mixing with air for Reynolds

numbers Re = 1000−8000 have been presented and compared with the experiments reported

by Smith et al.18. Overall, there was a good agreement between the simulation results and

the experimental data. The amount of experimental data reported was limited (no velocity

field measurements or species concentrations were reported) and the comparison of the

experimental data with the simulation results was made up to the degree that this was
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possible. The effects of differential diffusion in the jets have been discussed and analyzed

not only in physical space but also with scatter plots and histograms.

At locations far downstream (y/d > 15) effects of differential diffusion are visible only

for the lower Reynolds number cases (Re = 1000 − 2000). In this case the mean results

and scatter plots of the H2 vs CO2 concentrations cluster around the line of equal mixing as

the Reynolds number increases. However, close to the inlet (y/d < 10) effects of differential

diffusion are observed for all the cases examined (Re = 1000 − 8000), particularly near

the edge of the jet. These findings are also confirmed by the mean results of the differential

diffusion parameter, ξ, with which a quantification of the differential diffusion effects is made

in the simulations.

Results obtained assuming equal mass diffusivities for all species reveal that differential

diffusion does not have a significant effect in the velocity field. However, differential diffusion

strongly affects the H2 concentration on the centerline at all locations examined for Re =

1000, where an over-prediction of more than 40% is observed. With increasing Reynold

number (Re = 2000− 8000) the differences in the H2 concentrations are negligible.

The analysis on the histograms of the differential diffusion parameter, ξ, reveal that

at downstream locations, y/d = 15, 30, differential diffusion effects are significant on the

centerline, r/d = 0, and at radial location r/d = 1, where mostly negative values are

obtained, due to the higher diffusivity of H2 from the centerline to the edge of the jet.

The main conclusions of this non-reacting study of differential diffusion can have direct

implications to turbulent reacting flows as well. If laminarization of the flow or weakening of

turbulent diffusion occurs then differential diffusion effects can be significant even in turbu-

lent flames. The fact that in this case differential diffusion effects were present close to the

inlet for moderate to high Reynolds (Re=8000) is an important indication that differential

diffusion should not be neglected in numerical simulations of turbulent reacting flows involv-

ing mixtures with vastly different mass diffusivities. Differential diffusion effects can have

a significant influence on the stabilization of these flames, typically occurring close to the

nozzle. Differential diffusion effects should, therefore, be included in numerical simulations

of turbulent reacting flows in order to improve accuracy.
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