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Abstract-This paper presents comparative studies regarding a 

recently developed extension of the widely used relay-feedback 
PID auto-tuner. The proposed method consists of two steps: 
process identification and controller design. First, a non-iterative 
procedure is suggested for identification of two points on the 
process Nyquist curve. A second-order-plus-dead-time model is 
obtained and then used for PID controller design based on the 
internal model principle (IMC). For the identification of the two 
points on the Nyquist curve a pure relay in the feedback loop (as 
used in standard auto-tuning) and a relay which operates on the 
integral of the error are used. The paper compares the 
performance of autotuning methods with experimental studies on 
a commercial auto-tuning PID controller - a Shimaden PID auto-
tuner. 
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I.  INTRODUCTION 

At the beginning of the new millennium the PID controller 
continues to be a key component of industrial control. Their 
popularity is justified by the following advantages: they have a 
simple structure, their principle is well understood by 
instrumentation engineers and their control capabilities have 
proven to be adequate for most control loops. Moreover, due to 
process uncertainties, a more sophisticated control scheme is 
not necessarily more efficient in real-life applications than a 
well-tuned PID controller. However, it is common that PID 
controllers are poorly tuned in practice because the choice of 
controller parameters requires professional – specialized 
knowledge by the user. To simplify this task and to reduce the 
tuning-time (process starting up period), PID controllers can 
incorporate auto-tuning capabilities. The auto-tuners are 
equipped with a mechanism capable of computing the correct 
parameters automatically when the regulator is connected to 
the field [Aström, et al., 1984; Aström, et al., 1992; Aström, et 
al., 1995; Leva, et al., 2002]. Auto-tuning is a very desirable 
feature and almost every industrial PID controller provides it 
nowadays. These features provide easy-to-use controller tuning 
and have proven to be well accepted among process engineers. 
For the automatic tuning of the PID controllers, several 
methods have been proposed. Some of these methods are based 
on identification of one point of the process frequency 
response, while the others are based on the knowledge of some 
characteristic parameters of the open-loop process step 

response. The identification of a point of the process frequency 
response can be performed either using a proportional 
regulator, which brings the closed-loop system to the stability 
boundary, or by a relay forcing the process output to oscillate. 
Åström and Hägglund [Åström, et al., 1984] report an 
important and interesting approach. Their method is based on 
the Ziegler-Nichols frequency domain design formula. A relay 
connected in a feedback loop with the process is used in order 
to determine the critical point. 

This contribution briefly describes the development of two 
auto-tuning methods based on the identification of two points 
on the process Nyquist curve [Nascu and De Keyser, 2003]. 
The performance of both autotuning methods are compared 
with those of Åström-Hägglund method and with experimental 
studies on a commercial auto-tuning PID controller - a 
Shimaden PID auto-tuner. 

II. THE EXPERIMENTAL SET-UP 

A standard closed loop system with single input single 
output, as shown in figure 1, is considered.  

 
To perform relay feedback experiments, the process is first 

brought to steady-state conditions in manual control or with 
any preliminary tuned PID controller. 

The process Hp is assumed to be linear, stable and proper. 
The PID controller has a non-interacting structure cascaded 

with a first order filter: 
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In this paper it is assumed that the process dynamics can be 
described with reasonable accuracy by a second-order-plus-
dead-time (SOPDT) model as: 
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In order to tune the PID controller we will approximate e-θs by 
(1-θs) and using the well-known IMC-PID design method we 
then obtain: 
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thus resulting in the closed-loop transfer function: 
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The parameter Tc is the closed-loop time constant and is a 
design parameter which can be selected by the user in order to 
tune the controller ‘aggresiveness’. 
 The parameters of the process transfer function (2) are 
assumed to be unknown and - in order to identify them - 2 
points of the frequency response have to be estimated using 
two relay feedback experiments: the first experiment uses a 
relay with hysteresis or an integrating relay (= a relay without 
hysteresis which has as input the integral of the error) and the 
second experiment uses a pure relay (without hysteresis). After 
performing these two experiments the values of the process 
frequency response at two different frequencies ω1 and ω2 are 
obtained: 
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The procedure how to perform these experiments and how to 
obtain the values for (ai,bi; i=1,2) is further explained in section 
III. 
 

III. THE TUNING METHOD 
 

Note from (2) that Hp(jω) can be written as follows: 
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If we define - for a certain point on the Nyquist plot - the 
magnitude, the phase angle and the real and imaginary 

components of )(jH p ω , )(jH p ω′  and )(jH p ω′′  to be M, α, 

a, b, respectively M’, α’, a’ ,b’ and M”, α”, a”, b”, then: 
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From (9) - and afterwards (7) - it can be written: 
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thus leading to: 
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and using (9) again also to: 
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Thus for the two points obtained from the relay feedback 
experiments we have: 
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The parameters ai and bi (i=1, 2) can be obtained using the 

two relay feedback experiments. In order to identify a point on 
the process Nyquist curve, a relay connected in a feedback loop 
with the process is used, forcing the process output to oscillate. 
Therefore assume that di is the relay amplitude and εi is the 
relay hysteresis width. For the given values di and εi we will 
obtain oscillation with amplitude hi and period Ti  in the 
process output. 

In the first experiment there are two possibilities: using a 
relay with hysteresis, a point in the third quadrant on the 



process Nyquist curve, Ph(a1,jb1), is identified [Aström, et al., 
1995]: 
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or, using an integrating relay (ε1=0) the point given by the 
intersection of the process Nyquist curve and the negative 
imaginary axis, Pi(a1,jb1), is identified: 
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In the second experiment, using a pure relay (ε2=0), the 

point given by the intersection of the process Nyquist curve 
and the negative real axis, Pp(a2,jb2), is identified:  
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The real and imaginary components of )(jH ip ω′  and 

)(jH ip ω′′  can be written as: 
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Inserting in (10) the relations (13) for 
, , , ; 1,2i i i ia b a b i′ ′ ′′ ′′ = gives 4 equations with 4 unknown 

parameters: kp, θ, τ2 and 2ζτ: 
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Using in the first experiment a relay with hysteresis and in the 
second experiment a pure relay (the ‘HR’ case) then the first 
identified point on the process Nyquist curve is in the third 
quadrant and the second one is the intersection with the 
negative real axis (thus b2=0). From (14.b) and (14.d) results: 
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From (14.c) and (14.a) results: 
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Now, (14.a) and (14.b) give: 
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These values can then be used in (3) to calculate the PID-
parameters. 
 
Using in the first experiment an integrating relay and in the 
second experiment a pure relay (the ‘IR’ case) then the first 
identified point on the process Nyquist curve is the intersection 
with the negative imaginary axis (thus a1=0) and the second 
one is the intersection with the negative real axis (thus b2=0). 
In this case we obtain the following parameters which can then 
be used in (3) to tune the PID: 
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To perform relay feedback experiments, the process is first 
brought to steady-state conditions in manual control or with 
any preliminary tuned PI controller. For processes of first or 
second order without time delay, the value of θ in the model (2) 
will be zero. Strictly applying theory, these processes cannot be 
forced to oscillate by a pure relay. A relay without hysteresis 
can be used only if the process Nyquist curve crosses the 
negative real axis. In fact, considering that in any digital 
controller implementation the sampling process itself 
introduces a phase lag and that in real situations the process 
output is filtered, it can be assumed that all the processes in 
practical cases will oscillate when a relay controller is 
connected. Unfortunately, in absence of hysteresis, the relay 
experiment gives small values for the amplitude of oscillation, 
difficult to measure in the presence of measurement noise. 
Thus, in case of small amplitude oscillations, in the pure relay 
experiment a2 and θ are fixed to zero, kp is computed from 
steady-state conditions and τ2 and 2ζτ are computed using 
measurements only from the first experiment (a1, b1, ω1). 
If there are no others restrictions, the amplitude of the relay 
will be set to 0.1u0 and the hysteresis to 0.01y0. Better results 
can be obtained using IR method. 

IV. EXPERIMENTS 

The paper compares the three auto-tuning methods based on 
taking the process to its stability limit with the auto-tuning 
method implemented in the numerical controller SR73A. A 
MATLAB test-bed for simulating the auto-tuning algorithms 
and for studying the behavior of the SR73A controller with 
simulated processes has been implemented. The performances 
of the methods have been compared on three types of processes 
and the advantages of using one method or another for each 
situation has been highlighted. 
Sluggish processes have been selected because this numerical 
controller has a minimum sampling time of 1 second. 
For testing the performances of the auto-tuning mechanism 
implemented in the SR73A controller a test-bed has been set 
up, and consists of the PC running the performance evaluation 
mechanism, an RS232-RS485 converter for updating the 
parameters of the controller from the PC and a NI data 
acquisition board for providing the industrial controller with 
simulated plant analog signals and reading its commands, as 
presented in Figure 2. 
For using the National Instruments PC-1200 data acquisition 
board with MATLAB, a series of MEX-files have been 
developed in C. 
MEX stands for MATLAB Executable. MEX-files are 
dynamically linked subroutines produced from C or Fortran 
source code that, when compiled, can be run from within 
MATLAB in the same way as MATLAB M-files or built-in 
functions. The external interface functions provide 
functionality to transfer data between MEX-files and 
MATLAB, and the ability to call MATLAB functions from C 
or Fortran code. 
The source code for a MEX-file consists of two distinct parts: 

A computational routine that contains the code for 
performing the computations that you want implemented in the 

MEX-file. Computations can be numerical computations as 
well as inputting and outputting data.  

A gateway routine that interfaces the computational 
routine with MATLAB by the entry point mexFunction and its 
parameters prhs, nrhs, plhs, nlhs, where prhs is an array of 
right-hand input arguments, nrhs is the number of right-hand 
input arguments, plhs is an array of left-hand output arguments, 
and nlhs is the number of left-hand output arguments. The 

gateway calls the computational routine as a subroutine.  
 
 

 
 
Figure 2. The setup of the test-bed and the graphical 

interface of the application testing the SR73A controller. 
 

The plant is simulated in MATLAB but it is controlled by the 
industrial controller through the NI PC-1200 DAQ. At each 
sampling time the data acquisition board measures the duty 
factor of the PWM control signal issued by the controller and 
via the MEX routines is fed into the model. The output of the 
simulated plant is evaluated and sent back to the controller as 
an analog signal. 

The proposed auto-tuning algorithms have been tested by 
simulated examples.  Three different models of the process 
transfer function has been considered: 
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Setpoint changes have been analyzed. For simulations, 
the amplitude of the setpoint is 1. When using the industrial 
controller, the output of the plant has been normalized and 
plotted. The closed loop step responses using IR (curve 1) 
and HR (curve 2) methods, Ziegler-Nichols method (curve 
3) and SR73 (curve 4) digital controller are presented. Open 
loop process step response (curve 5) has been also 
presented. The design parameter Tc can be specified by the 
user or can be chosen automatically as a percent of 2ζτ or 
2ζτ+θ. Here Tc is fixed at (2ζτ)/2 for the upper plots and 
respectively (2ζτ)/5 for lower plots. 

 
 
Figure 3. Performance comparison between: open loop (5), 

IR method (1), HR method (2), Ziegler-Nichols method (3) and 
SR73 (4) digital controller. Step response, process given by 
(17), Tc fixed at (2ζτ)/2 for the upper plots and (2ζτ)/5 for 
lower plots. 

 

In figure 3 a second order process given by (17) is 
considered. It can be observed that the IR (1) and HR (2) auto-
tuning methods give similar results and better performance 
than the classical Ziegler-Nichols (fast response but big 
overshoot) auto-tuning method or SR73 (4) digital controller 
(slow response and overshoot). The change of the user-defined 
parameter Tc in IR and HR methods is influencing the closed-
loop behavior (upper plots slower response lower plots faster 
response). The open loop behavior (5) is significantly 
improved for the IR (1) and HR (2) auto-tuning methods by 
reducing the settling time.  

The difference between the classical Ziegler-Nichols (3) and 
the proposed IR (1) and HR (2) methods is visible. However, 
by choosing the right value for the design-parameter Tc in IR 
and HR methods it is possible to obtain similar performance as 
the ZN auto-tuner (that has no design parameter).  

 

 
Figure 4. Performance comparison between: open loop (5), 

IR method (1), HR method (2), Ziegler-Nichols method (3) and 
SR73 (4) digital controller. Step response, process given by 
(18), Tc fixed at (2ζτ)/2 for the upper plots and (2ζτ)/5 for 
lower plots. 

 
Similar results (figure 4) are obtained considering a third 

order process given by (18). 
Considering the process given by (19) the results (figure 5) 

are different for IR method (1) and HR method (2) (better 
results for IR).  Also the results with SR73 (4) digital controller 
are better than for previous cases. 

 



  
 

 
 
Figure 5. Performance comparison between: open loop (5), 

IR method (1), HR method (2), Ziegler-Nichols method (3) and 
SR73 (4) digital controller. Step response, process given by 
(19), Tc fixed at (2ζτ)/2 for the upper plots and (2ζτ)/5 for 
lower plots. 

 
V. CONCLUSION 

 
Some relay-based algorithms for auto-tuning of PID 

controllers have been presented, assuming a simple process 
model structure and achieving the controller tuning by 

identifying two points on the process frequency response and 
using the IMC-PID design method.  

The methods are simple and as other auto-tuning techniques, 
does not require an advanced knowledge of control engineering 
theory. These auto-tuning methods yield good PID parameters 
for a specific class of processes (stable processes with self-
regulation); it is not a general methodology for arbitrary 
process models.  

The controller developed with the IR and HR auto-tuning 
method gives good performance for step response (fast 
dynamics, no overshoot), in most of the cases the results being 
better than in the case of Ziegler-Nichols method or SR73 
digital controller. The change of the user-defined parameter Tc 
is influencing the closed-loop behaviour.   
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