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#### Abstract

We analyze a discrete-time priority queue with train arrivals. Messages of a variable number of fixed-length packets belonging to two classes arrive to the queue at the rate of one packet per slot. We assume geometrically distributed message lengths. Packets of the first class have transmission priority over the packets of the other class. By using probability generating functions, some performance measures such as the moments of the packet delay are calculated. The impact of the priority scheduling discipline and the correlation in the arrival process is shown by some numerical examples.
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## 1 Introduction

In recent years, there has been much research on incorporating multimedia applications in packetbased networks (e.g. IP networks). Different types of traffic need different QoS (Quality-of-Service) standards. E.g. for real-time (interactive) applications (telephony, multimedia, gaming, ...), it is important that the mean delay and delay jitter are minimal, while this is of minor importance for data applications (file transfers, E-mail, ...). In order to guarantee acceptable delay boundaries to real-time traffic, several scheduling schemes - for switches, routers, ...- have been proposed and analyzed, each one with its own specific algorithmic and computational complexity. The most drastic one is $H O L$ (Head-Of-the-Line) priority. With this scheduling discipline, as long as real-time (or
high-priority) packets are present in the system, they are transmitted. Data (or low-priority) packets can thus only be transmitted when no high-priority traffic is present.

In the related literature, there have been a number of contributions with respect to the analysis of HOL priority queues. An overview of some basic HOL priority queueing models can be found in $[5,9]$ and the references therein. Discrete-time HOL priority queues with deterministic service times equal to one slot have been studied in $[6,7,10,13]$. In $[6]$, the steady-state system content and delay in the case of a multiserver queue are studied. Mehmet Ali and Song [7] analyze the system content in a multiplexer with two-state on-off sources. The steady-state system content and the delay for Markov modulated high-priority interarrival times and geometrically distributed low-priority interarrival times are presented in [10]. Walraevens et al. [13] study the steady-state system content and packet delay, in the special case of an output queueing switch with Bernoulli arrivals.

In this paper, we assume an arrival process induced by a two-layered structure. Higher-layer messages consist of a number of lower-layer packets. We assume that the messages arrive to the system in the form of trains of packets. Since we will perform a discrete-time analysis, we assume time is divided into slots of equal length and the messages thus arrive to the queue at the rate of one packet per slot. The rationale for this arrival process is the layered structure of packet-based networks. Packets arriving to a queue are part of larger entities, the messages. These messages can e.g. be IP flows or IP sessions. From a lower layer, these messages are seen as trains of packets. E.g. IP flows are seen as trains of IP packets. Another example is IP-over-ATM, where the IP packets are in fact the messages in this example, while the ATM cells are the packets.

This two-layered structure introduces time correlation in the arrival process. Indeed, since the packets of a message arrive in consecutive slots, the number of packet arrivals in one slot depends on the number of arrivals in previous slots. FIFO queues with train arrivals are analyzed in $[1,2,4,14,15]$. Furthermore, priority queues with train arrivals and deterministic message lengths are studied in [3]. In the current paper, we analyze a discrete-time priority queue with train arrivals and geometrically distributed message lengths. The distributions of the message lengths may be class-dependent, i.e., the parameter of the geometric distribution may be different for the high-priority and low-priority message lengths. We will analyze the system contents (i.e., the number of packets in the system) as well as the packet delays (i.e., the number of slots a packet stays in the queue) of both the high-priority and low-priority class using probability generating functions (pgfs). This will eventually lead to explicit closed-form formulas for the means of these stochastic variables (and in most cases also for the higher
moments).
The remainder of this paper is structured as follows. In the next section, we present the mathematical model. In sections 3 and 4, we then analyze the steady-state system contents and packet delays of both classes. Some numerical examples are treated in section 5, while we conclude this paper in section 6.

## 2 Mathematical model

We consider a discrete-time single-server system with infinite buffer space. Time is assumed to be slotted. There are two types of messages arriving to the system, namely messages of class 1 and messages of class 2 . The numbers of newly generated class- $j$ messages during consecutive slots are i.i.d. (independent and identically distributed). The numbers of newly generated class-1 and class-2 messages during slot $k$ are denoted by $b_{1, k}$ and $b_{2, k}$ respectively. Their joint pgf is defined as

$$
B\left(z_{1}, z_{2}\right) \triangleq \mathrm{E}\left[z_{1}^{b_{1, k}} z_{2}^{b_{2, k}}\right]
$$

Note that the numbers of generated messages of both classes during a slot may be correlated. The marginal pgfs of the number of newly generated messages of class $j$ are denoted by $B_{j}(z)(j=1,2)$ and are given by $B(z, 1)$ and $B(1, z)$ respectively.

Each class- $j$ message is composed of a random number of packets which is assumed (shifted) geometrically distributed, i.e., its pgf is given by

$$
L_{j}(z)=\frac{\left(1-\sigma_{j}\right) z}{1-\sigma_{j} z}
$$

$j=1,2$. The packets of a message arrive back to back at the rate of one packet per slot. The total numbers of class- 1 and class- 2 packets arriving during slot $k$ are denoted by $a_{1, k}$ and $a_{2, k}$ respectively and their joint pgf is defined as

$$
A_{k}\left(z_{1}, z_{2}\right) \triangleq \mathrm{E}\left[z_{1}^{a_{1, k}} z_{2}^{a_{2, k}}\right] .
$$

The transmission times of the packets equal one slot and per slot one packet can be transmitted (if there is any).

Packets of class 1 have HOL priority over packets of class 2 . Since each class- $j$ message consists
on average of $L_{j}^{\prime}(1)=1 /\left(1-\sigma_{j}\right)$ packets, the load generated by class $-j$ packets equals

$$
\rho_{j}=\frac{B_{j}^{\prime}(1)}{1-\sigma_{j}},
$$

$j=1,2$. We assume a stable system, i.e., the total load has to be smaller than 1 :

$$
\begin{equation*}
\rho_{T} \triangleq \rho_{1}+\rho_{2}=\frac{B_{1}^{\prime}(1)}{1-\sigma_{1}}+\frac{B_{2}^{\prime}(1)}{1-\sigma_{2}}<1 . \tag{1}
\end{equation*}
$$

## 3 System content

### 3.1 Functional equation

In this section, we analyze the system content. We denote the system content of class- 1 packets and class- 2 packets at the beginning of slot $k$ by $u_{1, k}$ and $u_{2, k}$ respectively. The following system equations are found:

$$
\begin{align*}
& u_{1, k+1}=\left[u_{1, k}-1\right]^{+}+a_{1, k} ; \\
& u_{2, k+1}= \begin{cases}{\left[u_{2, k}-1\right]^{+}+a_{2, k}} & \text { if } u_{1, k}=0 \\
u_{2, k}+a_{2, k} & \text { if } u_{1, k}>0\end{cases} \tag{2}
\end{align*}
$$

where [.] ${ }^{+}$denotes the maximum of the argument and 0 . The first equation follows from the observation that the transmission of class-1 packets is not influenced by the class- 2 packets. A class- 2 packet on the other hand can only be transmitted during slot $k$, if there are no class- 1 packets in the system at the beginning of this slot. This leads to the second equation.

Due to the correlation in the packet arrival process, $\left(u_{1, k}, u_{2, k}\right)$ does not form a Markovian state description of the system at the beginning of slot $k$. Therefore, we also include the numbers of packet arrivals of both classes during the previous slot into the description of the system. Because of the geometric distribution of the message lengths of both classes, this leads to the Markovian state description ( $a_{1, k-1}, u_{1, k}, a_{2, k-1}, u_{2, k}$ ) of the system. Besides (2), we then further need a relation between $a_{j, k}$ and $a_{j, k-1}$ for $j=1,2$ to fully characterize the behavior of the Markov chain. We find

$$
\begin{equation*}
a_{j, k}=b_{j, k}+\sum_{i=1}^{a_{j, k-1}} c_{j, k}^{(i)}, \quad j=1,2 \tag{3}
\end{equation*}
$$

The first term corresponds to the arrivals of first packets of newly generated messages during slot $k$,
while the second term represents packet arrivals during slot $k$ of messages which were already arriving during the previous slot. The $c_{1, k}^{(i)}$,s are i.i.d. random variables, which equal 1 or 0 with probabilities $\sigma_{1}$ and $1-\sigma_{1}$ respectively. Likewise, the $c_{2, k}^{(i)}$,s are i.i.d. random variables, which equal 1 or 0 with probabilities $\sigma_{2}$ and $1-\sigma_{2}$ respectively.

Equations (2) and (3) fully describe the behavior of the system. We introduce the following 4-dimensional pgf

$$
P_{k}\left(x_{1}, z_{1}, x_{2}, z_{2}\right) \triangleq \mathrm{E}\left[x_{1}^{a_{1, k-1}} z_{1}^{u_{1, k}} x_{2}^{a_{2, k-1}} z_{2}^{u_{2, k}}\right] .
$$

From equation (2) it follows that

$$
\begin{aligned}
P_{k+1}\left(x_{1}, z_{1}, x_{2}, z_{2}\right)= & \mathrm{E}\left[\left(x_{1} z_{1}\right)^{a_{1, k}}\left(x_{2} z_{2}\right)^{a_{2, k}} z_{2}^{\left[u_{2, k}-1\right]^{+}} \mathbf{1}_{\mathbf{u}_{1, \mathbf{k}}=\mathbf{0}}\right] \\
& +\mathrm{E}\left[\left(x_{1} z_{1}\right)^{a_{1, k}} z_{1}^{u_{1, k}-1}\left(x_{2} z_{2}\right)^{a_{2, k}} z_{2}^{u_{2, k}} \mathbf{1}_{\mathbf{u}_{\mathbf{1}, \mathbf{k}}>\mathbf{0}}\right],
\end{aligned}
$$

with $\mathbf{1}_{\mathbf{X}}$ being the indicator function of $X$. Further, using expression (3) and explicitly taking into account that $b_{1, k+1}$ and $b_{2, k+1}$ are statistically independent of the other random variables and the fact that the $c_{1, k}^{(i)}$ 's (the $c_{2, k}^{(i)}$,s respectively) are independent and Bernoulli distributed with parameter $\sigma_{1}$ ( $\sigma_{2}$ respectively), this can be rewritten as

$$
\begin{aligned}
P_{k+1}\left(x_{1}, z_{1}, x_{2}, z_{2}\right)= & B\left(x_{1} z_{1}, x_{2} z_{2}\right)\left(\mathrm{E}\left[\prod_{j=1}^{2}\left(1-\sigma_{j}+\sigma_{j} x_{j} z_{j}\right)^{a_{j, k-1}} z_{2}^{\left[u_{2, k}-1\right]+} \mathbf{1}_{\mathbf{u}_{\mathbf{1}, \mathbf{k}}=\mathbf{0}}\right]\right. \\
& \left.+\mathrm{E}\left[\prod_{j=1}^{2}\left(1-\sigma_{j}+\sigma_{j} x_{j} z_{j}\right)^{a_{j, k-1}} z_{1}^{u_{1, k}-1} z_{2}^{u_{2, k}} \mathbf{1}_{\mathbf{u}_{\mathbf{1 , k}}>\mathbf{0}}\right]\right) .
\end{aligned}
$$

A little more algebra finally yields

$$
\begin{align*}
P_{k+1}\left(x_{1}, z_{1}, x_{2}, z_{2}\right)= & \frac{B\left(x_{1} z_{1}, x_{2} z_{2}\right)}{z_{1} z_{2}}\left[z_{2} P_{k}\left(1-\sigma_{1}+\sigma_{1} x_{1} z_{1}, z_{1}, 1-\sigma_{2}+\sigma_{2} x_{2} z_{2}, z_{2}\right)\right.  \tag{4}\\
& \left.+\left(z_{1}-z_{2}\right) P_{k}\left(0,0,1-\sigma_{2}+\sigma_{2} x_{2} z_{2}, z_{2}\right)+z_{1}\left(z_{2}-1\right) P_{k}(0,0,0,0)\right]
\end{align*}
$$

where we have used the property that $a_{j, k-1}=0$ if $u_{j, k}=0$ for $j=1,2$. In the steady state, $P_{k}\left(x_{1}, z_{1}, x_{2}, z_{2}\right)$ and $P_{k+1}\left(x_{1}, z_{1}, x_{2}, z_{2}\right)$ both converge to the same limiting function $P\left(x_{1}, z_{1}, x_{2}, z_{2}\right)$.

It then follows from (4) that this function must satisfy the following functional equation:

$$
\begin{align*}
P\left(x_{1}, z_{1}, x_{2}, z_{2}\right)= & \frac{B\left(x_{1} z_{1}, x_{2} z_{2}\right)}{z_{1} z_{2}}\left[z_{2} P\left(1-\sigma_{1}+\sigma_{1} x_{1} z_{1}, z_{1}, 1-\sigma_{2}+\sigma_{2} x_{2} z_{2}, z_{2}\right)\right.  \tag{5}\\
& \left.+\left(z_{1}-z_{2}\right) P\left(0,0,1-\sigma_{2}+\sigma_{2} x_{2} z_{2}, z_{2}\right)+z_{1}\left(z_{2}-1\right) P(0,0,0,0)\right] .
\end{align*}
$$

Equation (5) contains all information concerning the steady-state behavior of the system, although not in a transparent form. Nevertheless, several explicit results can be derived from it, which is the subject of the following subsections.

### 3.2 The arrival process revisited

Firstly, the joint pgf of the total numbers of packets of class 1 and class 2 arriving during a random slot in the steady state can be calculated. It is given by

$$
\begin{align*}
A\left(z_{1}, z_{2}\right) & \triangleq \lim _{k \rightarrow \infty} A_{k}\left(z_{1}, z_{2}\right)=P\left(z_{1}, 1, z_{2}, 1\right) \\
& =B\left(z_{1}, z_{2}\right) P\left(1-\sigma_{1}+\sigma_{1} z_{1}, 1,1-\sigma_{2}+\sigma_{2} z_{2}, 1\right) \\
& =B\left(z_{1}, z_{2}\right) A\left(1-\sigma_{1}+\sigma_{1} z_{1}, 1-\sigma_{2}+\sigma_{2} z_{2}\right) \tag{6}
\end{align*}
$$

Successive applications of (6) lead to an explicit expression for $A\left(z_{1}, z_{2}\right)$, namely,

$$
\begin{equation*}
A\left(z_{1}, z_{2}\right)=\prod_{k=0}^{\infty} B\left(1-\sigma_{1}^{k}+\sigma_{1}^{k} z_{1}, 1-\sigma_{2}^{k}+\sigma_{2}^{k} z_{2}\right) \tag{7}
\end{equation*}
$$

if the infinite product in the right-hand side converges. We will comment on this convergence later on. The marginal pgf of the number of class- $j$ packets arriving in a slot in the steady state follows from $A\left(z_{1}, z_{2}\right)$ as

$$
\begin{equation*}
A_{j}(z)=\prod_{k=0}^{\infty} B_{j}\left(1-\sigma_{j}^{k}+\sigma_{j}^{k} z\right), \tag{8}
\end{equation*}
$$

$j=1,2$ and the marginal pgf of the total number of arriving packets in a slot equals

$$
A_{T}(z)=A(z, z)=\prod_{k=0}^{\infty} B\left(1-\sigma_{1}^{k}+\sigma_{1}^{k} z, 1-\sigma_{2}^{k}+\sigma_{2}^{k} z\right) .
$$

We will now first briefly comment on the convergence of the infinite product in (7). Neuts [8]
has treated the convergence of this type of infinite product in case of a one-dimensional pgf, i.e., he investigated the convergence of the infinite product on the right-hand side of (8). The sole condition for convergence is the existence of the corresponding mean, or, in the context of equation (8), the finiteness of $B_{j}^{\prime}(1)$. Extending the reasoning of $[8]$ to two-dimensional pgfs, it can easily be found that a sufficient condition for convergence of the product in (7) is the finiteness of the mean total number of newly generated messages per slot.

From (8), the mean number of class- $j$ packet arrivals per slot can be found. It is given by

$$
\begin{equation*}
A_{j}^{\prime}(1)=\frac{B_{j}^{\prime}(1)}{1-\sigma_{j}}, \tag{9}
\end{equation*}
$$

while the mean total number of packet arrivals equals

$$
A_{T}^{\prime}(1)=\frac{B_{1}^{\prime}(1)}{1-\sigma_{1}}+\frac{B_{2}^{\prime}(1)}{1-\sigma_{2}} .
$$

Since the mean total number of arrivals entering the buffer per slot must be strictly less than the maximal transmission rate (which equals one packet per slot for this model), we again find the stability condition (1). Other (cross-)moments of the packet arrival process can be obtained in a similar manner.

### 3.3 The system content

The main goal of this section is the analysis of the system content, which is now continued in this subsection. We first denote the joint pgf of the steady-state class-1 and class-2 system contents at the beginning of a random slot by $U\left(z_{1}, z_{2}\right)$. This pgf is given by

$$
U\left(z_{1}, z_{2}\right) \triangleq \lim _{k \rightarrow \infty} \mathrm{E}\left[z_{1}^{u_{1, k}} z_{2}^{u_{2, k}}\right]=P\left(1, z_{1}, 1, z_{2}\right)
$$

Expression (5) thus yields a functional equation for $U\left(z_{1}, z_{2}\right)$. In general, it does not seem to be possible though to derive an explicit expression for $U\left(z_{1}, z_{2}\right)$ from this functional equation. By selecting only those ( $x_{1}, z_{1}, x_{2}, z_{2}$ )-values for which the $P$-functions on both sides of equation (5) have identical arguments, i.e., by choosing $x_{j}=\left(1-\sigma_{j}\right) /\left(1-\sigma_{j} z_{j}\right)\left(=L_{j}\left(z_{j}\right) / z_{j}\right)$ for $j=1,2$, we can derive the following expression:

$$
\begin{equation*}
P\left(\frac{L_{1}\left(z_{1}\right)}{z_{1}}, z_{1}, \frac{L_{2}\left(z_{2}\right)}{z_{2}}, z_{2}\right)=\frac{B\left(L_{1}\left(z_{1}\right), L_{2}\left(z_{2}\right)\right)}{z_{2}\left[z_{1}-B\left(L_{1}\left(z_{1}\right), L_{2}\left(z_{2}\right)\right)\right]} \tag{10}
\end{equation*}
$$

$$
\times\left[\left(z_{1}-z_{2}\right) P\left(0,0, \frac{L_{2}\left(z_{2}\right)}{z_{2}}, z_{2}\right)+z_{1}\left(z_{2}-1\right) P(0,0,0,0)\right]
$$

In the remainder of this subsection, we will firstly show that an (almost explicit) expression can be found for this function and secondly that this is sufficient to calculate the means of the system contents of both classes and of the total system content.

By applying Rouché's theorem, it can be proved that for a given value of $z_{2}\left(\left|z_{2}\right| \leq 1\right)$, the equation $z_{1}=B\left(L_{1}\left(z_{1}\right), L_{2}\left(z_{2}\right)\right)$ has one solution in the unit circle for $z_{1}$, which we denote by $Y\left(z_{2}\right) . Y(z)$ is thus implicitly defined as

$$
\begin{equation*}
Y(z) \triangleq B\left(L_{1}(Y(z)), L_{2}(z)\right), \quad|Y(z)|<1 \text { if }|z|<1 \tag{11}
\end{equation*}
$$

Since $Y\left(z_{2}\right)$ is a zero of the denominator of the right-hand side of $(10)$ and since a pgf remains finite for its arguments inside the complex unit circle, $Y\left(z_{2}\right)$ must be a zero of the numerator as well. We thus find

$$
P\left(0,0, \frac{L_{2}\left(z_{2}\right)}{z_{2}}, z_{2}\right)=P(0,0,0,0) \frac{Y\left(z_{2}\right)\left(z_{2}-1\right)}{z_{2}-Y\left(z_{2}\right)}
$$

Substituting this result in equation (10) yields

$$
\begin{equation*}
P\left(\frac{L_{1}\left(z_{1}\right)}{z_{1}}, z_{1}, \frac{L_{2}\left(z_{2}\right)}{z_{2}}, z_{2}\right)=P(0,0,0,0) \frac{B\left(L_{1}\left(z_{1}\right), L_{2}\left(z_{2}\right)\right)\left(z_{2}-1\right)}{z_{2}-Y\left(z_{2}\right)} \frac{z_{1}-Y\left(z_{2}\right)}{z_{1}-B\left(L_{1}\left(z_{1}\right), L_{2}\left(z_{2}\right)\right)} \tag{12}
\end{equation*}
$$

$P(0,0,0,0)$ can be derived by applying the normalization condition $P(1,1,1,1)=1$. Use of de l' Hôpital's rule gives the expected result for the probability of having an empty system: $P(0,0,0,0)=$ $1-\rho_{T}$. Before going into the calculation of the moments, we define the following three pgfs:

$$
\begin{align*}
P_{1}(x, z) & \triangleq P(x, z, 1,1), \\
P_{2}(x, z) & \triangleq P(1,1, x, z), \\
P_{T}\left(x_{1}, x_{2}, z\right) & \triangleq P\left(x_{1}, z, x_{2}, z\right) . \tag{13}
\end{align*}
$$

$P_{1}(x, z)$ and $P_{2}(x, z)$ are thus the steady-state joint pgfs of the number of packet arrivals of class 1 (class 2 respectively) per slot and the number of class-1 (class-2 respectively) packets stored in the buffer at the beginning of the following slot. $P_{T}\left(x_{1}, x_{2}, z\right)$ is the steady-state joint pgf of the number of
packet arrivals of class-1 during a random slot, the number of packet arrivals of class-2 during that slot, and the total system content at the beginning of the following slot. In view of $(12), P_{1}\left(L_{1}(z) / z, z\right)$, $P_{2}\left(L_{2}(z) / z, z\right)$ and $P_{T}\left(L_{1}(z) / z, L_{2}(z) / z, z\right)$ are given by

$$
\begin{align*}
P_{1}\left(\frac{L_{1}(z)}{z}, z\right) & =\left(1-\rho_{1}\right) \frac{B_{1}\left(L_{1}(z)\right)(z-1)}{z-B_{1}\left(L_{1}(z)\right)} ;  \tag{14}\\
P_{2}\left(\frac{L_{2}(z)}{z}, z\right) & =\left(1-\rho_{T}\right) \frac{B_{2}\left(L_{2}(z)\right)(z-1)}{z-Y(z)} \frac{Y(z)-1}{B_{2}\left(L_{2}(z)\right)-1},  \tag{15}\\
P_{T}\left(\frac{L_{1}(z)}{z}, \frac{L_{2}(z)}{z}, z\right) & =\left(1-\rho_{T}\right) \frac{B\left(L_{1}(z), L_{2}(z)\right)(z-1)}{z-B\left(L_{1}(z), L_{2}(z)\right)} . \tag{16}
\end{align*}
$$

Note that in order to obtain the expression of $P_{1}\left(L_{1}(z) / z, z\right)$ from (12), de l'Hôpital's rule has to be applied. This calculation further needs the calculation of the first derivative of $Y(z)$ in $z=1$. From expression (11), we find

$$
\begin{align*}
Y^{\prime}(1) & =\frac{B_{1}^{\prime}(1)}{1-\sigma_{1}} Y^{\prime}(1)+\frac{B_{2}^{\prime}(1)}{1-\sigma_{2}} \\
& =\frac{\rho_{2}}{1-\rho_{1}} \tag{17}
\end{align*}
$$

since $Y(1)=1$ and in view of the definitions of the class- 1 and class- 2 loads. Note that $Y(1)=1$ since $Y(z)$ is in fact a pgf (see [12] for a similar example).

Expressions (14), (15) and (16) will now be used for the calculation of the mean class- 1 system content, the mean class- 2 system content and the mean total system content respectively. The mean number of class-1 packets $\mathrm{E}\left[u_{1}\right]$ can be found as follows. First we take the first derivative with respect to $z$ of both sides of $(14)$ at $z=1$. This leads to

$$
\frac{\partial P_{1}}{\partial x}(1,1) \frac{\sigma_{1}}{1-\sigma_{1}}+\frac{\partial P_{1}}{\partial z}(1,1)=\frac{2 B_{1}^{\prime}(1)\left(1-B_{1}^{\prime}(1)\right)+B_{1}^{\prime \prime}(1)}{2\left(1-\sigma_{1}\right)\left(1-\sigma_{1}-B_{1}^{\prime}(1)\right)}
$$

The partial derivatives $\left[\partial P_{1} / \partial x\right](1,1)$ and $\left[\partial P_{1} / \partial z\right](1,1)$ equal $A_{1}^{\prime}(1)$ and $\mathrm{E}\left[u_{1}\right]$ respectively. Solving for $\mathrm{E}\left[u_{1}\right]$ and introducing $\rho_{1}$, we obtain the mean class- 1 system content as

$$
\begin{equation*}
\mathrm{E}\left[u_{1}\right]=\frac{\rho_{1}}{1-\rho_{1}}-\frac{\left(1-2 \sigma_{1}\right) \rho_{1}^{2}}{\left(1-\sigma_{1}\right)\left(1-\rho_{1}\right)}+\frac{B_{1}^{\prime \prime}(1)}{2\left(1-\sigma_{1}\right)^{2}\left(1-\rho_{1}\right)} \tag{18}
\end{equation*}
$$

The mean class- 2 system content $\mathrm{E}\left[u_{2}\right]$ is calculated in a similar manner. Taking the first derivative
with respect to $z$ of both sides of (15) at $z=1$ leads to

$$
\frac{\partial P_{2}}{\partial x}(1,1) \frac{\sigma_{2}}{1-\sigma_{2}}+\frac{\partial P_{2}}{\partial z}(1,1)=\frac{\left(1-\rho_{T}\right)\left[\begin{array}{l}
\left(1-\sigma_{2}\right) B_{2}^{\prime}(1) Y^{\prime \prime}(1) \\
-Y^{\prime}(1)\left(1-Y^{\prime}(1)\right)\left\{B_{2}^{\prime \prime}(1)-2 B_{2}^{\prime}(1)\left(B_{2}^{\prime}(1)-\sigma_{2}\right)\right\}
\end{array}\right]}{2\left(1-Y^{\prime}(1)\right)^{2} B_{2}^{\prime}(1)^{2}} .
$$

Here $\left[\partial P_{2} / \partial x\right](1,1)$ and $\left[\partial P_{2} / \partial z\right](1,1)$ equal $A_{2}^{\prime}(1)$ and $\mathrm{E}\left[u_{2}\right]$ respectively. In the right-hand side, we still need the first and second derivative of $Y(z)$ at $z=1 . Y^{\prime}(1)$ was already calculated in (17) and in a similar manner $Y^{\prime \prime}(1)$ can be derived. By substituting these expressions and by introducing $\rho_{1}, \rho_{2}$ and $\rho_{T}$, we finally find for the mean class- 2 system content:

$$
\begin{align*}
\mathrm{E}\left[u_{2}\right]= & \frac{\rho_{2}}{\left(1-\rho_{1}\right)\left(1-\rho_{T}\right)}-\frac{\left(1-2 \sigma_{1}\right) \rho_{1} \rho_{2}}{\left(1-\sigma_{1}\right)\left(1-\rho_{1}\right)\left(1-\rho_{T}\right)}-\frac{\left(1-2 \sigma_{2}\right) \rho_{2} \rho_{T}}{\left(1-\sigma_{2}\right)\left(1-\rho_{T}\right)}  \tag{19}\\
& +\frac{\rho_{2} B_{1}^{\prime \prime}(1)}{2\left(1-\sigma_{1}\right)^{2}\left(1-\rho_{1}\right)\left(1-\rho_{T}\right)}+\frac{\partial^{2} B}{\partial z_{1} \partial z_{2}}(1,1) \\
\left(1-\sigma_{1}\right)\left(1-\sigma_{2}\right)\left(1-\rho_{T}\right) & +\frac{B_{2}^{\prime \prime}(1)}{2\left(1-\sigma_{2}\right)^{2}\left(1-\rho_{T}\right)} .
\end{align*}
$$

Finally, the mean total system content $\mathrm{E}\left[u_{T}\right]$ can be calculated in a similar manner from expression (16). Obviously, $\mathrm{E}\left[u_{T}\right]=\mathrm{E}\left[u_{1}\right]+\mathrm{E}\left[u_{2}\right]$ must hold, which directly leads to the following expression for the mean total system content:

$$
\begin{align*}
\mathrm{E}\left[u_{T}\right]= & \frac{\rho_{T}}{1-\rho_{T}}-\frac{\left(1-2 \sigma_{1}\right) \rho_{1} \rho_{T}}{\left(1-\sigma_{1}\right)\left(1-\rho_{T}\right)}-\frac{\left(1-2 \sigma_{2}\right) \rho_{2} \rho_{T}}{\left(1-\sigma_{2}\right)\left(1-\rho_{T}\right)}  \tag{20}\\
& +\frac{B_{1}^{\prime \prime}(1)}{2\left(1-\sigma_{1}\right)^{2}\left(1-\rho_{T}\right)}+\frac{\frac{\partial^{2} B}{\partial z_{1} \partial z_{2}}(1,1)}{\left(1-\sigma_{1}\right)\left(1-\sigma_{2}\right)\left(1-\rho_{T}\right)}+\frac{B_{2}^{\prime \prime}(1)}{2\left(1-\sigma_{2}\right)^{2}\left(1-\rho_{T}\right)}
\end{align*}
$$

In general, an explicit expression can be obtained for any moment of the class-1 and the total system content. The moments of the class-1 system content are calculated either from expression (14) - as was the case for the mean system content - or from the functional equation (5) with $x_{2}=z_{2}=1$ or from a combination of both. The reason that we need the functional equation to calculate higher moments is because of the appearance of mixed partial derivatives with respect to $x_{1}$ and $z_{1}$ of the $P$-function when taking higher-order derivatives of (14). These mixed partial derivatives have no direct relation to the (marginal) moments of either the class-1 packet arrival process or the class- 1 system content, and are therefore to be eliminated from the results. This, in turn, can be done by expressing the mixed partial derivatives in terms of other known derivatives by direct calculation from the functional equation (5). The moments of the total system content are calculated either from expression (16) or
from the functional equation (5) with $z_{1}=z_{2}=z$ or from a combination of both. We finally note that using the functional equation to calculate the required mixed partial derivatives is possible in both cases because either the function $P\left(0,0,1-\sigma_{2}+\sigma_{2} x_{2} z_{2}, z_{2}\right)$ becomes the constant $P_{1}(0,0)$ in (5) when substituting $x_{2}=z_{2}=1$ (for the class- 1 system content) or the term in $P\left(0,0,1-\sigma_{2}+\sigma_{2} x_{2} z_{2}, z_{2}\right)$ disappears when substituting $z_{1}=z_{2}=z$ (for the total system content). Unfortunately neither is the case when one wants to calculate the higher moments of the class-2 system content. The calculation of these moments is still an open issue at the moment.

## 4 Packet delay

We study the delay experienced by class- 1 and class- 2 packets in the system in this section. The delay of a packet is defined as the number of slots between the end of the packet's slot of arrival and the end of its departure slot (thus excluding its arrival slot and including its departure slot). Within each class, we assume that packets are transmitted in the order of their arrival. Class-1 packets obviously still have HOL priority over class-2 packets. We analyze the class- 1 and class- 2 packet delays separately in the remainder.

### 4.1 Class-1 packet delay

The analysis of the class-1 packet delay is rather easy once the observation is made that class- 1 packets are not influenced by class-2 packets in the system, due to the HOL priority scheduling discipline. The expression for $D_{1}(z)$, the pgf of the class- 1 packet delay in the steady state, is directly related to the pgf $P_{1}(1, z)$ of the system content of class 1 at the beginning of a random slot, as follows (see [11]):

$$
\begin{equation*}
D_{1}(z)=\frac{P_{1}(1, z)-1+\rho_{1}}{\rho_{1}} \tag{21}
\end{equation*}
$$

This thus allows us to derive the moments of the class-1 packet delay, which can be expressed in terms of the derivatives of $D_{1}(z)$ at $z=1$, as functions of the moments of the class- 1 system content. We have shown in the previous section how the latter are calculated by taking the required partial derivatives of expressions (5) and (14) for the arguments equal to 1. E.g. the mean class-1 packet delay $\mathrm{E}\left[d_{1}\right]$ is calculated by taking the first derivative of both sides of (21), yielding

$$
\begin{equation*}
\mathrm{E}\left[d_{1}\right]=D_{1}^{\prime}(1)=\frac{1}{\rho_{1}} \frac{\partial P_{1}}{\partial z}(1,1)=\frac{\mathrm{E}\left[u_{1}\right]}{\rho_{1}} \tag{22}
\end{equation*}
$$

This is also a direct consequence of Little's law. Substituting (18) in this expression yields

$$
\begin{equation*}
\mathrm{E}\left[d_{1}\right]=\frac{1}{1-\rho_{1}}-\frac{\rho_{1}\left(1-2 \sigma_{1}\right)}{\left(1-\sigma_{1}\right)\left(1-\rho_{1}\right)}+\frac{B_{1}^{\prime \prime}(1)}{2\left(1-\sigma_{1}\right)^{2} \rho_{1}\left(1-\rho_{1}\right)} . \tag{23}
\end{equation*}
$$

Higher moments of the class-1 packet delay can be calculated as well.

### 4.2 Class-2 packet delay

The analysis of the steady-state class-2 packet delay is more involved, because the delay of a class- 2 packet is also influenced by later arriving class-1 packets, due to the HOL priority discipline. We tag a random class-2 packet and denote it by $Q_{2}$. We denote the slot during which $Q_{2}$ arrives by $S_{2}$. We first make the following key observation, which highly simplifies the analysis: if a class- 1 packet is transmitted before $Q_{2}$, all packets of the same message of this class-1 packet are transmitted before $Q_{2}$ as well. Indeed, only other class-1 packets can be transmitted between the transmissions of two randomly chosen packets of a same class-1 message.

Furthermore, we denote the numbers of class- 1 and class- 2 arrivals during slot $S_{2}$ by $a_{1}^{*}$ and $a_{2}^{*}$ respectively and the total system content at the beginning of the following slot by $u_{T}^{*}$. Furthermore, let $r_{2}$ indicate the number of packets arriving during slot $S_{2}$ and to be transmitted after packet $Q_{2}$. Before writing down an expression for and analyzing the delay of $Q_{2}$, we first concentrate on the virtual delay $w_{2}$ of $Q_{2}$. This virtual delay is defined as the delay when no new messages arrive after slot $S_{2} . w_{2}$ then equals

$$
\begin{equation*}
w_{2}=u_{T}^{*}-r_{2}+\sum_{i=1}^{a_{1}^{*}} l_{1, i}^{+}, \tag{24}
\end{equation*}
$$

with $l_{1, i}^{+}$the number of packets arriving after slot $S_{2}$ of the message which generated the $i$-th class- 1 arrival during slot $S_{2}$. The virtual delay thus equals the system content just after slot $S_{2}$ and to be transmitted no later than $Q_{2}$ and packets arriving after slot $S_{2}$ of class-1 messages which were already generating a packet during slot $S_{2}$. Note that due to the geometric distribution of the class-1 message lengths, the $l_{1, i}^{+}$are all independent of the system state just after slot $S_{2}$ and are all geometrically distributed with parameter $\sigma_{1}$. They thus have the following (common) pgf:

$$
\begin{equation*}
L_{1}^{+}(z)=\frac{1-\sigma_{1}}{1-\sigma_{1} z} . \tag{25}
\end{equation*}
$$

Denoting the joint pgf of $a_{1}^{*}, r_{2}$ and $u_{T}^{*}$ by $Q\left(x_{1}, x_{2}, z\right)$, i.e.,

$$
Q\left(x_{1}, x_{2}, z\right) \triangleq \mathrm{E}\left[x_{1}^{a_{1}^{*}} x_{2}^{r_{2}} z^{u_{T}^{*}}\right],
$$

expression (24) leads to the pgf of $w_{2}$ :

$$
\begin{equation*}
W_{2}(z) \triangleq \mathrm{E}\left[z^{w_{2}}\right]=Q\left(L_{1}^{+}(z), 1 / z, z\right) . \tag{26}
\end{equation*}
$$

We will calculate $Q\left(x_{1}, x_{2}, z\right)$ at the end of this section. We first look for a relation between the delay $d_{2}$ and the virtual delay $w_{2}$ of $Q_{2}$. Obviously, the virtual delay is part of the delay. During the transmission of a certain packet, say $P$, belonging to the virtual delay workload, new class- 1 messages may be generated. The packets of these messages all add to the delay of $Q_{2}$. During the transmission of these class-1 messages also new class-1 messages may arrive, which further add to the delay of $Q_{2}$, etc. The total number of all packets of all these messages (including packet $P$ itself) is called the sub-busy period initiated by $P$. Summarizing, we can write

$$
\begin{equation*}
d_{2}=\sum_{i=1}^{w_{2}-1} v_{1, i}+1, \tag{27}
\end{equation*}
$$

with $v_{1, i}$ the sub-busy period added by the $i$-th packet of the virtual delay workload. Note that these $v_{1, i}$ 's are all i.i.d. with pgf $V_{1}(z)$. By $z$-transforming expression (27), we then obtain

$$
D_{2}(z) \triangleq \mathrm{E}\left[z^{d_{2}}\right]=\frac{z W_{2}\left(V_{1}(z)\right)}{V_{1}(z)} .
$$

Using (26), we find

$$
\begin{equation*}
D_{2}(z)=\frac{z Q\left(L_{1}^{+}\left(V_{1}(z)\right), 1 / V_{1}(z), V_{1}(z)\right)}{V_{1}(z)} \tag{28}
\end{equation*}
$$

Note that the $v_{1, i}$ 's can be expressed as

$$
\begin{equation*}
v_{1, i}=1+\sum_{m=1}^{b_{1, i}} \sum_{n=1}^{l_{1, i}^{(m)}} v_{1, i}^{(m, n)} \tag{29}
\end{equation*}
$$

with $b_{1, i}$ the number of new class-1 messages generated during the transmission of the $i$-th packet of the virtual delay workload, $l_{1, i}^{(m)}$ the message length of the $m$-th message of $b_{1, i}$ and $v_{1, i}^{(m, n)}$ the sub-busy
period initiated by the $n$-th packet of the $m$-th message of $b_{1, i}$. Indeed, a sub-busy period initiated by a packet consists of the transmission slot of that packet and the sub-busy periods of all packets of all messages that are generated during that slot. Note that the $v_{1, i}^{(m, n)}$ are i.i.d. having the same pgf as the $v_{1, i}$ 's, i.e., $V_{1}(z)$. Expression (29) then leads to the following functional equation for $V_{1}(z)$ :

$$
\begin{equation*}
V_{1}(z)=z B_{1}\left(L_{1}\left(V_{1}(z)\right)\right) \tag{30}
\end{equation*}
$$

Going back to expression (28), we are left with the task to calculate $Q\left(x_{1}, x_{2}, z\right)$. This is written as function of the corresponding joint probability mass function (pmf) as follows:

$$
\begin{equation*}
Q\left(x_{1}, x_{2}, z\right)=\sum_{i=0}^{\infty} \sum_{l=0}^{\infty} \sum_{m=1}^{\infty} \operatorname{Prob}\left[a_{1}^{*}=i, r_{2}=l, u_{T}^{*}=m\right] x_{1}^{i} x_{2}^{l} z^{m} \tag{31}
\end{equation*}
$$

The pmf can be determined by conditioning on the value of the random variable $a_{2}^{*}$ :

$$
\begin{align*}
\operatorname{Prob}\left[a_{1}^{*}=i, r_{2}=l, u_{T}^{*}=m\right]=\sum_{n=l+1}^{m-i} & \operatorname{Prob}\left[r_{2}=l \mid a_{1}^{*}=i, a_{2}^{*}=n, u_{T}^{*}=m\right]  \tag{32}\\
& \times \operatorname{Prob}\left[a_{1}^{*}=i, a_{2}^{*}=n, u_{T}^{*}=m\right]
\end{align*}
$$

for $m \geq 1$ and $i+l \leq m-1$. The quantities on the right-hand side of this expression can be found as follows. First, we note that

$$
\begin{equation*}
\operatorname{Prob}\left[r_{2}=l \mid a_{1}^{*}=i, a_{2}^{*}=n, u_{T}^{*}=m\right]=\frac{1}{n}, \quad \text { for } 0 \leq l \leq n-1 \tag{33}
\end{equation*}
$$

due to the fact that $Q_{2}$ is an arbitrary class- 2 packet in a batch of $n$ class- 2 packets. Next, in order to derive $\operatorname{Prob}\left[a_{1}^{*}=i, a_{2}^{*}=n, u_{T}^{*}=m\right]$ we first note that this quantity does not correspond to the fraction of slots which have $i$ class- 1 packet arrivals, $n$ class- 2 packet arrivals and a total system content of $m$ just after that slot, but rather to the fraction of class-2 packets that arrive in such a slot. This is in fact a manifestation of the well-known renewal theory paradox. Since each such slot contains exactly $n$ class- 2 packet arrivals and the arbitrary packet $Q_{2}$ could be any of those, it is clear that

$$
\begin{equation*}
\operatorname{Prob}\left[a_{1}^{*}=i, a_{2}^{*}=n, u_{T}^{*}=m\right]=\frac{n p_{T}(i, n, m)}{\rho_{2}}, \quad \text { for } i \geq 0, n \geq 1, m \geq i+n \tag{34}
\end{equation*}
$$

with $p_{T}(i, n, m)$ the steady-state probability of having $i$ class- 1 and $n$ class- 2 packet arrivals in an
arbitrary slot and a total system content of $m$ just after this slot. Obviously, the joint pgf $P_{T}\left(x_{1}, x_{2}, z\right)$ defined in (13) is related to this joint pmf as follows:

$$
\begin{equation*}
P_{T}\left(x_{1}, x_{2}, z\right)=\sum_{i=0}^{\infty} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} p_{T}(i, n, m) x_{1}^{i} x_{2}^{n} z^{m} . \tag{35}
\end{equation*}
$$

Equations (32)-(34) can now be combined to

$$
\operatorname{Prob}\left[a_{1}^{*}=i, r_{2}=l, u_{T}^{*}=m\right]=\frac{1}{\rho_{2}} \sum_{n=l+1}^{m-i} p_{T}(i, n, m), \quad \text { for } m \geq 1 \text { and } i+l \leq m-1 .
$$

Using this in (31) yields

$$
Q\left(x_{1}, x_{2}, z\right)=\frac{1}{\rho_{2}} \sum_{m=1}^{\infty} \sum_{i=0}^{m-1} \sum_{l=0}^{m-i-1} \sum_{n=l+1}^{m-i} p_{T}(i, n, m) x_{1}^{i} x_{2}^{l} z^{m} .
$$

Reordering the summations, working out the sum over $l$ and using (35), we get

$$
Q\left(x_{1}, x_{2}, z\right)=\frac{P_{T}\left(x_{1}, 1, z\right)-P_{T}\left(x_{1}, x_{2}, z\right)}{\rho_{2}\left(1-x_{2}\right)} .
$$

Finally, using this expression in expression (28) provides us with an expression for $D_{2}(z)$ :

$$
\begin{equation*}
D_{2}(z)=\frac{z\left[P_{T}\left(L_{1}^{+}\left(V_{1}(z)\right), 1, V_{1}(z)\right)-P_{T}\left(L_{1}^{+}\left(V_{1}(z)\right), 1 / V_{1}(z), V_{1}(z)\right)\right]}{\rho_{2}\left(V_{1}(z)-1\right)}, \tag{36}
\end{equation*}
$$

with $L_{1}^{+}(z)$ as given in (25) and $V_{1}(z)$ implicitly defined in (30). This expression gives us the opportunity to calculate the moments of the class-2 packet delay as functions of (partial) derivatives of the $P$-function for $z_{1}=z_{2}=z$ and derivatives of $V_{1}(z)$, all evaluated in $x_{1}=x_{2}=z=1$. We have argued in the previous section that the derivatives of the $P$-function for $z_{1}=z_{2}=z$ can be calculated. Calculating derivatives of $V_{1}(z)$ in $z=1$ is possible as well due to the knowledge that $V_{1}(1)=1$, since $V_{1}(z)$ is a pgf. E.g. calculating the first derivative of both sides of (30) and solving for $V_{1}^{\prime}(1)$ yields

$$
V_{1}^{\prime}(1)=\frac{1}{1-\rho_{1}} .
$$

We demonstrate the calculation of the mean class-2 packet delay. We find

$$
\mathrm{E}\left[d_{2}\right]=D_{2}^{\prime}(1)
$$

$$
\begin{equation*}
=\frac{1}{\rho_{2}\left(1-\rho_{1}\right)}\left[\frac{\sigma_{1}}{1-\sigma_{1}} \frac{\partial^{2} P_{T}}{\partial x_{1} \partial x_{2}}(1,1,1)-\rho_{1} \frac{\partial P_{T}}{\partial x_{2}}(1,1,1)-\frac{1}{2} \frac{\partial^{2} P_{T}}{\partial x_{2}^{2}}(1,1,1)+\frac{\partial^{2} P_{T}}{\partial x_{2} \partial z}(1,1,1)\right] . \tag{37}
\end{equation*}
$$

The first three partial derivatives in this expression are related to the moments of the arrival process and are respectively given by

$$
\begin{aligned}
\frac{\partial^{2} P_{T}}{\partial x_{1} \partial x_{2}}(1,1,1) & =\frac{\partial^{2} A}{\partial x_{1} \partial x_{2}}(1,1), \\
\frac{\partial P_{T}}{\partial x_{2}}(1,1,1) & =A_{2}^{\prime}(1), \\
\frac{\partial^{2} P_{T}}{\partial x_{2}^{2}}(1,1,1) & =A_{2}^{\prime \prime}(1) .
\end{aligned}
$$

These can thus be calculated from expression (6). The fourth partial derivative can be calculated from the functional equation (5) with $z_{1}=z_{2}=z$, which yields

$$
\begin{aligned}
\frac{\partial^{2} P_{T}}{\partial x_{2} \partial z}(1,1,1)= & \rho_{2}\left(1+\mathrm{E}\left[u_{T}\right]\right)+\frac{\frac{\partial^{2} B}{\partial z_{1} \partial z_{2}}(1,1)}{\left(1-\sigma_{2} \sigma_{1}\right)\left(1-\sigma_{2}\right)}+\frac{B_{2}^{\prime \prime}(1)}{\left(1-\sigma_{2}\right)^{2}\left(1+\sigma_{2}\right)} \\
& -\frac{\rho_{2}\left[\rho_{T} \sigma_{2}^{3}-\left(\left(1-2 \sigma_{1}\right) \rho_{T}+\rho_{1}\right) \sigma_{2}^{2}-\left(\rho_{2}\left(1+\sigma_{1}\right)+\rho_{T}\right) \sigma_{2}+\rho_{T}-\rho_{1} \sigma_{1}\right]}{\left(1-\sigma_{2} \sigma_{1}\right)\left(1-\sigma_{2}\right)\left(1+\sigma_{2}\right)}
\end{aligned}
$$

Substituting the expressions of these (mixed) partial derivatives and expression (20) of $\mathrm{E}\left[u_{T}\right]$ in expression (37), we obtain the following expression for the mean class-2 packet delay

$$
\begin{align*}
\mathrm{E}\left[d_{2}\right]= & \frac{1}{\left(1-\rho_{1}\right)\left(1-\rho_{T}\right)}-\frac{\left(1-2 \sigma_{1}\right) \rho_{1}}{\left(1-\sigma_{1}\right)\left(1-\rho_{1}\right)\left(1-\rho_{T}\right)}-\frac{\left(1-2 \sigma_{2}\right) \rho_{T}}{\left(1-\sigma_{2}\right)\left(1-\rho_{T}\right)}  \tag{38}\\
& +\frac{B_{1}^{\prime \prime}(1)}{2\left(1-\sigma_{1}\right)^{2}\left(1-\rho_{1}\right)\left(1-\rho_{T}\right)}+\frac{\frac{\partial^{2} B}{\partial z_{1} \partial z_{2}}(1,1)}{\left(1-\sigma_{1}\right)\left(1-\sigma_{2}\right) \rho_{2}\left(1-\rho_{T}\right)}+\frac{B_{2}^{\prime \prime}(1)}{2\left(1-\sigma_{2}\right)^{2} \rho_{2}\left(1-\rho_{T}\right)} .
\end{align*}
$$

From expressions (18), (19), (23) and (38) it can be seen that the mean system content and packet delay of both classes fulfill Little's theorem, i.e., $\mathrm{E}\left[u_{j}\right]=\rho_{j} \mathrm{E}\left[d_{j}\right]$ for $j=1,2$. Note however, that the developments in this section are necessary if one wants to obtain higher order moments of the class1 and class- 2 packet delay. The calculations of these higher moments include the calculation of a numerous number of partial (mixed) derivatives (as already explained in section 3). As a result, the obtained expressions of these higher order moments are quite large and are thus not shown here. In order to show that it is possible to calculate these higher order moments though, we will show some plots of the variances of the packet delays in the next section.

## 5 Numerical examples

### 5.1 Poisson distributed numbers of per-slot newly generated messages

We illustrate our findings by means of some numerical examples. We firstly consider the case that class- 1 and class- 2 messages are both generated according to independent Poisson processes with means $\rho_{1}\left(1-\sigma_{1}\right)$ and $\rho_{2}\left(1-\sigma_{2}\right)$ respectively. We thus have

$$
B\left(z_{1}, z_{2}\right)=e^{\rho_{1}\left(1-\sigma_{1}\right)\left(z_{1}-1\right)} e^{\rho_{2}\left(1-\sigma_{2}\right)\left(z_{2}-1\right)} .
$$

The pgf of the compound packet arrival process of both classes can be derived from (7), resulting in

$$
\begin{equation*}
A\left(z_{1}, z_{2}\right)=e^{\rho_{1}\left(z_{1}-1\right)} e^{\rho_{2}\left(z_{2}-1\right)} \tag{39}
\end{equation*}
$$

The numbers of class- $j$ packet arrivals per slot in the steady state thus also have a Poisson distribution, with parameter $\rho_{j}$, for $j=1,2$. Furthermore, we define $\alpha$ as the fraction of the class- 1 load in the total load, i.e., as $\rho_{1} / \rho_{T}$.

In this subsection, we will firstly concentrate on the mean packet delays of both classes and the mean packet delay of an arbitrary packet. Obviously, the means of the system contents can be illustrated in a similar manner. Plots of the variances of the packet delays will be shown at the end of the subsection. Note that the mean packet delay of an arbitrary packet can be calculated either from the expressions of the mean delays of both classes (namely it equals $\alpha \mathrm{E}\left[d_{1}\right]+(1-\alpha) \mathrm{E}\left[d_{2}\right]$ ), or from the total mean system content using Little's law. Note further that since the total mean system content is independent of the scheduling discipline - as long as it is work-conserving - the mean packet delay of an arbitrary packet is as well. The curves for the mean packet delay of an arbitrary packet in the figures in this section are thus valid for any work-conserving scheduling discipline (and thus e.g. also for FIFO). A similar reasoning leads to the observation that the mean delay of an arbitrary packet is independent of $\alpha$ as well.

Figure 1 shows the mean packet delays of both classes and the mean packet delay of an arbitrary packet as functions of the total load for $\alpha=0.25,0.5$ and 0.75 and for $\sigma_{1}=\sigma_{2}=0.9$. We observe that the influence of a priority scheduling discipline is quite large. The mean delay of class- 1 packets reduces considerably compared to the mean delay of an arbitrary packet. The price to pay is obviously a larger mean class-2 packet delay. Also note that it follows from this figure that increasing the fraction


Figure 1: Mean delays versus the total load for various values of $\alpha$
of the class-1 load in the overall traffic mix increases the mean delay of class-1 and class- 2 packets.
In Figure 2, we depict the mean packet delays of both classes and the mean packet delay of an arbitrary packet as functions of the total load for $\alpha=0.25$ and for $\sigma_{1}=\sigma_{2}=\sigma=0,0.5,0.9$ and 0.99 . These latter values correspond to mean message lengths of $1,2,10$ and 100 respectively. In order to not overload the figure, we split it in two parts: Figure 2a. shows the mean class-1 packet delay while Figure 2b. shows the mean class-2 packet delay and the mean delay of an arbitrary packet. One can easily see the influence of correlation in the arrival process: for $\sigma=0$, we have the uncorrelated case, i.e., all messages consist of exactly one packet and the corresponding packet arrival process is uncorrelated from slot to slot. When $\sigma$ increases, i.e., when the arrival process becomes more correlated, the mean delays increase as well. The increase of the mean class- 2 packet delay is however much larger than the increase of the mean class-1 packet delay, as can be seen by comparing both parts of the figure. Correlation in the arrival process thus has a larger impact on the delay of low-priority packets.

Figure 3 depicts the mean class- 1 and class- 2 packet delays as functions of the total load for $\alpha=0.25, \sigma_{1}=0.9$ and $\sigma_{2}=0,0.5,0.9$ and 0.99 . Since it is clear from the previous two plots that the curves for the mean delay of an arbitrary packet are always near to the corresponding curves of the mean class-2 packet delay, we do not show the former in this figure (or in the next figures). As expected the mean class-1 (high-priority) packet delay is independent of the correlation in the class- 2 (low-priority) packet arrival process. The mean class-2 packet delay is obviously largely influenced by this correlation in the class-2 packet arrival process.


Figure 2: Mean delay versus the total load for various values of $\sigma_{1}=\sigma_{2}$


Figure 3: Mean delays versus the total load for various values of $\sigma_{2}$

Figures 4 a . and 4 b . show the mean class-1 and class- 2 packet delays respectively as functions of the total load for $\alpha=0.25, \sigma_{2}=0.9$ and $\sigma_{1}=0,0.5,0.9$ and 0.99 . First note that Figure 4a. is identical to Figure 2a., since in both figures the arrival processes of the class-1 packets are identical. The most important figure is however Figure 4b. This figure shows the influence of the correlation in the high-priority packet arrival process on the mean low-priority delay. Thus the large increase of the mean class-2 packet delay in Figure 2b. is not only the result of the correlation in the low-priority packet arrival process; it is clear from Figure 4b. that the mean packet delay of the low-priority traffic is also highly influenced by (the correlation in) the high-priority arrival process.

Finally, we show some plots of the variances of the class-1 and class-2 packet delays. This is not


Figure 4: Mean delay versus the total load for various values of $\sigma_{1}$


Figure 5: Variance of delays versus the total load for various values of $\alpha$
only to show the influence of the parameters on these performance measures, but also to show that it is possible to effectively calculate these variances with the techniques demonstrated in this paper. Figure 5 shows the variances of the class- 1 and class- 2 packet delays as functions of the total load for $\alpha=0.25,0.5$ and 0.75 and for $\sigma_{1}=\sigma_{2}=0.9$. Finally, Figure 6 shows the variance of the low-priority packet delay as function of the total load for $\alpha=0.25, \sigma_{2}=0.9$ and $\sigma_{1}=0,0.5,0.9$ and 0.99 . From this last figure, it is again obvious that the low-priority performance highly depends on the characteristics of and the correlation in the high-priority arrival stream.


Figure 6: Variance of class-2 delay versus the total load for various values of $\sigma_{1}$

### 5.2 Correlated numbers of newly generated class-1 and class-2 messages

In a last example, we show the influence of correlation between the numbers of newly generated class-1 and class-2 messages in a slot. We therefore assume the following message generation process in this subsection: the number of class- $j$ generations during a slot is Bernoulli distributed with parameter $\lambda_{j} . B_{j}^{\prime}(1)$ thus equals $\lambda_{j}$ and we have that $\lambda_{j}=\rho_{j}\left(1-\sigma_{j}\right)$. The joint pgf $B\left(z_{1}, z_{2}\right)$ of the numbers of newly generated messages of both classes is given by

$$
B\left(z_{1}, z_{2}\right)=1-\lambda_{1}-\lambda_{2}+q_{12}+\left(\lambda_{1}-q_{12}\right) z_{1}+\left(\lambda_{2}-q_{12}\right) z_{2}+q_{12} z_{1} z_{2}
$$

with $q_{12}$ a parameter. The correlation factor $\rho_{b_{1} b_{2}}$ between the numbers of generated class- 1 and class- 2 messages in a slot is given by

$$
\rho_{b_{1} b_{2}}=\frac{q_{12}-\lambda_{1} \lambda_{2}}{\sqrt{\lambda_{1} \lambda_{2}\left(1-\lambda_{1}\right)\left(1-\lambda_{2}\right)}} .
$$

By varying $q_{12}$, this correlation factor can be varied, while keeping the mean numbers of generated messages of both classes constant ( $\lambda_{1}$ and $\lambda_{2}$ respectively). Positive correlation may occur in practice when a new user for example starts generating high- and low-priority packets at the same time. Since the delay of class- 1 packets is independent of $\rho_{b_{1} b_{2}}$, as indicated by equations (14) and (21), we focus on the class-2 packet delay in this example. In Figure 7, we show the mean delay of class-2 packets versus the total load, for $\sigma_{1}=\sigma_{2}=0.9$ and $\alpha=0.25$ and 0.75 respectively. For both cases, we


Figure 7: Mean packet delay of class 2 versus the total load for negative, zero and positive correlation between the number of newly generated class-1 and class-2 messages. For each correlation factor two curves are drawn: $\alpha=0.25$ for the lower curves and $\alpha=0.75$ for the upper
consider 3 values for the correlation factor: its minimal value (when we choose $q_{12}=0$ ), the value zero (for $q_{12}=\lambda_{1} \lambda_{2}$ ) and its maximal value (when $q_{12}=\min \left(\lambda_{1}, \lambda_{2}\right)$ ). We see that the influence of the correlation factor is limited for negative correlation, while it is significant for positive correlation. The reason for the higher mean class-2 delay for positive correlation between the numbers of new messages of both classes is the increasing probability that messages of class 1 are arriving at the same time as messages of class 2. We further see from Figure 7 that a higher value of $\alpha$ leads to a higher mean class- 2 delay, as already observed before in Figure 1.

## 6 Conclusions

In this paper, we analyzed a discrete-time queue with a HOL priority scheduling discipline and two priority classes. Variable-sized messages of both priority classes arrive to the system as trains of fixedsized packets, i.e., the packets of a message arrive at the rate of one packet per slot. The messages are assumed to have geometrically distributed lengths. Obviously, the arrival process is correlated, which highly complicates the analysis. Using probability generating functions, we have shown that explicit closed-form expressions for the mean values of the system contents and packet delays of both classes can be derived, as well as higher moments for the packet delays of both classes. We have shown the influence of all parameters of the arrival process on the mean and variance of the packet delay. The
most important conclusion is that the (high- and) low-priority packet delay is highly influenced by the correlation in the high-priority packet arrival process. This correlation thus has to be taken into account if one wants to estimate the mean packet delay (or the buffer size) of both classes.
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